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ABSTRACT Next-generation wireless communications systems are anticipated to utilize the vast amount
of available spectrum in the millimeter-wave and sub-terahertz bands above 100GHz to meet the
ever-increasing demand for higher data rates. However, the analog-to-digital converter (ADC) power
consumption is expected to be a major bottleneck if conventional system designs are employed at these
frequencies. Instead, shifting the ADC resolution from the amplitude domain to the time domain by
employing 1-bit quantization and temporal oversampling w.r.t. the Nyquist rate is expected to be more
energy-efficient. Hence, we consider a system employing 1-bit quantization and temporal oversampling at
the receiver, which operates on a wideband line-of-sight channel. We present a practical transceiver design
for a zero-crossing modulation waveform, which combines faster-than-Nyquist signaling and runlength-
limited (RLL) transmit sequences. To this aim, we derive four fixed-length finite-state machine RLL
encoders enabling efficient transmit signal construction and soft-demapping at the receiver. Moreover,
we propose a soft-output equalizer, which approximates maximum a posteriori RLL symbol detection.
We evaluate the system performance in terms of peak-to-average-power ratio, coded block error rate,
and a lower bound on the spectral efficiency (SE) w.r.t. a fractional power containment bandwidth. Our
numerical results show that SEs of up to 4 bit/s/Hz are achievable with the presented transceiver design.

INDEX TERMS 1-bit, quantization, oversampling, runlength-limited sequences, faster-than-Nyquist
signaling, equalization.

I. INTRODUCTION

FUTURE wireless communications systems are envi-
sioned to provide data rates in the order of 100Gbit/s

and above by utilizing the sizeable amount of free spectrum
in the millimeter-wave (mmWave) and sub-terahertz (THz)
bands [3]. At those frequencies, it is necessary to employ
highly directional antenna arrays at both, the transmitter
and the receiver because the isotropic path loss increases
inversely with the wavelength squared due to Friis’ Law [4].

The analog-to-digital converter (ADC) power consumption
of such systems is expected to be a significant design
challenge: Employing one radio frequency (RF) chain per
antenna element, which is typically the case in conventional
sub-6GHz multiple-input multiple-output (MIMO) systems,
would result in a large number of ADCs. Furthermore,
empirical results show that the ADC power consumption
grows quadratically with the input bandwidth for bandwidths
above approx. 300MHz [5], which is expected to result in a
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significantly increased ADC power consumption compared
to today’s systems.
Hence, analog or hybrid analog-digital beamforming archi-

tectures are proposed for mmWave and sub-THz systems
to reduce the number of ADCs [4]. Moreover, a widely
proposed approach to decrease the power consumption of
each individual ADC is to reduce the amplitude resolution
because the power consumption grows exponentially with
the amplitude resolution measured in bits [6]. Employing
1-bit quantization is especially promising, as it is anticipated
to allow for relaxed linearity requirements of the analog
front end, e. g., it might be possible to operate the baseband
amplifiers in saturation.
Simultaneously, the time-domain resolution is becoming

superior to the amplitude-domain resolution in nanometer-
scale CMOS processes [7], [8]. This is caused, on the one
hand, by improved switching capabilities and, on the other
hand, by reduced supply-voltages leaving less voltage head-
room for processing in the amplitude domain. Consequently,
it is foreseen to be more energy-efficient to shift the res-
olution from the amplitude to the time domain, i.e., by
employing 1-bit quantization and temporal oversampling.
In [9], it has been shown that oversampling the out-

put of a 1-bit quantizer can increase the information rate
beyond 1 bit per Nyquist interval when considering the noise-
less case. Again studying the noiseless case, it has been
proven in [10] that information rates of log2(1 + MRx) bit
per Nyquist interval are achievable by MRx-fold oversam-
pling with respect to (w.r.t.) the Nyquist rate. This rate
is achieved by constructing bandlimited transmit signals
with predefined zero-crossing patterns, which encode the
information. Furthermore, in [11] and [12], it has been
shown that for an additive white Gaussian noise (AWGN)
channel, oversampling can improve the performance in terms
of capacity per unit-cost and generalized mutual information,
respectively. Bounds on the achievable rate for a band-
limited 1-bit quantized continuous-time AWGN channel
have been investigated in [13], [14]. The continuous-time
channel studied therein corresponds to the limiting case
of infinite oversampling. From [9]–[14], it is essential to
understand that: i) oversampling w. r. t. the Nyquist rate can
recover some of the loss due to 1-bit quantization (in con-
trast to systems with infinite amplitude resolution, where
Nyquist rate sampling is sufficient), and ii) the information
is effectively conveyed in the temporal distance between
zero-crossings because all magnitude information is lost after
1-bit quantization.
Hence, in [15], it has been stated that for systems

employing 1-bit quantization and temporal oversam-
pling, the information should be encoded in the dis-
tance between zero-crossings, a concept denoted as
zero-crossing modulation (ZXM). In [16], several ZXM
schemes have been compared w. r. t. numerically com-
puted lower bounds on the spectral efficiency (SE) for an
AWGN channel. Therein, the modulation proposed in [17],

i.e., using a transmit signal design based on the com-
bination of faster-than-Nyquist (FTN) signaling [18] and
runlength-limited (RLL) [19] transmit sequences is found
to yield the highest SE among the considered modulations.
Intuitively, this modulation is a good match for the consid-
ered system because it results in some kind of symmetry
between the transmitter and the receiver: On each com-
ponent, i.e., the in-phase and quadrature component, the
transmitter employs binary antipodal signaling at a rate
exceeding the Nyquist rate, whereas the receiver employs
1-bit quantization and temporal oversampling. Similarly,
the works [20]–[22] also investigate SE lower bounds for
different ZXM schemes over AWGN channels. However,
none of the works [16], [17], [20]–[22] considers a prac-
tical transceiver design, i.e., they neither consider mapping
bits onto the waveform at the transmitter nor a detector
implementation at the receiver.
Recently, practical implementations of systems employing

1-bit quantization and oversampling at the receiver have been
proposed and evaluated: A multi-user massive MIMO down-
link system, where the receivers employ 1-bit quantization
and temporal oversampling, has been studied in [23]. The
authors propose a quantization precoder which optimizes the
transmit signal under a bandwidth constraint, such that the
payload bits can be uniquely detected from the 1-bit quan-
tized observations at the receiver in the absence of noise.
Spatio-temporal precoding for a similar setup as in [23]
has been considered in [24], [25], where the authors also
proposed a superior bit-mapping, denoted as zero-crossing
precoding. The benefits of employing temporal oversam-
pling in a massive MIMO uplink scenario with 1-bit ADCs
have been illustrated in [26]. Based on the transmit signal
design from [10], the authors of [27] have recently proposed
and evaluated a practical transceiver design. Notably, they
showed that similar rates, as obtained for the noiseless
case in [10], can be achieved by their implementation over
noisy channels at high signal-to-noise ratio (SNR). Two soft-
output detection algorithms for mmWave MIMO systems
employing low-resolution ADCs have been proposed in [28].
In this work, we present a transceiver design of a

bit-interleaved coded modulation (BICM) [29], [30] system
employing ZXM, which is implemented by combining
FTN signaling with RLL transmit sequences, as proposed
in [16], [17]. The considered single-carrier modulation
is well suited for the targeted mmWave and sub-THz
frequency bands [31]. Furthermore, in contrast to the
prior works [16], [17], [20]–[22], we consider a practical
transceiver implementation including modulation, equaliza-
tion, and soft-demodulation, i.e., we consider end-to-end data
transmission. The proposed transceiver design is tailored
to a wideband line-of-sight (LOS) channel model including
the spatial-wideband effect (SWE) [32], which is caused by
propagation delays across the receiver antenna array. The
LOS channel model is justified by the fact that the effec-
tive channel after beam alignment typically contains only a
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single dominant path [33]. For simplicity, we omit transmit
beamforming in this work.
Our main contributions are summarized as follows:

• We derive four fixed-length finite-state machine (FSM)
RLL codes for efficient transmit signal construction and
trellis-based soft-demapping. All derived codes achieve
an encoding efficiency of more than 90% compared to
ideal maximum entropy RLL sequences.

• A soft-output equalizer implementation is presented,
which approximates maximum a posteriori (MAP) RLL
symbol detection, and allows to obtain soft-information
at the receiver despite employing 1-bit quantization.

• We investigate the complexity of the presented
receiver, i.e., of the soft-output equalizer and the
soft-input soft-output (SISO) RLL decoder. A compar-
ison shows that the main complexity is due to the
equalizer.

• A lower bound on the system’s SE w. r. t. a fractional
power containment bandwidth is derived. The bound
is obtained by lower-bounding the mutual information
between bits at the RLL encoder input and the corre-
sponding log-likelihood ratios (LLRs) obtained at the
RLL decoder output.

• Finally, we provide a comprehensive numerical
performance evaluation of the considered system: For
typical configurations, the peak-to-average power ratio
(PAPR) is found to be up to 1.5 dB lower when
compared to conventional phase-shift keying (PSK)
systems. Our numerical evaluation of the derived SE
lower bound demonstrates that SEs of up to 4 bit/s/Hz
are achievable with the presented transceiver design
at sufficiently high SNR when allowing for 5%
out-of-band (OOB) emissions. Furthermore, we com-
pare the SE of the presented transceiver design to
previously obtained lower bounds when employing
maximum entropy RLL sequences, to an unquantized
8-PSK system, and to the related system from [27],
which also employs 1-bit quantization and temporal
oversampling. We find that the presented system sig-
nificantly outperforms the system from [27] for all
considered configurations. A block error rate (BLER)
performance evaluation when employing a 5G NR
low-density parity-check (LDPC) code [34] shows that
a goodput of up to 3.5 bit/s/Hz is feasible when
allowing for 5% OOB emissions. Finally, we inves-
tigate the impact of the SWE when implement-
ing low-cost narrowband analog combining using a
phase shifter network (PSN). Our results indicate that
the loss due to narrowband beamforming is small for
many practical combinations of antenna array size and
bandwidth-to-carrier-frequency ratio.

Compared to our previous works [1] and [2], we derive two
additional FSM RLL codes, thereby extending the evaluation
to higher FTN signaling and oversampling factors, which
enables higher SEs. Moreover, we extend the modeling of

intersymbol interference (ISI) in the system model, present
an improved SE lower bound, and evaluate the complexity of
the presented receiver. In addition, the numerical evaluation
is extended by an investigation of the PAPR, the goodput,
and a comparison to previously obtained lower bounds when
considering maximum entropy RLL sequences.
The remainder of this work is organized as follows:

First, in Section II, we briefly review FTN signaling and
maximum entropy RLL sequences, which are combined
to implement ZXM. Second, in Section III, we introduce
the system model. Afterwards, our main contributions are
detailed in Section IV and Section V, which contain the
proposed transceiver design and a derivation of a SE lower
bound, respectively. Subsequently, we provide a compre-
hensive numerical performance evaluation of the presented
system in Section VI. Finally, our work is concluded in
Section VII.
Notation: Vectors and matrices are written as boldface

lower and upper case letters, e. g., x and X, respectively. We
use the shorthand notations xm = [x1, . . . , xm]T and xmk =
[xk, . . . , xm]T , with k < m and k,m ∈ N. Random quantities
are denoted by sans serif letters, e.g., x, whereas x represents
a deterministic quantity. The identity matrix of size N×N is
written as IN , and the all-zero vector of length N is written
as 0N . Finite sets are denoted by upper case calligraphic
letters, e. g., A. We use j, ∗, E{·}, R{·} and I{·} to denote
the imaginary unit, convolution, stochastic expectation, the
real part, and the imaginary part, respectively. | · | represents
the absolute value if the argument is a scalar, i.e., |x|, it
denotes the determinant if the argument is a matrix, i.e.,
|X|, and it represents the cardinality if the argument is a set,
i.e., |X|. �·� denotes rounding to the next smaller integer,
while mod(a, b) represents the remainder of the division a

b .
The sets of natural, integer, real, and complex numbers are
written as N, Z, R, and C, respectively.

II. REVIEW OF ZERO-CROSSING MODULATION
In this section, we briefly review ZXM, which is specif-
ically designed for systems employing 1-bit quantization
and temporal oversampling at the receiver. The concept has
been studied in [15]. The underlying idea is to encode the
information in the temporal distance between zero-crossings,
as all magnitude information is lost after 1-bit quantization.
One implementation method of ZXM is to combine FTN
signaling with RLL transmit sequences, as first proposed
in [16], [17].

A. FASTER-THAN-NYQUIST SIGNALING
Employing FTN signaling allows to increase the temporal
resolution at the transmitter by reducing the temporal dis-
tance between transmit symbols [18]. More specifically, in
this work, we transmit MTx symbols per Nyquist interval TN,
i.e., the signaling rate is MTx

TN
. Note that MTx = 1 corresponds

to conventional Nyquist rate signaling. Employing FTN sig-
naling allows to create zero-crossings on a fine grid, hence,
allowing to increase the achievable rate [16], [17]. However,
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FIGURE 1. Illustration of the (d, k = ∞) constraint as finite-state machine.

it comes at the cost of self-introduced ISI. In the consid-
ered ZXM implementation, the amount of ISI is reduced by
utilizing RLL transmit sequences.

B. RUNLENGTH-LIMITED SEQUENCES
RLL sequences are typically constructed from so-called
(d, k) sequences, which are binary sequences with two con-
straints: Between every ‘1’ in the sequence, there have to
be at least d ‘0’s and at most k ‘0’s, with 0 ≤ d ≤ k ≤ ∞.
An illustration of this constraint is provided in Fig. 1.
RLL sequences are constructed form (d, k) sequences by
non-return-to-zero-inverse (NRZI) encoding, where every ‘1’
in the (d, k) sequence results in an amplitude transition in
the corresponding RLL sequence [35]. This is illustrated in
the following example for (d = 1, k = ∞):

(d, k) seq. ãm = [. . . , 0, 1, 0, 0, 1, 0, 1, . . .]

RLL seq. am = [. . . , −1, 1, 1, 1, −1, −1, 1, . . .],

where m ∈ N denotes the length of the sequence. In ZXM,
the d constraint allows controlling the minimum distance
between zero-crossings, which determines the amount of ISI.
In the remainder of this work, we omit the k constraint, i.e.,
we set k = ∞, which maximizes the entropy.
RLL sequences are completely defined by the directed

adjacency matrix, which describes the underlying FSM (cf.
Fig. 1). For k = ∞, the adjacency matrix, denoted by Ad,
is of size (d+ 1)× (d+ 1). Examples for d = 1 and d = 2
are

Ad=1 =
[

0 1
1 1

]
, Ad=2 =

⎡
⎣0 1 0

0 0 1
1 0 1

⎤
⎦, (1)

where the row and column indices correspond to the current
and next state, respectively. The maximum entropy achiev-
ing transition probability matrix P ∈ R

(d+1)×(d+1) can be
obtained as [35, eq. (2.23)]

[P]i,j = bj
bi

[Ad]i,j
λmax

, (2)

where λmax corresponds to the largest eigenvalue such that
Adb = λmaxb and bi denotes the ith element of b. In
the remainder of this work, we refer to RLL sequences
following the state transition probabilities given in (2) as
maximum entropy RLL sequences. Their capacity in bit per
symbol is given by C(d, k) = log2(λmax) [35, eq. (2.19)],
for which some numerical values are given in Table 1. The
reader is referred to [19], [35] for more information on RLL
sequences.

TABLE 1. Maximum achievable rate of ZXM.

C. ZERO-CROSSING MODULATION
As mentioned above, we implement ZXM by combining
MTx-fold FTN signaling with RLL transmit sequences, i.e.,
transmitting MTx RLL symbols per Nyquist interval. Here,
we always choose the d constraint as d = MTx − 1, which
ensures that the same amplitude is kept for at least one
Nyquist interval. This choice results in a maximum rate
of RZXM

max = MTx C(d, k) bit per Nyquist interval per real
signaling dimension. Some numerical values of RZXM

max are
provided in Table 1, where the column ‘(0, ∞)’ corresponds
to standard BPSK. It can be observed that the rate loss due
to the RLL constraint is overcompensated by simultaneously
employing FTN signaling. Moreover, note that even larger
transmission rates can be obtained by further increasing MTx
and d.

III. SYSTEM MODEL
In this section, we introduce the system model, which is
illustrated in Fig. 2. The transmit signal, channel model
and analog combiner, and the received signal are detailed
in Sections III-A–III-C, respectively. Finally, an equivalent
discrete-time system model, which is used to derive the
equalizer in Section IV-B, is introduced in Section III-D. This
work focuses on the receiver design. Hence, transmit beam-
forming is omitted. We employ root-raised-cosine (RRC)
transmit and receive filters, denoted by f (t) and g(t), respec-
tively. Furthermore, we assume perfect synchronization1 and
channel parameter information at the receiver throughout this
work.

A. TRANSMIT SIGNAL
The transmitter employs ZXM, which is implemented by
combining FTN signaling and RLL transmit sequences
(cf. Section II). The input at the transmitter is
given by a sequence of payload bits i�. After
forward error correction (FEC) encoding, interleaving and
RLL encoding, the complex-valued sequence of m ∈ N trans-
mit symbols, denoted as xm, is constructed from two inde-
pendently modulated RLL sequences am, bm ∈ {+1, −1}m,
such that

xm = 1√
2

(
am + jbm

)
, (3)

i.e., we employ ZXM on the in-phase and quadrature com-
ponent. Note that we present a method of encoding bits onto

1. Synchronization for systems employing 1-bit quantization and temporal
oversampling is an ongoing research topic; bounds are studied in [36].
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FIGURE 2. Overview of the system model, where i� corresponds to the input bits to be transmitted and î� to their estimates at the receiver.

RLL sequences in Section IV-A. Then, the continuous-time
transmit signal is given by

x(t) =
m∑
l=1

xl f
(
t − lTN

MTx

)
, (4)

where MTx ∈ [1, ∞) denotes the FTN signaling factor, TN
denotes the Nyquist interval, which is defined by the RRC
transmit filter f (t), and xl denotes the lth element of xm.

B. CHANNEL AND ANALOG COMBINING
In this work, we consider a single user uplink scenario,
where the transmitter and receiver are equipped with a single
antenna and a uniform rectangular array (URA), respec-
tively. The URA at the receiver consists of N = Nh · Nv
antennas, where the number of horizontal and vertical
antennas are written as Nh and Nv, respectively.

After beam alignment, the effective channel typically
consists only of a single dominant path [33]. Hence,
we consider a LOS channel which is characterized by
the angles-of-arrival (AoAs), i.e., the azimuth angle φ ∈
[−π ,π) and the elevation angle θ ∈ [−π

2 , π2 ). When the
receiver is located in the far-field of the transmitter, the prop-
agation delay between the nth receive antenna and the center
of the URA can be defined as (cf. [37, Sec. 2.2])

τn = 1

c
k(φ, θ)T(un − ū), n ∈ N = {1, . . . ,N}, (5)

where c denotes the speed of light and k(φ, θ) denotes the
wave vector normalized to unit length, which is given by

k(φ, θ) =
⎡
⎣− cos θ cosφ

− cos θ sinφ
− sin θ

⎤
⎦. (6)

Moreover, un ∈ R
3 and ū ∈ R

3 denote the position of the
nth receive antenna and the center of the URA, respectively,
which are defined as

un =
⎡
⎣ 0

mod(n− 1,Nh) dh
�(n− 1)/Nh� dv

⎤
⎦, ū =

⎡
⎣ 0
(Nh−1)dh

2
(Nv−1)dv

2

⎤
⎦, (7)

where dh and dv correspond to the horizontal and vertical
antenna spacing, respectively. The complex baseband chan-
nel impulse response from the transmitter to the nth receive
antenna is then given by

hn(t) = 1√
N
δ(t − τn)e

−j2π fcτn , n ∈ N (8)

where fc denotes the carrier frequency. Note that the sum
of all channels is normalized to unit energy, i.e., there is no
path loss.
Observing (8), it can be seen that the physical propagation

delay, given by (5), results in a time- and a phase-shift in the
channel model. Hence, due to the time-shift, the received sig-
nal at different antennas can correspond to different transmit
symbols. This effect is known as SWE [32]. In narrowband
systems, this time-shift may be neglected, i.e., the channel
can be approximated as hn(t) ≈ 1√

N
e−j2π fcτn [37, Sec. 2.2].

However, this assumption is expected to be invalid here, as
we target wideband channels.
The receiver employs analog combining, which is imple-

mented using a PSN, i.e., a digitally controllable phase-shift
is applied to the received signal of each antenna before
the signals of all antennas are superimposed in the analog
domain. This analog combining architecture is considered
to be well suited for low-cost systems. We model the phase
shifters as pure phase shifters, i.e., they do not introduce any
additional time delay.2 The phase-shift induced by the nth
phase shifter is represented by 1√

N
ejψn , n ∈ N. In order to

compensate the phase-shift introduced by the channel, the
optimal phase-shift at the nth antenna is

ψ
opt
n = 2π fcτn. (9)

Note that implementing (9) requires infinite resolution phase
shifters and that the PSN cannot compensate for the time
delays introduced by the channel (cf. (8)). Consequently,
combining the signals obtained at the different antennas in
the analog PSN generally introduces additional ISI due to
incoherent superposition. This effect is illustrated in Fig. 3.

C. RECEIVED SIGNAL
The received signal at the nth antenna is described by com-
bining the transmit signal given in (4) with the channel model
given in (8), which yields

ỹn(t) = (x ∗ hn)(t)+ ñn(t)

= 1√
N

m∑
l=1

xl f
(
t − lTN

MTx
− τn

)
e−j2π fcτn + ñn(t),

(10)

2. This model is valid, e. g., for reflection-type or vector-modulator
implementations.
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FIGURE 3. Because the analog PSN cannot compensate any delays, the wideband
received signals may be combined incoherently .

where ñn(t) denotes the complex AWGN process at the nth
antenna. After analog combining and filtering by g(t), the
received signal at the input of the 1-bit ADC is given by

y(t) =
(

1√
N

N∑
n=1

ỹn(t) ejψn
)

∗ g(t)

=
m∑
l=1

xl v̄
(
t − lTN

MTx

)
+ (

n̄ ∗ g)(t), (11)

with

n̄(t) = 1√
N

N∑
n=1

ñn(t) ejψn , (12)

v̄(t) = 1

N

N∑
n=1

v(t − τn)e
j(ψn−2π fcτn), (13)

where the combined transmit and receive filter is written as
v(t) = (f ∗g)(t). Furthermore, v̄(t), given in (13), models the
combined effects of transmit filtering, receive filtering, and
incoherent analog combining. Note that we also normalize
the analog combiner by 1√

N
to ensure an overall unit energy

normalization, i.e., the considered system model does not
contain any path loss nor any beamforming gain.
Sampling the received signal y(t) with rate MRx

TN
, where

MRx denotes the temporal oversampling factor w. r. t. the
Nyquist rate, yields for the kth sample

yk =
m∑
l=1

xl v̄
(
kTN

MRx
− lTN

MTx

)
+ (

n̄ ∗ g)
(
kTN

MRx

)
. (14)

Subsequently, the real and imaginary part of the received
signal are independently 1-bit quantized, which yields

rk = Q1(yk) = pk + jqk, (15)

with pk = sign(R{yk}) and qk = sign(I{yk}), where we
define the signum function as sign(x′) = 1 if x′ ≥ 0 and
sign(x′) = −1 if x′ < 0.

D. EQUIVALENT DISCRETE-TIME SYSTEM MODEL
In this section, we detail an equivalent matrix-vector nota-
tion of the system model derived in Sections III-A and III-C,
as well as an auxiliary channel. This discrete-time model is

used in Section IV-B to derive the equalizer. Following a
similar approach as in [16], [17], we introduce an effective
oversampling factor M = MRx

MTx
. Note that M = 1 corresponds

to sampling at signaling rate, while M > 1 denotes over-
sampling w. r. t. the signaling rate MTx

TN
. For integer effective

oversampling factors, i.e.,M ∈ N, an equivalent discrete-time
system model is given by

rl′ = Q1

(
V̄∞U∞xl

′
l′−L∞ + nch

l′
)

, (16)

where l′ denotes the transmit symbol index and we use
the notation xl

′
l′−L∞ = [xl′−L∞ , . . . , xl′ ]T . The vector rl′ ∈

C
M contains M complex 1-bit quantized samples which we

associate with the transmit symbol xl′ , but which also depend
on the L∞ ∈ N previous transmit symbols. Consequently, we
refer to L∞ as memory length of the ISI channel, measured
in transmit symbols. Note that L∞ is in general infinite for
the considered RRC transmit and receive filters. Therefore,
in practice, L∞ is truncated to a large but finite length.
The matrix V̄∞ ∈ C

M×M(L∞+1) is a Toeplitz matrix which
contains the effective filter (13); it is given by

V̄∞ =

⎡
⎢⎢⎢⎣

[
v̄Tr

]
0 · · · 0

0
[
v̄Tr

]
0 · · · 0

. . .
. . .

. . .
0 · · · 0

[
v̄Tr

]

⎤
⎥⎥⎥⎦, (17)

with

v̄Tr =
[
v̄

(
K∞
2

TN

MRx

)
, . . . , v̄

(
TN

MRx

)
, v̄

(
0

)
,

v̄

(
− TN

MRx

)
, . . . , v̄

(
−K∞

2

TN

MRx

)]
, (18)

where K∞ = L∞M denotes the ISI memory length measured
in samples at the receiver, which is assumed to be even, i.e.,
corresponding to symmetric filters. Moreover, we introduce
an upsampling matrix, denoted as U∞ ∈ R

M(L∞+1)×L∞+1,
which inserts M − 1 zeros after each element of xl

′
l′−L∞ . It

is given by

[U∞]i,j =
{

1, for i = 1 + (j− 1) ·M
0, else,

(19)

with i ∈ {1, . . . ,M(L∞ + 1)}, j ∈ {1, . . . ,L∞ + 1}. Note that
upsampling of the transmit symbol sequence is necessary
to match the signaling and sampling rate for M > 1. The
AWGN noise process at the receiver is denoted by nch

l′ ,
which is correlated for MRx > 1 because of receive filtering
and temporal oversampling. For the considered RRC receive
filter, the covariance matrix �ch

n of nch
l′ is given by (cf. [38,

eq. (9-2-27)])[
�ch

n

]
i,j

= σ 2
n

sin(π |i− j|/MRx)

π |i− j|/MRx

cos(πβ|i− j|/MRx)

1 − (2β|i− j|/MRx)2
,

(20)

where σ 2
n = N0

TN
and β denote the noise variance and the roll-

off factor, respectively. Finally, stacking all received vectors
yields rm̄ = [rT1 , . . . , rTm]T , with m̄ = mM.
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1) AUXILIARY CHANNEL

To facilitate equalization of the 1-bit quantized ISI channel
given in (16), our goal is to obtain an approximate system
model with a reduced memory length L < L∞, where L ∈
N is assumed to be even, i.e., corresponding to symmetric
filters. To this aim, we introduce the following block matrix[

W̄L, W̄, W̄R
] = V̄∞U∞, (21)

where W̄L ∈ C
M×L̃, W̄ ∈ C

M×(L+1) and W̄R ∈ C
M×L̃ with

L̃ = L∞−L
2 . Note that for the considered RRC transmit and

receive filters, the dominant ISI components are contained
in W̄. We obtain the following approximation of (16), by
approximating the ISI components not contained in W̄ by
an additional complex-valued Gaussian noise process,

rl ≈ Q1

(
W̄xll−L + nISI

l + nch
l

)
, (22)

with l = l′ − L̃ and nISI
l ∼ CN(0M , �ISI

n ). The covari-
ance matrix �ISI

n is therein approximated as �ISI
n ≈

W̄L�xW̄
H
L + W̄R�xW̄

H
R , with �x ∈ R

L̃×L̃,

[�x]i,j = Rx[i− j], (23)

where Rx[n] denotes the autocorrelation of the RLL
sequence, which is given in (51). The approximation is due
to ignoring the cross-terms, which are assumed to be negli-
gible because the autocorrelation decays quickly. Note that
in contrast to the auxiliary channel from [20], the presented
auxiliary channel takes into account the correlation in the
ISI noise components.

2) EQUIVALENT REAL-VALUED DISCRETE-TIME SYSTEM
MODEL

For equalization, it is useful to convert the complex-valued
approximate system model from (22) to an equivalent real-
valued system model. Therefore, we first combine the noise
components, i.e., nl = nISI

l +nch
l , such that nl ∼ CN(0M , �n)

with

�n = �ISI
n + �ch

n . (24)

Then, an equivalent real-valued version of (22) is obtained as[
R{rl}
I{rl}

]
=
[
pl
ql

]
≈ sign

([
zR
l

zI
l

])
, (25)

where the signum function is employed element-wise and[
zR
l

zI
l

]
= 1√

2

[
R
{
W̄
} −I

{
W̄
}

I{W̄} R
{
W̄
}
][

all−L
bll−L

]
+
[
R{nl}
I{nl}

]
. (26)

IV. PROPOSED TRANSCEIVER DESIGN
In this section, we detail the proposed transceiver design.
First, we describe encoding of bits onto RLL sequences by
deriving four FSM RLL encoders3 in Section IV-A. Then, we
present the soft-output equalizer and the SISO RLL decoder

3. MATLAB functions implementing the presented RLL encoding and
SISO RLL decoding are available under: https://github.com/vodafone-
chair/rll-lib.

FIGURE 4. Considered RLL encoder architecture.

TABLE 2. Comparison of derived finite-state machine RLL codes.

in Section IV-B and Section IV-C, respectively. Finally, an
overall discussion of the proposed transceiver design is pro-
vided in Section IV-D. Note that the transceiver additionally
consists of a FEC encoder and decoder, which are, however,
not studied in this work.

A. RLL ENCODING
In this subsection, we introduce a practical RLL encoding
scheme, i.e., a mapping of bits onto RLL sequences. We
focus on fixed-length FSM RLL codes throughout this work.
Alternative encoding schemes are discussed in Section IV-D.
As described in Section II-B, RLL encoding is typically
divided into two steps (cf. Fig. 4): i) encoding of bits onto
(d, k) sequences, and ii) converting the (d, k) sequence into
an RLL sequence by NRZI encoding. In the following, we
focus on encoding of bits onto (d, k) sequences, as the
subsequent NRZI encoding step is trivial.
The code rate of any practical RLL encoder, denoted

as RRLL, is upper-bounded by the capacity C(d, k) of
the corresponding maximum entropy RLL sequences, i.e.,
RRLL ≤ C(d, k). Some numerical values of C(d, k) are given
in Table 1. The ratio η = RRLL

C(d,k) measures how close the code
rate of an encoder is to the capacity C(d, k), i.e., it measures
the encoder efficiency. It is intuitive to seek encoders which
closely approximate the properties of maximum entropy RLL
sequences, i.e., encoders with a high efficiency η.

FSM (d, k) codes can be derived from the FSM description
of the (d, k) constraint (cf. Fig. 1) using an algorithm which is
known as Adler-Coppersmith-Hassner (ACH) [39] or state-
splitting algorithm [40, Ch. 5]. For any p, q ∈ N, such that
RRLL = p

q ≤ C(d, k), the algorithm can be used to derive
FSM (d, k) codes with rate RRLL, i.e., blocks of p input bits
are mapped onto (d, k) sequence segments of length q.
In this work, we derive four FSM (d, k = ∞) encoders for

d = {1, 2, 3, 4} using the ACH algorithm. The tables defining
the resulting encoders are delegated to Appendix A, i.e., they
are defined by Tables 3 to 6. Table 2 provides a comparison
of the encoder parameters. It can be seen that the coding
efficiency of all derived FSM (d, k) codes is above 90%.
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B. SOFT-OUTPUT EQUALIZER
This subsection introduces the equalizer, which corresponds
to the first digital signal processing block at the receiver
(cf. Fig. 2). The MAP RLL symbol detection problem can
be formulated as

x̂l = argmax
xl∈X

P
(
xl
∣∣∣rm̄), ∀l ∈ {1, . . . ,m}, (27)

where rm̄ denotes a realization of the 1-bit quantized
observation vector. To enable an efficient implementa-
tion, it is required to obtain a factorization of the
a posteriori probability (APP) P(xm|rm̄). From Bayes’ the-
orem it follows

P
(
xm
∣∣∣rm̄) =

P
(
rm̄
∣∣∣xm)P(xm)
P
(
rm̄
) . (28)

Therein, the a priori probability P(xm) can be factorized as

P
(
xm
) = P

(
am
)
P
(
bm

) =
m∏
l=1

P
(
al
∣∣∣al−1

)
P
(
bl
∣∣∣bl−1

)
, (29)

where P(al|al−1) and P(bl|bl−1) correspond to the state tran-
sition probability of the underlying RLL sequence, which is
given in (2) for maximum entropy RLL sequences.
Factorizing P(rm̄|xm) is generally not possible due to the

noise correlation. Hence, we obtain an approximate factor-
ization by neglecting the noise correlation between received
signal vectors corresponding to different transmit symbols,
e.g., between rl and rl+1 (cf. (16)). Then, P(rm̄|xm) can be
factorized as

P
(
rm̄
∣∣∣xm) = P

(
pm̄

∣∣∣xm)P(qm̄∣∣∣xm) (30)

≈
m∏
l=1

P
(
pl
∣∣∣xl)P(ql

∣∣∣xl), (31)

where

P
(
pl|xl

)
=
∫
PM
l

P
(
zR
l |xl

)
d zR

l . (32)

Therein, zR
l denotes the real part of the quantizer input given

in (25). The integration region PM
l = Pl,1 × . . . × Pl,M

is defined by the real part of the 1-bit quantizer output,
i.e., the first component of the left-hand side (LHS) of (25),
according to

Pl,m =
{
(−∞, 0), for pl,m = −1
[0, ∞), for pl,m = +1,

, m ∈ {1, . . . ,M},
(33)

and the probability density function (PDF) P(zR
l |xl) is

given by

P
(
zR
l

∣∣∣xl) = 1√
(2π)M|�̃n|

e−
1
2

(
zR
l −μR(x

l)
)T

�̃
−1
n
(
zR
l −μR

(
xl
))

(34)

with mean

μR

(
xl
)

= 1√
2

[
R
{
W̄
} − I

{
W̄
}][all−L

bll−L

]
, (35)

and covariance �̃n = 1
2�n, which is defined in (24). P(ql|xl)

is defined similar to P(pl|xl). Inserting (29) and (31) into (28)
yields the APP factorization

P
(
xm
∣∣∣rm̄) ≈

∏m
l=1 P

(
pl|xl

)
P
(
ql|xl

)
P
(
al|al−1

)
P
(
bl|bl−1

)
P
(
rm̄
) .

(36)

1) BCJR ALGORITHM

The Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [41]
allows for an efficient implementation of MAP symbol
detection. The algorithm works on a trellis, where each
trellis state sl ∈ S at time instance l is associated with the
previous real and imaginary inputs of memory length L,
such that

sl−1
∧=
[
al−1
l−L

bl−1
l−L

]
. (37)

In (37), the LHS is a shorthand notation for the vector on
the right-hand side (RHS), which corresponds to a certain
realization of transmitted RLL sequences. To emphasize this,
we use the notation ‘

∧=’. The state transition probability
γl(sl−1, sl) between two states sl−1, sl ∈ S at time instance l
depends on the observation rl and is defined as

γl(sl−1, sl) = P(rl|sl−1, sl)P(sl|sl−1) (38)

≈ P
(
pl
∣∣∣xl)P(ql

∣∣∣xl)P(al
∣∣∣al−1

)
P
(
bk
∣∣∣bl−1

)
, (39)

where (39) is due to (31). The BCJR algorithm recursively
iterates through the trellis. Using (38), the corresponding
forward and backward recursions can be obtained as

α(sl) =
∑
sl−1∈S

α(sl−1)γl(sl−1, sl) (40)

and

β(sl) =
∑
sl+1∈S

β(sl+1)γl+1(sl, sl+1), (41)

respectively. In practice, the recursions have to be initialized
appropriately, e. g., by starting and terminating in known
states. Moreover, it is common practice to implement a nor-
malization step in each recursion for numerical stability [42].
Then, by combining (38), (40) and (41), the joint probability
P(sl−1, sl, rm̄) can be factorized as

P
(
sl−1, sl, rm̄

)
= α(sl−1)γl(sl−1, sl)β(sl). (42)

The joint probability in (42) can be utilized to compute
LLRs. To this end, we denote the sets of state transition
tuples (sl−1, sl) which result in a transmit symbol at time
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instance l of al = +1 and al = −1 as T +
a and T −

a ,
respectively. Then, the corresponding LLRs are defined as

λa
l = log

∑
(s,s′)∈T +

a
P
(
sl−1 = s, sl = s′, rm̄

)
∑
(s,s′)∈T −

a
P
(
sl−1 = s, sl = s′, rm̄

) , (43)

for all l ∈ {1, . . . ,m}. Note that (43) provides soft-
information for each RLL symbol of the real part, i.e., of am.
LLRs for the RLL symbols of the imaginary part, denoted as
λb
l , can be obtained similarly. Both resulting LLR sequences

can be processed independently afterwards. The equalizer
proposed here bears some similarity to the quantized BCJR
proposed in [28]. However, the proposed equalizer utilizes
the RLL constraint to reduce the number of trellis states
and transitions, makes use of the a priori knowledge of
the RLL transition probabilities, and also supports temporal
oversampling.

2) COMPLEXITY

The implementation complexity of the BCJR equalizer
mainly depends on the number of trellis states |S|, which
in turn depends on the number of valid RLL sequences of
length L (cf. (37)). We note that the number of (d, k = ∞)

sequences of length L is given by the following recursion [35,
Sec. 4.2]

ζ̄d(L) =
{
L+ 1, 1 ≤ L ≤ d + 1
ζ̃d(L− 1)+ ζ̃d(L− d − 1), L > d + 1,

(44)

where the first case is due to the fact that for L ≤ d + 1,
the sequence either only contains ‘0’s or a single ‘1’. When
converting the (d, k = ∞) sequences into RLL sequences by
NRZI encoding, the number of sequences generally doubles,
as one can start either with ‘+1’ or ‘−1’. However, the all
zero (d, k) sequence and the (d, k) sequence which starts with
a ‘1’ are mapped onto the same RLL sequences. Hence, the
number of RLL sequences of length L can be obtained by
the following modified recursion

ζd(L) =
{

2L, 1 ≤ L ≤ d + 1
ζd(L− 1)+ ζd(L− d − 1), L > d + 1.

(45)

Thus, the number of trellis states is given by |S| = ζ 2
d (L),

as it corresponds to all possible combinations of two RLL
sequences of length L (cf. (37)).
It can be verified that the number of trellis state transitions

is given by |T | = ζ 2
d (L + 1), because each RLL sequence

of length L+ 1 has a unique predecessor RLL sequence of
length L. The main computational complexity in the equal-
izer stems from evaluating the state transition probabilities
γl(sl−1, sl), which involves numerical integration. However,
for the considered system model, they can be obtained offline
under the assumption that the phase-shifts are perfectly com-
pensated, i.e., ψn = ψ

opt
n (cf. Section III-B). Alternatively,

the M-dimensional numerical integration in (32) might be
approximated by M Q-function evaluations, which can,
e. g., be implemented using look-up tables. Note that this
approximation corresponds to ignoring the noise correlation
in nl.

In the following, we evaluate the complexity in terms of
the number of additions and multiplications. For simplic-
ity we count divisions as multiplications. As the equalizer
performs joint equalization of the RLL symbols in the real
and imaginary part of the transmit signal, we normalize the
number of operations to the number of RLL symbols xl, i.e.,
we count the number of operations to produce an LLR tuple
(λa

l , λb
l ).

Under the assumption that γl(sl−1, sl) is known, the num-
ber of additions per LLR tuple at the equalizer output is given
by Nadd = 4|T |: The forward and backward recursions each
require |T | additions per time instance l. Evaluating (43)
twice, i.e., once for λa

l and once for λb
l , requires an addi-

tional 2|T | additions, because it holds |T +
a | + |T −

a | = |T |.
Similarly, the number of multiplications per LLR tuple at
the equalizer output is given by Nmult = 4|T | + 2: The for-
ward and backward recursions require |T | multiplications
each. Evaluating (42) for all transitions requires 2|T |
multiplications. Finally, evaluating (43) twice, i.e., once for
λa
l and once for λb

l , requires 2 additional divisions.

C. SOFT-INPUT SOFT-OUPUT RLL DECODER
Soft-input soft-output joint NRZI and (d, k) decoding of the
FSM RLL codes can be implemented again using the BCJR
algorithm [41]. Implementing joint NRZI and (d, k) decoding
has the advantage that it omits implementing additional SISO
NRZI decoding. Note that the decoding procedure is similar
to SISO decoding of convolutional codes (cf. [42, Sec. II.C]).
To ease the explanation, we show how to convert the LLRs
per RLL symbol {λa

l } to LLRs per bit at the RLL encoder
input {λc

i } in the following, i.e., we just consider one of the
two RLL decoders depicted in Fig. 2.
For decoding we utilize the extended FSMs for joint

(d, k) and NRZI encoding, which are introduced in
Appendix B. The algorithm works on a time-invariant trellis,
where the states at decoding time instance k′ and transitions
are denoted by s̃k′ ∈ S̃ and (s̃k′ = m, s̃k′+1 = m′) ∈ T̃,
respectively. Both are defined by the extended FSM RLL
encoders (cf. Appendix B). We recall that the FSM RLL
codes map codewords of p input bits onto codewords of q
RLL symbols. Let σ (m,m′) ∈ {+1, −1}q denote the RLL
output codeword in case of a transition (m,m′) ∈ T̃. Hence,
the ith code bit at the input of the FSM RLL encoder can
equivalently be denoted as the i′th bit in the k′th codeword
of p bits at the encoder input, where i′ = 1 + mod(i− 1, p)
and k′ = 1 +

⌊
i−1
p

⌋
. Then, following similar steps as

in Section IV-B, we obtain the factorization of the joint
probability

P
(
s̃k′−1, s̃k′ ,

{
λa
l

}) = α̃
(
s̃k′−1

)
γ̃k′
(
s̃k′−1, s̃k′

)
β̃(s̃k′), (46)

where γ̃k′(s̃k′−1, s̃k′) denotes the state transition probability
and α̃(s̃k′) and β̃(s̃k′) are defined through appropriately ini-
tialized forward and backward recursions, similar to (40)
and (41). The a priori probabilities of the transitions can be
omitted under the assumption that the bits ci at the input of
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the RLL encoder are independent and identically distributed
(i.i.d.), because all valid transitions are equally probable in
this case. Hence, the state transition probability γ̃k′(s̃k′−1, s̃k′)
is given by [42, Sec. II.C]

γ̃k′
(
s̃k′−1 = m, s̃k′ = m′)

=
q∏

i′=1

(
1 + exp

(
−[σ (m,m′)

]
i′ · λa

i′+(k′−1)q

))−1
, (47)

where [σ (m,m′)]i′ denotes the i′th element of σ (m,m′). Note
that the RHS of (47) corresponds to P(ak′ = σ (m,m′)).
Finally, the output LLRs are obtained as

λc
i = log

∑
(m,m′)∈T̃ 1

c,i′
P
(
s̃k′−1 = m, s̃k′ = m′,

{
λa
l

})
∑
(m,m′)∈T̃ 0

c,i′
P
(
s̃k′−1 = m, s̃k′ = m′,

{
λa
l

}) , (48)

where T̃ 1
c,i′ and T̃ 0

c,i′ , i
′ ∈ {1, . . . , p}, define the sets of

state transition tuples (s̃k′−1, s̃k′) for which it holds that
ci′+(k′−1)p = 1 and ci′+(k′−1)p = 0, respectively. A similar
definition holds for λd

i with respect to di and the LLRs {λb
l }.

1) COMPLEXITY

Similar to Section IV-B, we investigate the complexity of
the RLL decoder in the remainder of this subsection. The
number of trellis states |S̃ | is given by |S̃ | = 2|S̄ |, where |S̄ |
denotes the number of states of the (d, k) sequence encoders
provided in Tables 3 to 6. The factor two is due to extending
the (d, k) encoders by NRZI encoding, which doubles the
number of states. Furthermore, the number of transitions is
given by | T̃ | = 2p| S̃ | because, by construction, every state
has 2p outgoing edges.

In the following, we evaluate the complexity in terms
of the number of additions and multiplications, where the
number of operations is normalized to the number of
LLRs at the output. For simplicity, we treat divisions as
multiplications again. Consequently, the normalized number
of additions is given by Ñadd = (1 + 2+q

p )|T̃ |: The for-

ward and backward recursions require |T̃ | additions each and
evaluating (47) requires q, all of which are only performed
once for p subsequent LLRs at the output. Furthermore,
evaluating (48) requires |T̃ | additional additions due to

|T̃ 1
c,i′ |+|T̃ 0

c,i′ | = |T̃ |. Then, computing (47) requires 3q−1
p |T̃ |

normalized multiplications, q − 1 multiplications to com-
pute the product and 2q multiplications to compute the
factors, i.e., q for the inverse and q to evaluate the argu-
ment of the exponential function. Additionally, the forward
and backward recursions together require 2

p |T̃ | normalized
multiplications. Finally, evaluating (48) via (46) requires
an additional 2| T̃ | + 1 multiplications, where the single
multiplication is due to the ratio. Hence, the normalized
number of multiplications per LLR at the output is given by
Ñmult = (2 + 3q+1

p )|T̃ | + 1.

D. DISCUSSION
This subsection is dedicated to a discussion of the proposed
transceiver design. In Section IV-A, we described a method

to encode bits onto RLL sequences based on FSM encoders.
Numerous alternative RLL encoding schemes are proposed
in the literature; an overview can be found in [19, Sec. VI].
However, there is no widely accepted standard scheme. For
example, the industry standard RLL codes for hard disk
drives are a (d = 1, k = 7) look-ahead encoder [35, Sec. 7.4],
i.e., a state dependent block code, and a (d = 2, k = 7)
variable-length encoder [35, Sec. 7.3]. In order to avoid
different encoding schemes and decoding algorithms for each
RLL constraint, we focus on the class of fixed-length FSM
RLL codes in this work. This facilitates adapting the code
rate, as often required in wireless communications systems.
Encoders for any desired RLL constraint can be derived
using the ACH algorithm and the obtained encoders can
provide a comparatively high coding-efficiency. Furthermore,
the considered scheme has two additional advantages: i) the
autocorrelation of the corresponding RLL sequence can be
evaluated in closed form, as elaborated in Appendix B, and
ii) it allows for a straightforward implementation of SISO
decoding as detailed in Section IV-C.
The MAP RLL symbol detection equalizer proposed in

Section IV-B is considered as a benchmark for practi-
cal equalization algorithms. In practice, the implementation
complexity might be prohibitive, as evaluating the trellis state
transition probabilities involves numerical integration and the
number of trellis states can be huge. A performance com-
parison of different equalization algorithms for an AWGN
channel is provided in [43]. Note that the modular receiver
design, i.e., the division into equalizer and RLL decoder,
facilitates employing a different equalizer.
Under ideal analog combining at the receiver, the in-phase

and quadrature components are independent for the consid-
ered system model. Thus, the complexity of the equalizer
could be reduced significantly by implementing separate
equalization for the in-phase and quadrature components.
However, this separation will likely not be valid in any
practical system: Any mismatch in the correction of the
phase-shifts due to the channel, e. g., when operating with
finite-resolution phase shifters, results in a complex effective
filter v̄(t) (cf. (13)) such that a separation is no longer valid.

For the equalizer, we obtain the a priori transi-
tion probabilities of the RLL sequence, i.e., P(al|al−1),
from the corresponding maximum entropy RLL sequences
(cf. Section II-B). Note that the true a priori probabil-
ities when using the derived FSM RLL codes will be
slightly different because the FSM RLL codes only approx-
imate the underlying statistics of maximum entropy RLL
sequences. This will result in a small mismatch in the a pri-
ori probabilities. However, as the FSM RLL codes closely
approximate maximum entropy RLL sequences (cf. Table 2)
and we observed only negligible performance gains when
using the estimated actual transition probabilities, we use
the maximum entropy transition probabilities for simplicity
here.
The proposed receiver divides the operation into a soft-

output equalizer, which provides soft-information per RLL
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symbol, and a SISO RLL decoder converting this soft-
information into reliability information per FEC encoded
bit. In general, this separation is sub-optimal compared to
a joint implementation. Yet, this division is practical as it
allows to reduce the complexity of the equalizer: In a joint
implementation the memory length of the equalizer is limited
to multiples of the RLL encoder codeword length, i.e., to
multiples of q. In this regard, note, e. g., that it holds q = 8
for d = 4 (cf. Section IV-A). An enhanced performance
is expected when employing iterative receiver architectures.
The evaluation of this is left for future work.

V. SPECTRAL EFFICIENCY LOWER BOUND
Based on the power spectral density (PSD) of the ZXM
transmit signal provided in Section V-A and a lower bound
on the achievable rate derived in Section V-B, we define a
lower bound on the SE w. r. t. a fractional power containment
bandwidth in Section V-C.

A. POWER SPECTRAL DENSITY
Due to linear modulation, x(t) is a cyclostationary process
with period TN

MTx
(cf. (4)). Consequently, the (average) PSD

is given by [38, eq. (4-4-12)]

Sx(f ) = MTx

TN
SRLL(f ) |F(f )|2, (49)

where SRLL(f ) and F(f ) denote the PSD of the RLL sequence
and the frequency response, i.e., the Fourier transform, of
the transmit filter f (t), respectively. Employing the Wiener-
Khinchin theorem, the PSD SRLL(f ) can be obtained as

SRLL(f ) =
∞∑

k=−∞
Rx[k] e−j2π f

TN
MTx

k, (50)

where Rx[k] denotes the autocorrelation of the RLL symbol
sequence xm. It is given by

Rx[n] = E
{
xlx∗

l+n
} (a)= 1

2
(E{alal+n} + E{blbl+n})

(b)= E{alal+n} = Ra[n], (51)

where (a) is due to (3) and due to the independence of am

and bm, and (b) is due to identical statistics of am and bm.
The autocorrelation of the RLL sequences generated by the
FSM RLL codes derived in Section IV-A is computed in
Appendix B, particularly, Ra[n] is given by (67).
Note that SRLL(f ), which is given in (50), is periodic in

f with period MTx
TN

, i.e., the period increases with increasing
MTx. An illustration of SRLL(f ) is provided in Fig. 5, where
the PSD of the FSM RLL codes is compared to the PSD
of maximum entropy RLL sequences (cf. Section II-B). It
can be seen that the proposed choice of d = MTx − 1 for
ZXM results in a PSD which is well matched to the desired
two-sided bandwidth of 1

TN
.

FIGURE 5. Comparison of the PSD SRLL(f ) of the derived FSM RLL codes to the
PSD of the maxentropic RLL sequences from [35, Sec. 4.4.1]. Choosing d = MTx − 1

results in a good match between SRLL(f ) and the desired band f ∈
[
− 1

2TN
, 1

2TN

]
.

Note that SRLL(f ) is periodic with
MTx
TN

and that Sx(f ) is obtained by multiplying

SRLL(f ) with |F(f )|2.

B. ACHIEVABLE RATE LOWER BOUND
In this section, we obtain a lower bound on the achievable
rate of the presented system. Similar to [44], we evaluate the
mutual information between a block of p bits at the input of
the RLL encoder, denoted by ck′ = [c1+(k′−1)p, . . . , ck′p]T ,
and the corresponding LLRs at the RLL decoder output,
denoted by λλλc

k′ = [λc
1+(k′−1)p, . . . , λc

k′p]T (cf. Fig. 2). Hence,
our goal is to evaluate

lim
K′→∞

1

K′ I
(
c1, . . . , cK′ ;λλλc

1, . . . ,λλλc
K′
)
, (52)

where I(·) denotes mutual information. For i.i.d. input bits
ci with P(ci = 0) = P(ci = 1) = 0.5, we obtain

1

K′ I
(
{ck′ }K′

k′=1;
{
λλλc
k′
}K′
k′=1

)

(a)≥ 1

K′
K′∑
k′=1

(
H(ck′)− H

(
ck′ |λλλc

k′
))

(53)

(b)= H(ck′)− H
(
ck′ |λλλc

k′
) = I(ck′ ;λλλ

c
k′), (54)

where (a) is due to the chain rule for entropy [45,
Th. 2.5.1], due to the independence of the input bits ci, and
because conditioning cannot increase entropy [45, Th. 2.6.4].
Furthermore, (b) is due to identical statistics for all blocks.
In the remainder of this section, we drop the index k′. Then,
I(c;λλλc) can be lower-bounded by

I(c;λλλc)
(a)≥

p∑
i=1

I
(
ci; λc

i

)
, (55)

where (a) is due to the chain rule for entropy [45, Th. 2.5.1],
due to ci being i.i.d., and due to the fact that conditioning
cannot increase entropy [45, Th. 2.6.5]. The RHS of (55)
is achievable by BICM systems, because the FEC decoder
performs parallel decoding of the bits, i.e., ignoring their
dependencies [30], [44].
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For i.i.d. input bits ci, the RHS of (55) can be approxi-
mated numerically as [44]

p∑
i=1

I
(
ci; λc

i

) (a)=
p∑
i=1

H(ci)− H
(
ci|ξc

i

)

(b)= p−
p∑
i=1

1∑
b=0

∫ 1

0

1

2
f
(
ξc
i |ci = b

)

× log2
f
(
ξc
i

)
1
2 f

(
ξc
i |ci = b

) d ξc
i

(c)≈ p−
p∑
i=1

1∑
b=0

K∑
k=1

1

2
�b
i,k log2

�0
i,k +�1

i,k

�b
i,k

,

(56)

where (a) is due to the fact that we can equivalently compute
the mutual information between ci and the bit probabilities

ξc
i = 1

1 + e−λc
i

∈ [0, 1], (57)

because of a one-to-one mapping between λc
i and ξc

i . The
remaining steps (b) and (c) follow from [44, eq. (9)] and [44,
eq. (27)], respectively. The method employs Monte Carlo
simulation to approximate the conditional bit probability
distributions f (ξc

i |ci = b) through histograms with K uni-
formly distributed bins. The kth bin is therein denoted as
�b
i,k. This approach is motivated by the fact that the condi-

tional LLR distributions have infinite support, whereas the
conditional bit probability distributions are limited to a finite
range, which is more suitable for a numerical approxima-
tion through a histogram. Due to (56), a lower bound on
the average mutual information per FEC encoded bit at the
input of the FEC decoder is given by 1

p

∑p
i=1 I(ci; λ

c
i ).

C. SPECTRAL EFFICIENCY LOWER BOUND
Here, we obtain a lower bound on the system’s SE. We
evaluate the SE w. r. t. a (one-sided) fractional power con-
tainment bandwidth Wϒ , which allows for (1 −ϒ)× 100%
OOB emissions, with ϒ ∈ (0, 1]. We define the fractional
power containment bandwidth Wϒ as (cf. [46, eq. (2.23)])∫ Wϒ

−Wϒ
Sx(f ) d f = ϒ

∫ ∞

−∞
Sx(f ) d f . (58)

Hence, a SE lower bound w. r. t. Wϒ is obtained as

SELB = 2 ·MTx · RRLL · 1
p

∑p
i=1 I(ci; λ

c
i )

2Wϒ · TN
[bit/s/Hz], (59)

where the factor 2 in the numerator is due to complex sig-
naling. Recalling that the Nyquist bandwidth is given by
2W = 1

TN
, we define the SNR as

SNR = P

2WN0

(a)= (Es ·MTx)/TN

N0/TN
= Es ·MTx

N0
, (60)

where P denotes the transmit power, (a) can be obtained
from [47, Th. 18.3.2], and Es denotes the energy per symbol,

which is given by (cf. [47, eq. (18.20)])

Es = 1

m

m∑
l=1

m∑
l′=1

Rx[l′ − l]Rff

(
(l′ − l)

TN

MTx

)
, (61)

where Rx[n] denotes the autocorrelation of the complex RLL
sequence, given in (51), and Rff(τ ) = ∫∞

−∞ f (t + τ)f ∗(t) d t
denotes the self-similarity function of the transmit filter
f (t) [47, Def. 11.2.1].
Besides, note that the relationship between SNR and Eb

N0
,

where Eb denotes the energy per information bit, is given by

Eb

N0
= SNR

2 ·MTx · RFEC · RRLL
, (62)

where RFEC denotes the code rate of the FEC code. Note
that for MTx = 1, we do not employ RLL encoding, i.e.,
the RLL constraint is (d = 0, k = ∞), such that it holds
RRLL ≡ 1.

VI. NUMERICAL RESULTS
In this section, we study the performance of the presented
system numerically. First, we compare the implemen-
tation complexity of the proposed equalizer and the
SISO RLL decoder in Section VI-A. Then, we evaluate
the peak-to-average power ratio (PAPR) in Section VI-B.
Afterwards, we investigate the SE lower bound, given
by (59), and the coded performance in Section VI-C and
Section VI-D, respectively. Finally, we evaluate the impact of
the SWE in Section VI-E. Throughout this section we assume
that the PSN perfectly compensates the phase-shifts due to
the channel, i.e., we assume ψn = ψ

opt
n (cf. Section III-B).

A. COMPLEXITY EVALUATION
Here, we compare the complexity of the equalizer and the
SISO RLL decoder numerically. We investigate the required
number of additions and multiplications normalized to LLR
tuples (λc

l , λd
l ) at the output of the RLL decoders. Therefore,

we scale the number of operations for the equalizer by q
p ,

to match the rates. Furthermore, we double the number of
operations for the RLL decoder detailed in Section IV-C.1,
because the system involves two parallel RLL decoders. The
resulting complexity is depicted in Fig. 6 for d ∈ {1, . . . , 4},
where we always choose MTx = d + 1. For the equalizer
we assume an increasing memory length with increasing
d, such that L ∈ {4, 6, 8, 10}, which mostly corresponds to
the values used in Sections VI-C and VI-D for M = 3.
Observing Fig. 6, we find that the equalizer complexity is
roughly 10 times higher compared to the combined RLL
decoder complexity. Moreover, we observe that the RLL
decoder complexity is lowest for d = 2, which is due to the
fact that the derived FSM RLL encoder for d = 2 has the
fewest transitions (cf. Section IV-A). Note that the operations
due to computing the trellis state transition probabilities in
the equalizer are not taken into account, because they are
assumed to be obtained offline, whereas their computation
is taken into account for the RLL decoders.
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FIGURE 6. Number of receiver operations per LLR tuple (λc
l ,λ

d
l ) at the output of the

RLL decoders (cf. Fig. 2). We choose MTx = d + 1 and the memory length of the
equalizer is given by L ∈ {4, 6, 8, 10} for increasing d.

B. PAPR EVALUATION
In this section, we evaluate the PAPR of the presented
system. Investigating the PAPR of a specific modula-
tion requires making assumptions on the carrier frequency,
the bandwidth, and the signaling rate, as the PAPR
is defined on the real-valued passband transmit sig-
nal [48]. To obtain more general insights, we evaluate the
peak-to-mean-envelope power ratio (PMEPR) instead. The
PMEPR can be understood as the baseband equivalent of
the PAPR and it is defined as [49]

PMEPR(x(t)) = maxt |x(t)|2
E
{|x(t)|2} ≈ maxn∈Neval |x(nTs)|2

1
Neval

∑Neval
n=1 |x(nTs)|2

,

(63)

where x(t) denotes the complex-valued transmit signal given
in (4), Neval = {1, . . . ,Neval}, and Ts and Neval ∈ N denote a
sufficiently small sampling time interval and a large number
of samples, respectively. For fc � MTx

TN
, where fc denotes the

carrier frequency, the relation between PAPR and PMEPR
is given by [49, eq. (4)]

PAPR(x(t))
∣∣
dB = PMEPR(x(t))

∣∣
dB + 3 dB. (64)

The PMEPR is evaluated for different RRC roll-off factors
in Fig. 7. Parameters for the evaluation are chosen as Ts =
TN
100 and Neval = 106. In general, the PMEPR of the proposed
ZXM implementation is in the same order of magnitude in
dB compared to standard PSK. Furthermore, increasing MTx
to values MTx > 2 or increasing the constellation size for
PSK has only a marginal impact on the PMEPR. For ZXM,
the PMEPR is seen to decrease monotonically with the RRC
roll-off factor β. As will be discussed in Section VI-C, for
the ZXM system, a good choice for the RRC roll-off is
β = 0.6, whereas, for a conventional PSK system, a typical
choice would be βPSK ∈ [0.2, 0.3]. Hence, in practice, the
PAPR of the presented ZXM system might be approx. 1.0 dB
to 1.5 dB lower as compared to a conventional PSK system.

FIGURE 7. Evaluation of the PMEPR over the RRC roll-off for d = MTx − 1.

C. SPECTRAL EFFICIENCY EVALUATION
Here, we evaluate the SE lower bound w. r. t. a fractional
power containment bandwidth Wϒ , given in (59). Numerical
results are obtained by Monte Carlo simulation of 105 i. i. d.
blocks ck′ . The number of histogram bins to approximate
the conditional bit probability distributions is chosen to
K = 256. This corresponds to the choice of parameters
utilized in [44]. The RRC filters f (t) and g(t) are truncated
outside the interval [−50TN, 50TN] to facilitate simulation.
Furthermore, the effective memory length L of the auxiliary
channel is chosen such that all coefficients with a magni-
tude of more than 15% of the maximum are contained in W̄
(cf. Section III-D1). Moreover, we evaluate the performance
for AoAs φ = θ = 0, which means there is no distortion
due to the SWE, i.e., the evaluation in this subsection effec-
tively corresponds to an evaluation over an AWGN channel.
We also plot the SE, which corresponds to the capacity of
an AWGN channel. For a fair comparison we define it as
SEAWGN(SNR) = ϒ−1 log2(1 + SNR), i.e., we allow for
(1 − ϒ) × 100% OOB emissions on the AWGN channel
(cf. Section V-C).
First, we evaluate the effect of the choice of the RRC

roll-off factor β on the SE lower bound w. r. t. three different
fractional power containment bandwidths for MTx = 2, d=1
and M = 1 in Fig. 8. The choice of the RRC roll-off factor
represents a trade-off between PAPR, ISI, and bandwidth
of the presented system. If we allow for a large amount
of OOB emissions, e. g., when evaluating the performance
w. r. t. W90%, a large roll-off maximizes the SE, i.e., β = 0.7
or β = 0.9. Vice versa, when evaluating the performance
w. r. t. W99%, a small roll-off maximizes the SE, i.e., β =
0.3 or β = 0.4. In the remainder of this work, we always
evaluate the performance w. r. t. W95%, i.e., we allow for 5%
OOB emissions, and always choose β = 0.6 for the ZXM
system, because this choice maximizes the SE for SNR =
12.5 dB and yields a good performance for all considered
configurations.
Second, we evaluate the effect of oversampling w. r. t. the

signaling rate, i.e., the effect of increasing M = MRx
MTx

, in
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FIGURE 8. Evaluation of the SE lower bound for different RRC filter roll-offs w. r. t.
different Wϒ for MTx = 2, d = 1, and M = 1.

FIGURE 9. Evaluation of the SE lower bound for different M = MRx
MTx

w. r. t. W95% for
d = MTx − 1 and β = 0.6.

Fig. 9. For SE = 2 bit/s/Hz, increasing M from 1 to 3 yields
approx. 0.9 dB and approx. 3 dB gain for MTx = 2 and
MTx = 4, respectively. However, most of the gain is already
achieved by increasingM from 1 to 2. Note that the mismatch
due to partly ignoring the noise correlation increases with
MTx, whereas some of the correlation is captured for M > 1
(cf. Section IV-B).
Third, we evaluate the SE lower bound w. r. t. W95% for

different FTN signaling factors MTx, for M = 3 and d =
MTx −1, in Fig. 10. It can be seen that standard QPSK, i.e.,
employing MTx = 1 and d = 0, yields the highest SE at
low SNR. With increasing SNR the highest SE is achieved
with increasing MTx. The highest achieved SE is 4 bit/s/Hz
with MTx = 5. At SE = 2.6 bit/s/Hz, the presented ZXM
system requires an approx. 2.5 dB higher SNR compared to
a conventional 8-PSK system with a roll-off of βPSK = 0.25.
However, note that we assume an infinite ADC amplitude
resolution for the PSK system, while the ZXM system only
employs 1-bit quantization. The SE of the 8-PSK system is
evaluated numerically using [50].
Next, we compare the SE lower bound of the proposed

transceiver design to lower bounds on the SE when omitting

FIGURE 10. SE lower bound evaluation w. r. t. W95% . For the proposed system we
chose M = 3, d = MTx − 1, and β = 0.6. For the 8-PSK system we chose βPSK = 0.25
and assume an infinite ADC amplitude resolution.

practical encoding and decoding schemes and when consid-
ering maximum entropy RLL sequences instead. Specifically,
we compare the performance when evaluating the RHS
of (55) while employing the derived FSM RLL codes
to evaluating the LHS of (53) while employing maxi-
mum entropy RLL sequences. To this end, we follow the
approach from [16], employ maximum entropy RLL trans-
mit sequences (cf. Section II-B), and numerically evaluate
the mutual information between long transmit sequences
(105 RLL symbols) and the 1-bit quantized observations
rk (cf. Fig. 2) using the method from [51]. The numerical
evaluation utilizes an auxiliary channel law and the forward
recursion of the BCJR algorithm, which corresponds exactly
to the forward recursion of the equalizer when employ-
ing the auxiliary channel, as described in Section IV-B
and Section III-D1, respectively. The results are depicted in
Fig. 11 for β = 0.6, M = 1, d = MTx − 1 and an evaluation
w. r. t. W95%. The saturation levels of the proposed practical
system are at 94.4% and 92.4% of the saturation levels of
the system employing maximum entropy RLL sequences,
for MTx = 2 and MTx = 4, respectively. This corresponds
roughly to the efficiencies of the utilized FSM RLL codes
(cf. Table 2).4 At SNR = 12.5 dB/22.5 dB the SE lower
bound of the proposed implementation closely approximates
the SE lower bound obtained for maximum entropy RLL
sequences. However, at low SNR, the FSM RLL codes fail
to achieve the performance, which is obtained by evaluating
maximum entropy RLL sequences. The performance for the
non-depicted configurations is similar. This suggests, that the
presented implementation is sub-optimal and noise-sensitive.
In practice, this observation is non-critical, as one would
simply operate at a lower MTx (cf. Fig. 10). As an exam-
ple, for SNR ≤ 7.5 dB, employing MTx = 1, i.e., standard
QPSK, yields a performance close to the performance of

4. Note that the efficiency η measures the efficiency in terms of rate, but
does not take into account the slightly different bandwidth.
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FIGURE 11. Evaluation of SE lower bounds w. r. t. W95% . Comparison of the
proposed practical system to a theoretical system employing maximum entropy RLL
transmit sequences with ideal demapping for M = 1, d = MTx − 1, and β = 0.6.

FIGURE 12. SE comparison to [27, Fig. 13] w. r. t. W95% , where the oversampling
factor from [27] corresponds to MRx here. For the proposed system we choose M = 1,
d = MTx − 1, and β = 0.6.

maximum entropy RLL sequences at a significantly reduced
complexity.
Finally, we compare the SE w. r. t. W95% of the proposed

system to a related system by Deng et al. from [27, Fig. 13],
which also employs 1-bit quantization and temporal oversam-
pling. Because [27] does not consider oversampling w. r. t.
the signaling rate, we chooseM = 1 for our system, such that
the oversampling factor from [27] corresponds to MRx here.
We compare ourselves to the non-uniform zero-crossing pat-
tern, which allows for MRx + 1 zero-crossings per Nyquist
interval and achieves the highest SE of the schemes proposed
in [27]. The comparison is depicted in Fig. 12 for M = 1,
d = MTx − 1, and β = 0.6. Over the whole considered
SNR range, the highest SE is achieved by some config-
uration of the presented system. Notably, the gap to the
AWGN capacity is significantly smaller for the proposed
system, e. g., it is approx. 5.5 dB smaller at SE = 3 bit/s/Hz.
When comparing the same MRx the difference is even
larger. The SE saturation levels of the two schemes differ
slightly.

FIGURE 13. Block error rate of the presented system for RFEC = 8/9, d = MTx − 1,
and β = 0.6.

D. CODED PERFORMANCE EVALUATION
In this section, we evaluate the coded performance of the
presented BICM system. To this aim, we employ the 5G
NR LDPC code from the MATLAB 5G Toolbox as FEC
scheme and subsequently perform random permutation inter-
leaving across two subsequent codewords at the output of
the FEC encoder. Furthermore, we choose base-graph 1 and
an information word size of 1056 bits per LDPC codeword.
For LDPC decoding, we employ the normalized min-sum
(cf. [52]) algorithm with normalization factor 0.75 and a
maximum of 20 iterations. Numerical results are obtained
by simulating 104 blocks for each configuration.
First, we evaluate the BLER for RFEC = 8/9, d = MTx−1,

and β = 0.6 in Fig. 13. It can be seen that the higher
data rates due to increasing MTx require a larger Eb

N0
to

achieve the same BLER, where Eb denotes the energy per
information bit. Furthermore, the gain of oversampling w. r. t.
the signaling rate is larger for higher values of MTx, i.e.,
increasing M from 1 to 3 yields 0.4 dB and 1.4 dB gain for
MTx = 1 and MTx = 5, respectively.

Moreover, we evaluate the to the 95% power containment
bandwidth normalized goodput, i.e., the error-free appli-
cation level throughput in bit/s/Hz, which we define as
(cf. (59))

GP(SNR) = 2 ·MTx · RRLL · RFEC · (1 − BLER(SNR))

2W95% · TN
,

(65)

where BLER(SNR) can be obtained from Fig. 13 for RFEC =
8/9. The resulting goodput is depicted in Fig. 14 for M = 1,
d = MTx − 1, and β = 0.6. The evaluation indicates that it
is beneficial to operate at very high FEC code rates before
switching to a higher MTx. Furthermore, it can be seen that
error-free transmission of more than 3.5 bit/s/Hz is possible
with MTx = 5 for SNRs above 27.5 dB.

E. EVALUATION OVER WIDEBAND LOS CHANNEL
In the previous sections, we have evaluated the performance
for AoAs φ = θ = 0◦, i.e., without any distortion due to the
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FIGURE 14. Evaluation of the goodput, i.e., the error-free application level
throughput, normalized to W95% for M = 1, d = MTx − 1, and β = 0.6.

FIGURE 15. SE lower bound evaluation w. r. t. W95% for a bandwidth-to-carrier-
frequency ratio of 2W

fc
= 0.1 and for SNR = 12.5 dB, MTx = 3, M = 3, d = MTx − 1,

and β = 0.6.

SWE which results from physical propagation delays across
the URA at the receiver [32]. Now, we consider an URA
with a horizontal and vertical antenna spacing of dh = λc

2
and dv = λc

2 , respectively, where λc denotes the wavelength
which corresponds to the carrier frequency fc. In the follow-
ing, we fix the elevation AoA to θ = 0◦ and evaluate the
SE lower bound for increasing azimuth AoA φ.
First, we compare the SE degradation due to the SWE for

different URA sizes, where Nh and Nv denote the number of
horizontal and vertical antennas, respectively. Note that the
system model is normalized such that there is no beamform-
ing gain, which facilitates studying the loss due to the SWE
here. The SE lower bound w. r. t. W95% is depicted in Fig. 15
for a bandwidth-to-carrier-frequency ratio of 2W

fc
= 0.1 and

for SNR = 12.5 dB, MTx = 3, M = 3, and d = MTx − 1.
The performance decreases with increasing URA size and
azimuth AoA, because the delays and, hence, the incoherence
increases. For sizes up to Nh = Nv = 8 the SE degradation
is small, whereas it becomes significant for larger sizes.
Next, we compare the SE lower bound w. r. t. W95% for

different bandwidth-to-carrier-frequency ratios 2W
fc

in Fig. 16.

FIGURE 16. SE lower bound evaluation w. r. t. W95% for Nh = Nv = 8, SNR = 12.5 dB,
MTx = 3, M = 3, d = MTx − 1, and β = 0.6.

FIGURE 17. SE lower bound evaluation w. r. t. W95% for θ = 0◦, M = 3, d = MTx − 1,
and β = 0.6.

For this evaluation we choose Nh = Nv = 8, SNR = 12.5 dB,
MTx = 3, M = 3, and d = MTx − 1. A significant
performance degradation is observed for high azimuth AoAs
and 2W

fc
> 0.1. However, for 2W

fc
≤ 0.1 the SE degradation

is comparatively small for all considered AoAs.
Finally, in Fig. 17, we evaluate the impact of the SWE

when varying the FTN signaling factor MTx over the SNR
for M = 3, d = MTx − 1, and β = 0.6. We evaluate the
performance for a high AoA of φ = 60◦. For Nh = Nv = 8
and 2W

fc
= 0.1 the loss is found to be marginal. In contrast,

for Nh = Nv = 12 and 2W
fc

= 0.2 a significant loss is
observed, e. g., the loss is approx. 2 dB at SE = 2 bit/s/Hz
for MTx = 3. However, for the considered configurations,
the SE saturation level is not affected. The performance of
the non-depicted FTN signaling factors, i.e., MTx = 2 and
MTx = 4, is similar. Furthermore, the loss due to the SWE
does not increase with MTx for the investigated parameters.

The findings above indicate that employing low-cost
PSNs, i.e., employing narrowband analog combining at the
receiver, results only in a marginal loss for antenna array
sizes of up to Nh = Nv = 8 and bandwidth-to-carrier-
frequency ratios up to 2W

fc
= 0.1. For larger antenna array

sizes or bandwidth-to-carrier-frequency ratios it might be
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TABLE 3. FSM encoder for (d = 1, k = ∞) with RRLL = 2/3.

TABLE 4. FSM encoder for (d = 2, k = ∞) with RRLL = 1/2.

necessary to implement wideband analog combining, i.e.,
utilizing true-time delays or the approach proposed in [53].
Evaluating the performance for finite-resolution PSNs is left
for future work.

VII. CONCLUSION
In this work, we proposed a practical zero-crossing mod-
ulation (ZXM) transceiver design, which combines faster-
than-Nyquist (FTN) signaling and runlength-limited (RLL)
transmit sequences, for a system employing 1-bit quanti-
zation and oversampling at the receiver. We derived four
fixed-length FSM RLL encoders enabling efficient transmit
signal generation and soft-demapping at the receiver. Our
numerical results indicate that the presented system has an
up to 1.5 dB lower PAPR than conventional PSK systems
at the envisioned operating point. Moreover, we showed
that SEs of 4 bit/s/Hz, and, with practical channel codes,
error-free transmission of up to 3.5 bit/s/Hz, are achievable.
Furthermore, our numerical results suggest that the loss due
to narrowband analog combining at the receiver is small for
many practical configurations, e. g., for an antenna array size
of 8 × 8 and a bandwidth-to-carrier-frequency ratio of 10%.
Although we showed that the presented transceiver design

closely approximates the performance predicted in [16] at
sufficiently high SNR, there is still a significant loss at low
SNR (cf. Fig. 11). This loss could be related to the difference
between the mutual information on the LHS of (53) and the
RHS of (55). In practice, most of this low SNR loss can be
mitigated by adaptively choosing the FTN signaling factor
and the RLL constraint, which is also beneficial in terms of
complexity (cf. Fig. 6). Nevertheless, investigating alternative
bit mappings, i.e., alternative RLL encoding schemes, and
coded modulation approaches, e. g., multi-level coding [54],
is an open research direction.

APPENDIX A
DERIVED FSM RLL CODES
In this section, we present the derived FSM (d, k) encoders in
Tables 3 to 6. The encoders were derived using the ACH [39]

TABLE 5. FSM encoder for (d = 3, k = ∞) with RRLL = 3/7.

or state-splitting algorithm [40, Ch. 5] (cf. Section IV-A).
Inputs and outputs are read from left-to-right.

APPENDIX B
AUTOCORRELATION OF FSM RLL CODES
In this section, we elaborate on how to compute the auto-
correlation of the FSM RLL codes detailed in Appendix A
by following similar steps as in [35, Sec. 3.5]. First, the
FSM RLL code definitions from Tables 3 to 6, are extended
to also include NRZI encoding: Each state in the origi-
nal FSM corresponds to two states in the extended FSM,
where one is associated with the amplitude +1 at the begin-
ning of the block and the other with the amplitude −1.
Then, the outputs of the FSM codes, which are in the form
of (d, k) sequences, are NRZI encoded, starting with the
amplitude associated with the current state, i.e., ±1. Finally,
the next state is updated, such that it matches the ampli-
tude of the last RLL symbol in the output sequence. An
example for the derived (d = 2, k = ∞) code, given in
Table 4, is provided in Table 7, where inputs and outputs
are read from left to right. Note that Table 7 also defines
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TABLE 6. FSM encoder for (d = 4, k = ∞) with RRLL = 3/8.

the sets of states and transitions, i.e., S̃ and T̃, respectively
(cf. Section IV-C). Afterwards, the resulting FSMs for joint
(d, k) and NRZI encoding, which are provided in the form
of Mealy machines [55], have to be converted to equivalent
Moore machines [56]. Note that Mealy machines associate
the output with the current state and input, whereas Moore
machines associate the output only with the current state. An
example for an equivalent Moore machine to the extended
Mealy machine in Table 7 is provided in Table 8, where
inputs and outputs are again read from left to right.
Let Q ∈ R

�×� denote the state transition probability
matrix of the equivalent Moore machine, where � denotes
the number of states. Note that for i. i. d. input bits, all valid
state transitions are equally probable. Then, we denote the
stationary distribution of the equivalent Moore machine by
π ∈ R

�, i.e., it holds πTQ = πT . Furthermore, we define an
output matrix � ∈ R

�×q where the nth row is defined such
that it contains the Moore machine’s output in state n. For
example, when considering the code in Table 8, the matrix
� corresponds to the column output. Then, the block-wise
correlation matrix of the FSM RLL encoder output is given

TABLE 7. Extended FSM encoder for joint (d, k) and NRZI encoding, derived from the

(d, k) encoder defined in Table 4.

TABLE 8. Equivalent Moore machine for Mealy machine from Table 7.

by [35, eq. (3.46)]

Rk
a = E

{
ak′aTk′+k

}
= �T�Q|k|�, (66)

where � = diag(π) and aTk′ = [a1+(k′−1)q, . . . , ak′q] denotes
the k′th codeword in a sequence of codewords at the output
of the FSM RLL encoder. Finally, the scalar autocorrelation
Ra[n] = E{alal+n} of the RLL sequence at the output of the
encoder can be obtained as [35, eq. (3.39)]

Ra[kq+ l] = 1

q

⎛
⎝ q−l∑
i=1

[
Rk

a

]
i,l+i +

q∑
i=q−l+1

[
Rk+1

a

]
i,l+i−q

⎞
⎠,

(67)

for k ∈ Z, 0 ≤ l ≤ q− 1.
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