
Received 3 March 2021; accepted 27 March 2021. Date of publication 30 March 2021; date of current version 9 April 2021.

Digital Object Identifier 10.1109/OJCOMS.2021.3069801

Neural Network Cognitive Engine for Autonomous
and Distributed Underlay Dynamic Spectrum Access

FATEMEH SHAH-MOHAMMADI 1,2 (Member, IEEE), HATEM HUSSEIN ENAAMI 1 (Member, IEEE),

AND ANDRES KWASINSKI 3 (Senior Member, IEEE)
1Kate Gleason College of Engineering, Rochester Institute of Technology, Rochester, NY 14623, USA

2Department of Population Health Science and Policy, Icahn School of Medicine at Mount Sinai, NY 10025, USA

3Department of Computer Engineering, Rochester Institute of Technology, Rochester, NY 14623, USA

CORRESPONDING AUTHOR: F. SHAH-MOHAMMADI (e-mail: fatemeh.shahmohammadi@mountsinai.org)

ABSTRACT Two key challenges in underlay dynamic spectrum access (DSA) are how to establish an
interference limit from the primary network (PN) and how cognitive radios (CRs) in the secondary network
(SN) become aware of the interference they create on the PN, especially when there is no exchange of
information between the two networks. These challenges are addressed in this paper by presenting a
fully autonomous and distributed underlay DSA scheme where each CR operates based on predicting its
transmission effect on the PN. The scheme is based on a cognitive engine with an artificial neural network
that predicts, without exchanging information between the networks, the full adaptive modulation and
channel coding configuration for the primary link that is received with highest power by a transmitting
CR. By managing the effect of the SN on the PN, the presented technique maintains the relative average
throughput change in the PN within a prescribed maximum value, while also finding transmit settings
for the CRs that result in throughput as large as allowed by the PN interference limit. Simulation results
show that the ability of the cognitive engine in estimating the effect of a CR transmission on the full
adaptive modulation and coding (AMC) mode leads to a very fine resolution underlay transmit power
control. This ability also provides higher transmission opportunities for the CRs, compared to a scheme
that can only estimate the modulation scheme used at the PN link.

INDEX TERMS Cognitive radio, underlay dynamic spectrum access, NARX neural network, adaptive
modulation and coding.

I. INTRODUCTION

THE COGNITIVE radio (CR) paradigm is seen as a
key solution to the radio spectrum scarcity problem

stemming from the inefficient static spectrum allocation poli-
cies [1] and the ever growing wireless data traffic. A CR is a
wireless device with the ability to autonomously gain aware-
ness of its surrounding wireless network environment and to
learn how to adapt its operating parameters to best meet
the end-user goals [2]. As a result, CRs have frequently
been considered as an enabling technology for dynamic
spectrum access (DSA). Through DSA, a network of CRs,
called the secondary network (SN), operates by sharing the
radio spectrum with a primary network (PN) which is the
incumbent owner of the spectrum band in use. Of the three

main DSA approaches (overlay, underlay, and interweave
DSA [3]), this paper focuses on underlay DSA. In under-
lay DSA, CRs in the SN (also called “secondary users”
- SUs) transmit over the same spectrum band being used
by the PN by limiting their transmit power level so that the
interference they create on the PN remains below a tolerable
threshold [4].
In order to deploy an interweave DSA scheme, the main

challenges that need to be addressed are the identification
of “spectrum holes,” the estimation of their duration, and
the coordination between terminals on common available
channels. Over the years, several works have contributed
approaches that address these challenges over ever more
challenging scenarios, [5], [6], [7], [8], [9]. However, in
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this work we focus on underlay DSA, where there is not
such a robust timeline of progress in addressing the main
realization challenges as for interweave DSA. In order to
deploy an underlay DSA scheme in a setup where there
is no exchange of information between the PN and the
SN, the two key challenges that need to be resolved are:
(1) how to establish the interference threshold for the PN
links, and (2) how the SUs autonomously become aware
of the interference they create on the PN. These two chal-
lenges remain largely unsolved, especially when following
the aforementioned practical operating setup where there is
no exchange of information between primary and secondary
networks. The main contribution of this paper is to address
these two challenges in underlay DSA.
For underlay DSA, in the past, in order for the SN to

assess its effect on the PN and protect the PN transmis-
sions, researchers have proposed different techniques that
usually assume that the secondary transmitter (SUTX) knows
the gain of the primary channel (that between the primary
transmitter, PUTX , and the primary receiver, PURX) and/or
the cross-channel gain from the SUTX to the PURX , [10],
[11], [12], [13], [14], [15], [16], [17], [18]. The common
theme between these works is that they make use of the
information that is sent over a feedback channel in the PN.
Since feedback channels are part of most wireless commu-
nication standards [19], [20], they have often been used,
under the assumption that SUs can access them, to not only
estimate the primary channel gain, but also assess the effect
of the SN on PN transmissions. Examples of a CR obtain-
ing information about the primary link from a PN feedback
channel are found in [11], [12], [13], [14], [18] for the case
of the rate/power control feedback channel, in [15] and [16]
for the ARQ feedback channel, and in [17] for the feed-
back of the channel state information (CSI). In general, by
relying on listening to feedback channels from the PN all
works mentioned above share a setup where primary and sec-
ondary networks are not completely separated and exchange
information with each other. In fact, the access of a con-
trol channel from another network calls into question as to
whether there are really two separate network or, as we
would argue, a single network with two different types of
nodes.
With a different approach, the works in [21] and [22]

proposed solutions to obtain the cross-channel gain without
listening to the PN feedback channels. The typical process
in these works consists of the SU observing a change in
the primary’s waveform power and/or modulation order that
results from the transmission of a probe message from the
SU [16], or the SU acting as a relay by sending the amplified
version of the signal received from the PU [17]. However,
in these works a CR transmitter can not estimate the cross-
channel gain, and later assess the effect of SN on PN, unless
it observes a change in primary signal power and/or modu-
lation order. Moreover, these works did not considered the
combined effect from scenarios with multiple links in the

PN and the SN, as they focused on a setup with one link in
each network.
In contrast to these works, the technique to be presented

here is not limited by the need to observe a change in transmit
power or modulation order and is able to directly estimate the
effect of an SN transmission on the PN much more accurately
by estimating not only the modulation order but, in addition,
also estimating the channel coding rate in a PN link.Moreover,
the work herein is on scenarios consisting of multiple links in
the PN and SN. In addition, our presented technique meets a
key requirement by not relying on any information exchange
between the primary and secondary networks.
Our proposed technique takes advantage of the use at the

PN of adaptive modulation and coding (AMC), a technique
where the modulation scheme and channel coding rate (a
pair of parameters known as the AMC mode) are adapted
based on the quality of the transmission link. The use of
AMC has been part of all high performance wireless com-
munications standards developed over the past two decades
and, thus, expected to be used by a typical PN [23], [24],
[25]. Since the AMC mode in use depends on the link’s
SINR, by estimating the AMC mode used in a primary
link, it becomes possible for a CR to learn the signal-to-
interference-plus-noise ratio (SINR) experienced at that link
and the corresponding throughput, from which the effect of
CR transmission on the PU link can be assessed. Specifically,
we propose an underlay DSA technique that configures the
transmit power for a SU based on estimating the throughput
at a PN link corresponding to the AMC mode that would
be chosen based on the interference created by the SU’s
transmission.
At the same time, leveraging the use of adaptive modula-

tion in the PN will allow us not only to assess the effects of
the SN on the PN (this is, the first challenge for realization
of underlay DSA), but will also allow us to establish the PN
interference threshold (the second challenge for realization
of underlay DSA). As shown in [26], the use of adaptive
modulation allows for the background noise to increase up to
a certain level before the average throughput in a network
starts to decrease. In the context of underlay DSA where
the PN does not exchange any information with the SN, the
interference imposed on the PN by an underlay-transmitting
CR can be seen as a background noise for the PN, that
can be increased up to a level which does not affect the
average throughput in the primary network. Therefore, a CR
can become aware about the interference that is creating on
the primary link and decide on its transmit power by infer-
ring the change in throughput at the primary link (details in
Section IV).
Our technique addresses the two challenges in underlay

DSA based on a cognitive engine (CE) at the SUs that is
equipped with a non-linear autoregressive exogenous neural
network (NARX-NN) that estimates the throughput on a PN
link (equivalently, the full AMC mode given by modulation
order and channel coding rate). The proposed CE uses as
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input an estimate of the modulation scheme being used at
the PN link. As such, to the best of our knowledge, our
presented cognitive engine is the first to be capable of esti-
mating the channel coding rate setting for an AMC mode, a
capability well beyond the estimation of just the modulation
scheme (which is a mature area of signal processing or
machine learning technology). While modulation classifica-
tion, the technique to estimate the modulation scheme used
in a radio waveform, is applied in our DSA technique to
derive an input for the cognitive engine, we deem it to
be a well-researched technology and is not the subject of
our work. Instead, we leverage the already large volume of
existing research. In this regard, the work in [27] studied
modulation classification based on second and higher order
time variant periodic cumulant function of the sensed sig-
nal for which it is required a prior knowledge of the signal
parameters. Authors in [28] used the same framework to
perform signal pre-processing, along with utilizing artificial
neural networks to address the issues associated with classi-
fication when the signal parameters are unknown. The work
in [29] proposed a fully automated modulation classification
scheme which employs two stages of signal processing to
classify the modulation of an incoming signal.
Therefore, for an scenario of underlay DSA where

networks do not tap into feedback or control channels from
another network, the main contributions of this paper are the
following:
1) Answering the question of how to establish the PN

interference threshold in underlay DSA (the first key
challenge) by asserting that for a PN using AMC
the interference from the SN is indistinguishable from
background noise and, thus, the threshold is the level
of interference power when the AMC in the PN begins
to be unable to maintain the average throughput seen
in the PN when there is no SN.

2) Present a technique based on the use of a neural
network, transmission of probe messages from the SN,
and leveraging the use of AMC at the PN, where a CR
in the SN is able to estimate the channel coding rate
and modulation order (full AMC mode) that would be
set at the link in the PN that it receives with highest
power.

3) Leverage the previous contribution to introduce a tech-
nique that allows a transmitting SU to autonomously
learn with a fine resolution the interference it would
create on the PN, addressing the second key challenge
in underlay DSA. This contribution, together with the
first one, realizes a fully autonomous and distributed
underlay DSA scheme. This scheme features a finer
control knob for a more accurate power allocation at
the SN with less harmful effect on PN transmissions as
compared to techniques that rely only on the estimation
of modulation order (from applying signal processing
on the transmission waveform).

The above contributions are corroborated in simulations
that will show that the presented technique is able to maintain

FIGURE 1. Considered network model composed of Np primary transceivers and
Ns cognitive radio users.

the relative change in PN average throughput within a
prescribed fine-grained target maximum value (as an indi-
cator of maximum allowed interference in the PN), while at
the same time finding transmit settings for the SUs that will
result in as large throughput in the SN as could be allowed
by the PN interference limit. As such, while succeeding in
its main goal of autonomously and distributively determin-
ing the transmit power of the SUs such that the interference
they create remains below the PN allowed interference limit,
our proposed technique is also able to manage the tradeoff
between the effect of the SN on the PN and the achievable
throughput at the SN. Specifically, simulation results will
show that for the proposed system with a target PN maximum
relative average throughput change of 2%, the achieved rela-
tive change is less than 3%, while at the same time achieving
useful average throughput values in the SN between 180 and
50 kbps. In addition, it will be seen that the implementation
of a variation of the proposed scheme that reduces three
times the overhead from transmitting probe messages still
exhibits the ability to finely control the effect on the primary
network throughput, although, as is to expect, compared to
the case of sending all probe messages it increases the PN
relative average throughput change by at most 1%, only at
the very low PN load of 0.16.
The rest of this paper is organized as follows. Section II

presents the overall system setup. The rationale on how AMC
can be leveraged to address the main two challenges associ-
ated with underlay DSA is outlined in Section III. Section IV
describes our proposed distributed underlay DSA technique.
Simulation results are presented in Section V, followed by
conclusions in Section VI.

II. SYSTEM SETUP
We consider a primary network with NP active primary
links coexisting with NS active secondary links, with both
networks transmitting over the same frequency band. The
system model is shown in Fig. 1, where G(ps)

ij denoted as
cross-channel gain is the path gain from jth. transmitting SU
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to the receiver in ith. primary link, G(ss)
ij is the path gain

from the transmitter in the jth. secondary link to the receiver
in the ith. secondary link, G(sp)

ij is the path gain from the
transmitter in jth. primary link to the receiver in ith. SU link,
G(pp)
ii is the path gain from the ith. primary transmitter to

its corresponding receiver, and G(ss)
ii is the path gain from

the ith. secondary transmitter to its corresponding receiver.
While, G̃(ps)

ij is the path gain from the transmitter in jth.
secondary link to the transmitter in ith. primary link. The
model for all channel gains is discussed in Section IV-B.
In this section we focus on describing the operation of the

PN, which is incumbent to the considered radio spectrum
band. Section IV will present the underlay DSA scheme
implemented in the SN. We assume that the PUs receive
service from NPBS transmitting base stations (BSs), and we
call the ratio NP/NPBS as the primary network load. Each PU
is assigned to the base station that presents the best channel
gain. In addition, AMC is used in all transmissions (primary
and secondary networks). This means that a transmitter has
information about its link quality, in terms of SINR, and
based on this assessment chooses, from a set of options,
the modulation scheme and channel coding rate that results
in highest throughput while at the same time meeting a
maximum bit error rate (BER) limit.
Let P(p)

i denotes the transmit power in the ith. active pri-
mary link (i = 1, 2, . . . ,NP). Then, in the absence of the
SN, the SINR in the ith. primary link (which is used to
decide on the AMC mode) can be written as,

γ
(p)
i =

G(pp)
ii P(p)

i
∑

j �=iG
(pp)
ij P(p)

j + σ 2
p

, i = 1, 2, . . . ,NP. (1)

where σ 2
p is the background noise power.

In addition to AMC, without loss of generality, we adopt
for the primary network the variable transmit power alloca-
tion algorithm proposed in [26]. This is an iterative power
control algorithm that converges to a global optimum solu-
tion that maximizes the product of SINRs across all active
links. In the algorithm, the transmit power at the ith. primary
link is updated as,

P(p)
i ←−

⎛

⎝
∑

j �=i

G(pp)
ji

∑
m�=j G

(pp)
jm P(p)

m + σ 2
p

⎞

⎠

−1

. (2)

III. LEVERAGING ADAPTIVE MODULATION AND CODING
IN UNDERLAY DSA
Before presenting our proposed underlay DSA technique, in
this Section we outline the main ideas on how AMC can
be leveraged to address the two main challenges associated
with underlay DSA: 1) How to establish the interference
threshold in the PN and 2) how SUs can autonomously
become aware of the interference they create on the PN. As
previously noted, AMC (or, as also called, link adaptation)
has been used during the past two decades in practically all
high-performance wireless communications standards and,

FIGURE 2. Throughput for each CQI and maximum throughput adaptive selection
per RB for the AMC scheme of an LTE system under a Pedestrian B channel.

as such, is assumed to be used in both the primary and sec-
ondary networks in this work. In this section we summarize
some of the main features of AMC that are relevant to our
fully autonomous and distributed underlay DSA scheme. For
clarity of presentation, in what follows, at times we will refer
to the PU link that is received with highest power at an SU
as the “nearest” PU link (although in a minority of cases,
and due to the properties of the wireless channel, the PU
link that is nearest in geographical terms may not be the one
that is received with highest power). We will emphasize this
lax wording by writing the word “nearest” between quotes.
It is assumed that, while the PN has granted permission
to the SN to operate in its spectrum band using underlay
DSA, during regular operation conditions the PUs are not
expected to track how many SUs are active, to the extent
that the PUs are oblivious to the existence of the SUs and
treat the interference from transmitting CRs as additional
noise at their receiver.
Fig. 2, obtained using the MATLAB LTE Link Level

Simulator from TU-Wien [30], shows the throughput ver-
sus signal-to-noise ratio (SNR) performance for the LTE
system under a Pedestrian B channel that will serve with-
out loss of generality as the assumed AMC setup for the
rest of this work (further setup details for the simulation
results shown in Fig. 2 are discussed in Section IV-B and
Section V). In LTE, AMC consists of 15 different modes
(each for a different “Channel Quality Indicator - CQI) based
on three possible modulation schemes which will be called
‘type 0’ for QPSK (used for the smaller SNR regime), ‘type
1’ for 16QAM (used at intermediate SNRs), and ‘type 2’ for
64QAM (used for the larger SNRs). In AMC, alongside the
modulation order, channel coding rate is also adapted [31],
[32]. Because of this, an AMC mode is formed by a choice
of both a modulation order and a channel coding rate. Fig. 2
shows the throughput of one LTE resource block1 achieved
for each AMC mode (each curve is labeled with the cor-
responding CQI value and AMC mode settings, formed by

1. We will use the 180 kHz of bandwidth associated with one LTE
resource block as representing the spectrum band that is shared by the PN
and SN. However, this does not imply that either the PN or SN are LTE
networks.
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FIGURE 3. Throughput vs. noise power in the primary network.

the modulation type and channel coding rate) and the overall
performance curve of the AMC scheme, where the modula-
tion type and code rate are chosen to maximize throughput
but with a constraint on the block error rate (BLER) not to
exceed 10%. During transmission, the transmitter chooses
the AMC mode with maximum throughput at the estimated
SNR of the link.
As was discussed in [26], the use of AMC in conjunction

with transmit power control allows the background noise
to increase up to a maximum value without significantly
affecting the network average throughput. In the context
of underlay DSA, this maximum noise value can be inter-
preted as the maximum value for the combined powers of
background noise and interference from the SN. To see this
important point in detail, consider Fig. 3, which we obtained
as an expanded version of [26, Fig. 5], now for different
network loads (NP/NPBS) when using the LTE AMC setup
just described and the power control algorithm from [26].
The figure shows the average throughput achieved in the
PN by itself (the presence of an SN is not included in this
result) as the background noise power increases. On the
top, the figure shows the property associated with the use
of adaptive modulation that for all network loads the aver-
age throughput remains approximately constant until noise
power becomes sufficiently significant. This is not a trivial
observation as networks with a higher load are operating in
a regime more influenced by the interference rather than the
noise, but it is clear from the results that adaptive modu-
lation manages to maintain a balance between interference
and noise-dominated operation. The bottom of Fig. 3 shows
as a function of noise power, the change in throughput rela-
tive to the throughput at the lowest noise power. The result
exposes the remarkable property that the interference that
would be imposed by the SN, which can be considered by
a PN that is unaware of the presence of another network as
part of the background noise, will not significantly affect the
average throughput in the primary network as long as the
combined SN interference, the interference by other primary
links and actual background noise remains below a threshold

approximately equal to −80 dBm (although this number
somewhat depends on the network load). Moreover, relative
throughput change starts to decrease at approximately the
same value of noise power for all network loads (around
−90 dBm). This is a consequence of the link adaptation
performed through AMC. Moreover, throughput relatively
decreases faster with smaller network loads. We believe that
this is because at smaller network loads, interference across
the network is lower and a larger ratio of transmissions use
the less resilient higher rate modulation types.
While AMC entails the adaptation of both modulation

order and channel coding rate, it can be seen in Fig. 2 that
the modulation order provides a coarse adaptation and that
the channel coding rate enables a finer adaptation within
each of the choices for modulation order. Moreover, an
important difference between modulation order and chan-
nel coding rate adaptations is that while it is possible for
a passive “listener” of the AMC transmission to infer the
modulation order through the use of modulation classifica-
tion signal processing, it is not possible to infer the channel
coding rate (or equivalently the full AMC mode). On the
other hand, as can be seen in Fig. 2, when the noise power
increases (or equivalently the SN interference increases) the
effect of AMC operation will be to change the AMC mode
to one associated with a smaller CQI. At the same time, the
modulation scheme with the smallest order is used for the
smallest operating SINRs (because the transmission of less
bits per symbol is more resilient to interference and noise).
As the interference from secondary transmissions increases,
primary links that are already using, in the absence of sec-
ondary transmissions, the lowest modulation order scheme
will not switch to other modulation schemes because there
is no other modulation scheme with fewer bits per symbols
to switch to. This means that transmissions from an SU that
otherwise would generate a change in modulation scheme
would not result in any change when the “nearest” primary
link is already transmitting with the modulation scheme with
smallest bits per symbol. As a result, estimation of the mod-
ulation order provides for the SU transmitter with a control
nob to infer the effect of SN transmission on the PN but with
severe limitations due to the coarse information provided by
the estimated modulation order. However, as seen in Fig. 2,
although the increase in interference to the PU (and particu-
larly increase in SU transmit power) may not lead to change
in modulation order, it indeed results in the change in chan-
nel coding rate. Thus, the estimation of the channel coding
rate (and equivalently the full AMC mode) is necessary in
order to be able to finely estimate the effect of SU transmis-
sions. Indeed, there exists a large body of research in the
area of modulation classification with some representative
works briefly discussed in Section I (e.g., [27], [28], [29]).
Consequently, the techniques that existed before our work
have been limited to use only the coarse information derived
from the modulation order (e.g., [21], [22]) or to rely on the
sharing of information between the PN and the SN through
the SUs accessing the control feedback channel in the PN
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to learn the finer information associated with the channel
coding rate used in a primary link (e.g., [16]). As will be
seen, our proposed technique is able to overcome the limi-
tation of inferring the channel coding rate without exchange
of information between the PN and the SN and, as such, be
able to use the fine-grained information provided by channel
coding rate without the SN tapping into any control channel
of the PN.
In the following we develop for a transmitting CR a model

to estimate the interference limit from the PN. Regarding
Fig. 3 it was stated that the property associated with the
use of adaptive modulation allows the background noise to
increase up to a maximum value without significantly affect-
ing the network average throughput; and that the maximum
noise value can be interpreted as the maximum value for the
combined powers of background noise and interference from
the SN. For the purpose of underlay DSA, it is convenient
to model the PN average throughput shown in the bottom of
this figure as equal to the average throughput achieved with-
out the presence of the SN minus an average throughput loss
that is a function of an equivalent interference from the SN
as experienced across the PN. This is, if T0(σ

2
p ) is the PN

average throughput without the SN (explicitly expressed to
be dependant on the background noise power σ 2

p as seen in
the top plot of Fig. 3), we model the PN average throughput
Tp as Tp = T0(σ

2
p )− Tl(I), where Tl is the throughput loss

and I is the equivalent interference from the SN as experi-
enced across the PN. Next, the throughput loss is modeled
according to the SNR gap approximation for the Shannon’s
channel capacity formula, [33], yielding

Tp = T0 − B log2(1+ � 10I/10), (3)

where B is the PN system bandwidth, I is the equivalent
interference generated by the SN on the PN (measured in
dBm), and � is the SNR gap that accounts for the use
of practical coding and transmission mechanisms (we have
also embedded into � a factor of 0.001 stemming from
the conversion of units of I from dBm). Being the relative
average throughput change in the PN T% = (Tp − T0)/T0,
from (3) we have,

T% = −1

ζ
log2(1+ � 10I/10), (4)

where ζ = T0/B is the PN spectral efficiency that is achieved
without the SN’s effect. Figure 4 compares the relative aver-
age throughput change from Fig. 3 and its approximation (4)
for loads equal to 0.16 and 0.48 only (for clarity of the
figure). The approximation uses for the spectral efficiency
calculation the same system bandwidth B as in the results in
Fig. 3 (180 kHz) and, of course, the values T0 from Fig. 3 at
noise power equal to −140 dBm. Fig. 4 validates our model
given by (3) and (4) by showing a good approximation for
the relative average throughput change (the approximation
shows less accuracy when the relative average throughput
change grows beyond 40% which is of no concern because
these are values of relative average throughput change too

FIGURE 4. Relative average throughput change and approximation (4).

large to be used in the practical operation of underlay DSA).
More importantly, Fig. 4 includes a second abscissa to high-
light the meaning of the equivalent interference in the context
of underlay DSA where the PN uses AMC. As mentioned
earlier, the curves in Fig. 3 show for a network that uses
AMC the change in average throughput as the background
noise power increases. In the context of underlay DSA, the
absence of information exchange between the PN and the
SN implies that, in principle, the PN is oblivious of the pres-
ence or not of the SN. Therefore, the PN would experience
the interference from the SN as an increase in the back-
ground noise, which is what we identify as the equivalent
interference I. Therefore, the magnitude T0 by definition,
becomes the PN average throughput when the equivalent
interference is I = 0. The role of the equivalent interference
on the PN is illustrated in Fig. 4 with the second abscissa,
showing the increasing equivalent interference with the same
value as the background noise. In this way, for example, if
the actual background noise is −140 dBm, an equivalent
interference of I = 30 dBm is performance-wise perceived
by the PN as a total background noise of -110 dBm.
The goal of the proposed underlay DSA mechanism at

the SN is to find the transmit power at the SUs that results
in an equivalent interference, denoted as interference limit
I0, that is as large as possible (to increase throughput at the
SN) while the relative average throughput change in the PN
remains below a limit that we will denote as ε. From (4),
this maximum equivalent interference, measured in dBm and
denoted as interference limit, can be expressed as a function
I0(ε) of the limit ε as,

I0 = 10 ∗ log

(
2−εζ − 1

�

)

. (5)

Using this expression, we have calculated, for example with
ε = −0.05, values of maximum equivalent interference equal
to 51.3 dBm and 61.1 dBm for load equal to 0.16 and
0.48, respectively (for a background noise of -140 dBm).
The expression in (5) provides an answer to one of the
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two main challenges in underlay DSA: the establishment of
the interference threshold from the PN. However, the sec-
ond challenge remains: how the SUs autonomously become
aware of the interference they create on the PN, relative to
the limit I0. This challenge is compounded by our setup with
multiple links in the PN and the SN, and where the SUs can
only use information they sense individually (the modulation
scheme used at the “nearest” primary link), which leads to
most of the many parameters that would be needed for an
analytical solution being not accessible to the SUs. To solve
this challenge we propose to follow a “black-box modeling”
approach, where the CR implicitly or explicitly learns this
information without the support of a pre-defined analyti-
cal model. For this, we propose the use of artificial neural
networks because of their state-of-the-art status within tech-
niques capable of learning the relation between the equivalent
interference and the SUs’ transmissions (that is implic-
itly represented within the training data) through black-box
modeling. Indeed, artificial neural network are known as
universal function approximator capable through training to
learn the interrelation between the system variables without
the need for a-priori knowledge of the underlying model.
Leveraging these characteristics of artificial neural networks
in our proposed technique allows for the SUs to address both
challenges in underlay DSA by assessing their transmission
effect on the PN without the need to calculate intermediate
magnitudes (e.g., the cross-channel gain(s) as seen in [21])
and, from this knowledge, identifying the transmit power
setting that meets the PN interference limit.

IV. AUTONOMOUS AND DISTRIBUTED UNDERLAY DSA
FOR COGNITIVE RADIO NETWORKS
We now present the main contribution of this paper: a fully
autonomous and distributed underlay DSA technique for a
secondary CR network. The operation of the SN is fully
autonomous and ad-hoc. This means that SUs do not rely
on any exchange of information with the PN and with other
SUs (other than between transmitter-receiver pairs) and that
the transmission control algorithm in the SN is distributed.
While there is no information exchange between primary and
secondary networks, it is assumed that the SN has knowledge
of what is the radio access protocol used for the PN oper-
ation (through standards or publicly available information).
Because of this, the SN has knowledge of the underlying tim-
ing operation in the primary network at a broad level (e.g.,
when frame transmission starts, etc.) so that CRs are able to
sense and transmit at appropriate times. Detailed (symbol-
level) knowledge of timing at the CRs is not required or
assumed.
As stated, fully autonomous operation implies that the

primary and secondary networks operate as being unaware
of the other (except for the mild timing assumption), con-
sidering the other network transmissions as out-of-network
interference akin to background noise. Then, when adding
an underlay SN, the SINR at the receiver of the ith. PN link

now becomes,

γ
(p)
i =

G(pp)
ii P(p)

i
∑NP

j �=iG
(pp)
ij P(p)

j +
∑NS

j=1G
(ps)
ij P(s)

j + σ 2
p

, (6)

where P(s)
j is the transmit power from the jth. transmitting

SU and G(ps)
ij is the path gain from a transmitting SU j to a

PU i. Likewise, it is assumed that transmissions on the SN
also make use of AMC, which is configured based on the
corresponding link SINR. For this, the SINR, γ

(s)
i , at the

receiver of the ith. SN link is:

γ
(s)
i =

G(ss)
ii P(s)

i
∑NS

j �=iG
(ss)
ij P(s)

j +
∑NP

j=1G
(sp)
ij P(p)

j + σ 2
s

, (7)

The underlay DSA operation is implemented in a cogni-
tive engine at each SU. Fig. 5 illustrates the block diagram of
an SU with its cognitive engine, as well as other processing
steps. The function of the cognitive engine will be to predict
for different transmit settings the throughput T̂ (equivalently
the CQI or full AMC mode) of the “nearest” PN link and use
this information to set power control and AMC parameters
for a transmitting SU. Under our imposed practical condi-
tion of no exchange of information between the primary and
secondary networks, a CR can only estimate the modulation
order (after performing modulation classification signal pro-
cessing on the PN transmissions) and cannot know the coding
rate in use by accessing feedback or control channels in the
PN. Moreover, practical limitations further dictate that the
modulation classification can only be performed on the one
primary transmission that it is being received with strongest
power, making the other transmissions be interference. It is
assumed that the estimation of modulation type does not rely
on the SU accessing any information from the PN feedback
channel and is error free using any of the methods exist-
ing in the literature (in Fig. 5 we assumed that modulation
classification is done using the technique in e.g., [29]).
To accomplish its function, the cognitive engine at an SU

follows the following procedure: First the SUs avoid trans-
mission while the PN initially adjusts its power and AMC
parameters using the iterative power control algorithm (2).
During this initial listening stage, the SUs listen to the PN
transmissions and infer the modulation order used by their
“nearest” primary link. At this stage, each transmitting SU
use any of the existing modulation classification techniques
to obtain an estimate of the modulation order used by their
corresponding “nearest” primary link when the SN is not
transmitting. Next, each SU proceeds to send a series of
short probe messages configured with different pre-defined
transmit powers. Following the transmission of each probe
message, the SU listen to the PN transmissions and infer
the modulation order used by their “nearest” primary link in
response to the probe message. After transmitting all probe
messages, each transmitting SU forms two sequences: (1) a
sequence �u1 with the first entry equal to zero followed by the
sequence of transmitted power of each probe message, and
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FIGURE 5. Block diagram of an SU with a cognitive engine based on the NARX neural network.

(2) a sequence �u2 with the first entry equal to the modulation
order of “nearest” primary link during the initial listening
stage (before transmission of probe messages) followed by
the sequence of modulation order in the “nearest” primary
link corresponding to each of the probe messages.
As shown in Fig. 5, the two sequences �u1 and �u2 are fed

to the cognitive engine. At the cognitive engine, a first stage
is tasked with providing the sequence of corresponding esti-

mated throughput values at the “nearest” primary link, �̂T .
Since estimating the throughput is equivalent to estimating
the CQI and the corresponding full AMC mode (channel
coding rate and modulation order), the cognitive engine is
able to provide an estimate of the “nearest” primary link
SINR with a finer resolution than what could be derived
from the modulation classification alone that is present at
its input. Note that this sequence of estimated throughput
values includes the one with no transmissions from the SN.
The SU can use the sequence of estimated throughput values
to infer what would be the effect of its transmission on the
nearest primary link by comparing the change in throughput
value against that without the SN transmission. As seen in
Fig. 5, the SU uses this information to find its own transmis-
sion parameters such that the relative change in throughput
of its “nearest” primary link remains below the predeter-
mined limit. Importantly, in our underlay DSA operation,
the cognitive engine takes advantage of its ability to obtain
the finer resolution full AMC mode inference (not just mod-
ulation order) on the “nearest” primary link, instead of the
coarser inference on modulation order that could be achieved
with a modulation classification operation only. Additionally,
those SUs that estimate that their “nearest” primary link is
transmitting in the lowest rate AMC mode when the SN is
not transmitting (because of already experiencing a very low
SINR, likely leaving no room for added interference from
the SN) are prevented from transmitting. This guarantees
that the reduction in the average rate of the primary link
experiencing the poorest channel quality (CQI equal to 1) is
minimized.
As discussed at the end of the previous Section, the many

challenges associated with the task performed in the first
stage of the cognitive engine (estimation of the full AMC
mode from the sequences of transmit power for the probe
messages and corresponding modulation order) leads to the
use of a Black-box modeling approach. In the proposed
underlay DSA technique, a cognitive engine at each SN

transmitter leverages the use of artificial neural network
to learn the functional model of the interaction between
the secondary and primary networks. Often, analytical mod-
els have been used to characterize the performance of the
SN. For example, in [34] the BER performance of different
modulation orders have been characterized using analytical
models. However, such analytical approaches are restricted
to specific setups (e.g., a single link at the PN and the SN).
Following an analytical approach for our more general setup,
with multiple links in the PN and the SN, and our goal of
predicting the full AMC mode (modulation order and chan-
nel coding rate) at a PN link, would required for the SUs
knowledge of multiple variables that cannot be known with-
out exchange of information between the PN and SN (which
would contradict a key condition in the setup). As an alter-
native approach to analytical models, black-box modeling
uses example inputs and corresponding outputs to build a
predictor to estimate output values for unforeseen inputs and
variations of the system configurations.
Neural Networks (NNs) have become increasingly popular

as general purpose function approximators and, specifically,
for dynamic system modeling [35]. Neural networks have
been successfully applied to a number of black-box modeling
and time series prediction tasks. Due to the inherent capabil-
ity of neural networks to model nonlinear systems and their
higher robustness to noise, they frequently outperform stan-
dard linear techniques when the time series are noisy and
the dynamical system that generated the time series is non-
linear [36]. There is a growing number of works that have
applied neural networks for various communication tasks
such as channel decoding, estimating the features of the user
channels and predicting the anomalies for wireless sensor
networks [37], [38], [39]. For CRs, the feed forward neural
network has been used in predicting the spectrum occupancy
status [40] and designing a medium access control (MAC)
protocol [41].
Due to the adaptation of SU’s transmission to the PN

interference threshold, an underlay network can be seen as an
example of a dynamic system, and also the throughput in the
PU can be seen as a time series with a temporal dependency.
As a result, we have considered a neural network-based cog-
nitive engine to specifically predict the throughput in a PU
link and characterize the behavior of such dynamic system.
In the case of one-step-ahead time series prediction tasks,
only the estimation of the next sample value of a time series
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is required. Therefore, the input contains only actual sample
points of the time series, without feeding back the output as a
new input to the model. While considering multi-step-ahead
or long-term prediction, the neural network’s output should
be fed back to the model as a new input for a finite number
of time steps [42]. In this case, the components of this input
to the neural network, previously composed of actual sam-
ples of the time series, are gradually replaced by previously
predicted values. As a result, the multi-step-ahead prediction
task is converted to a dynamic modeling task. In this case,
the neural network model behaves as an autonomous system
and tries to recursively emulate the dynamic behavior of
the system that generated the nonlinear time series [43].
Compared to the one-step-ahead prediction, multi-step-ahead
prediction and dynamic modeling are much more complex
to deal with. However, neural networks models and in par-
ticular recurrent neural architectures play an important role
in dealing with these complex tasks [44]. Elman introduced
in [45] a class of recurrent neural models called simple recur-
rent networks (SRNs) which are essentially feedforward in
the signal-flow structure with a few local and/or global feed-
back loops. A time delay neural network (TDNN), which is
an adapted version of a feedforward multilayer perceptron
(MLP)-like networks with an input tapped-delay line, can be
used to process time series [44].
In the case of long-term predictions, a feedforward TDNN

model will eventually behave similarly to the SRN archi-
tecture, since a global loop is needed to feed back the
current estimated value into the model’s input. Temporal
gradient-based variants of the backpropagation algorithm are
usually used to train the aforementioned recurrent neural
networks [46]. However, training using gradient-based learn-
ing algorithms can be quite difficult in the case of systems
with a long time temporal dependencies between their input-
output signals [47]. In [48], [49], the authors claimed that
such training is more effective in a class of simple recur-
rent network models called Nonlinear Autoregressive with
eXogenous input (NARX). To prove their hypothesis these
works have used two signals in abstract form, without tar-
geting any particular application. The work in [50] tested
the performance of NARX neural network on time series
prediction using comparative experiments with real and arti-
ficial chaotic time series from diverse domains with different
memory orders. The authors claimed that NARX recurrent
neural networks have the potential to capture the dynam-
ics of nonlinear dynamic systems. Authors in [51] also
used the well-known chaotic laser and real-world variable
bit rate video traffic time series to empirically evaluate
the performance of NARX neural networks in long-term
prediction tasks. This class of neural networks were proven
to be powerful in pattern recognition and classification appli-
cations as well [52], [53]. However, none of the works
mentioned above have explored the usage of NARX neural
networks in wireless communications domain (in the context

FIGURE 6. NARX neural network architecture.

of cognitive radio). In this paper, we employ a NARX neu-
ral network for the first time in a wireless communications
setting by choosing it to implement the cognition task at the
first stage of the cognitive engine in each SU.

A. ARCHITECTURE
With a topology as shown in Fig. 6 for the case of one
hidden layer network, the NARX neural network output can
be mathematically represented as, [54],

y(n+ 1) = f
(
y(n), y(n− 1), . . . , y(n− dy);

u1(n), u1(n− 1), . . . , u1(n− du1);
u2(n), u2(n− 1), . . . , u2(n− du2)

)
, (8)

where u1(n), u2(n) and y(n) denote, respectively, the two
inputs and one output of the model at discrete time step n,
and du1 ≥ 1, du2 ≥ 1 and dy ≥ 1, du1 ≥ dy , du2 ≥ dy are the
inputs and output discrete delays, respectively. For its use in
the cognitive engine, we configure the NARX neural network
to have as inputs the sequence �u1 of transmitted power of
each probe message (with first element equal to zero), and
the sequence �u2 of modulation order in the “nearest” primary
link corresponding to each of the probe messages (including
the case of no SU transmission as first element). This implies
that du1 = du2 . The output of the NARX neural network cog-
nitive engine is the predicted throughput T̂(n) at the primary
link “nearest” to the transmitting CR (which corresponds to
a choice of AMC mode). The nonlinear mapping f (·) in (8)
can be approximated, for example, by a standard multilayer
neural network. If the non-linear mapping can be learned
accurately by a neural network of moderate size (measured
in terms of number of layers and number of artificial neurons
in each layer), the resource allocation based on the output
of the NARX neural network can be done in real time, since
passing the input through the neural network only requires
a small number of simple operations.
In Fig. 6 each circle represents an “artificial neuron”,

an elementary operation unit in the NARX neural network
model. According to the input variables u1(n) and u2(n),
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FIGURE 7. View of computing operations at NARX neural network during operation.

the output of i-th hidden layer neuron at time step n is
obtained as:

Hi(n) = φ1

⎛

⎝

du1∑

r=1

wiru1(n− r)+
du2∑

k=1

wiku2(n− k)+

dy∑

l=1

wily(n− l)+ a
⎞

⎠, (9)

where wir is the connection weight between the input neuron
u1(n − r) and i-th hidden neuron; wik is the connection
weight between the input neuron u2(n− k) and i-th hidden
neuron; wil is the connection weight between the i-th hidden
neuron and output feedback neuron y(n − l); a is the bias
of the hidden layer (not explicitly shown in Fig. 6) and
φ1(·) is called the “activation function” for the hidden layer.
Combining the hidden layer output, the final prediction can
be given as follows:

ŷ(n) = φ2

( nh∑

i=1

wiHi(n)+ b
)

, (10)

where wi is the connection weight between the i-th hidden
neuron and predicted output; nh is the number of neurons in
the hidden layer; b is the bias of the predicted output; and
φ2(·) is the output layer activation function. In our implemen-
tation of the NARX neural network, the activation function
φ1(·) for the hidden layer is a sigmoid function while the
activation function φ2(·) used for the output layer is linear
(the input layer is not truly formed by artificial neurons but
rather it is conventionally included as a representation of the
connections of inputs into the neural network).
Figure 7 shows the NARX neural network but now

emphasizing the elementary computing operations that are
performed during operation. Table 1 shows the number of

TABLE 1. Computational complexity of NARX-NN architecture.

these elementary operations that the cognitive engine needs
to execute during one cycle of decision making (power allo-
cation at one SU). In the table, the number of additions can
be derived from direct inspection of Fig. 7 (including the
addition of a bias at each neuron) and the number of multi-
plication arises from the multiplication of the input to each
neuron by a weighting factor. Also, we have assumed that
the nonlinear activation functions φ1 is implemented through
a table lookup (a common technique to implement non-linear
function at low level of implementation). While more spe-
cific discussion will follow later in this same section, note
that the implemented NARX neural network contrasts with
many typical contemporary neural network implementations
(e.g., AlexNet, [55]), which are based on tens of millions
of parameters and input size in the order of thousands and,
consequently, see a relatively quite high computational com-
plexity during operation. The implemented NARX neural
network has associated a number of parameters and inputs
in the order of tens and, therefore, a low computational
complexity. This is, of course, a combination of our neu-
ral network architectural choice but, also, the nature of the
problem addressed with the neural network.

B. NARX NEURAL NETWORK TRAINING
The data set used to train the cognitive engine is an important
element in designs based on black-box modeling as the one
proposed here. It is from this training data that the cognitive
engine learns a representation of the environment where it
will operate and from which it will estimate throughput at
the “nearest” primary link. In this work, we trained the cog-
nitive engine with a data set that contains multiple examples
representing an environment, with its statistical variability,
that represents a common practical wireless scenario. Yet, it
is noteworthy to keep in mind that an appeal of the black-box
modeling approach is that the cognitive engine can learn to
operate in another environments, or even in multiple concur-
rent environment, as long as it is trained using a data set that
contains examples representative of the intended operating
conditions.
Training data for the neural network cognitive engine was

collected from a simulation carefully designed to reflect
highly realistic scenarios. The simulation is built around
a system comprising a primary and a secondary network
that coexist over an area we have deemed the “playground.”
The PN determines the “playground” geometry, consisting
of a five-by-five grid of BSs with neighboring base sta-
tions separated by a distance of 200 m. To avoid unrealistic
edge effects in the playground, the grid wrapped around
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all of its edges. Our strategy to implement an AMC real-
ization that reflects realistic performance was to adopt a
well-established technology deployed in the field with the
backing of simulation tools that are detailed and realistic
to the level of qualifying to support the standardization
work associated with the deployed technology. Following this
strategy, we choose the AMC subsystem from the LTE tech-
nology, [56], backed by the link level simulator developed
by TU-Wien, [30]. We used in the simulation a 2x2 MIMO
configuration. In the simulation, the spectrum band that is
shared by the PN and the SN through our underlay DSA
technique was implemented as a single LTE resource block
corresponding to a bandwidth of 180 kHz. Note that refer-
ences in this work to LTE technology and use of some of
LTE subsystems/features (particularly the AMC subsystem
and corresponding the shared spectrum band with an LTE
resource block) are guided by the goal of implementing a
realistic simulation. However, this should not be interpreted
as indicative that either the PN or the SN are LTE networks,
nor does it imply that the proposed solution is restricted to
an LTE network, not even a cellular network architecture.
Following the implementation of the PN “playground”

as a five-by-five grid, the total number of BSs in the PN
is NPBS = 25. However, of all NPBS BSs, only NP are
active (have an established PN link involved in an active
communication) at any time. Because all base stations use
the same channel to communicate with their respectively
assigned PU receivers the PN network load is, as previously
indicated, NP/NPBS. The location of the NP PU receivers
is determined at random using a uniform distribution with
the limitation that no base station could have more than one
receiver assigned to it (therefore, this random placement of
PU receivers also determines which BSs in the grid are
active). Also, the receivers were connected to the base sta-
tion from which they received the strongest signal. Transmit
powers in the primary network were limited to the range
between -20 and 40 dBm. The transmit power assignment
for the ith. active primary link (i = 1, 2, . . . ,NP) follows
the same algorithm as in (2). Each primary transmission
considers the other network transmissions as out of network
interference akin to background noise.
The considered SN operating through underlay DSA con-

sisted of NS = 4 transmit-receive pairs of CRs, with the
transmitters placed at random (also with a uniform dis-
tribution) on the PN playground. The SN receivers were
placed at random (also with a uniform distribution) around
their respectively assigned transmitter within a distance not
exceeding 50 m. In the simulation setup we intended to
reflect a situation where the PN had somewhat more capabil-
ities (achieving larger throughput and communication range)
than the SN because of being the incumbent to the spectrum
band under consideration. Therefore, we assumed that the
SUs were smaller devices with transmit power in the range
of -30 to 20 dBm. Twenty equally spaced power levels in
this range are considered as the set of allowed settings for
transmission. Transmissions in both networks make use of

AMC. It is also assumed that the SN has knowledge of the
underlying timing operation in the primary network to the
extent of allowing CRs to sense and transmit at appropriate
times.
In the system, channels gains are assumed to follow

a quasi-static (block) fading model. Moreover, all links
assumed a path loss model for urban area given by L =
128.1+37.6 log d+10+S (in dBs), where d is the distance
between transmitter and receiver in km, S is the shadowing
loss (modeled as a zero-mean Gaussian random variable with
6 dB standard deviation) and the penetration loss is fixed
at 10 dB, [57]. Note that it is the shadowing loss the one
responsible for the possibility that a receiver may receive
with larger power a transmission originated further away
than a second transmission and, because of this, the reason
why we use the term of “nearest” transmitter to indicate, in
fact, the one received with largest power. Our assumed small
scale fading follows a Pedestrian B model from [58]. This is
a model that reflects time-varying channel conditions corre-
sponding to the velocities of a person walking. Assuming 1.5
m/s as a typical pedestrian velocity (close to the 5.5 km/h
usual for a person’s walk), the channel coherence time is
100 ms for a carrier frequency of 2 GHz. Noting that all
transmissions adopt AMC to adapt their transmission to the
quality of their respective link, our assumption of a block
fading channel holds with ample margin for an AMC control
loop operating with rates around 1 kHz as is commonplace
to see nowadays (e.g., LTE). Moreover, the coherence time
of 100 ms provides ample margin of time to complete the
execution of one decision-making cycle (power allocation)
by the cognitive engine. In fact, since one decision-making
cycle can be completed in approximately 20 ms, our assump-
tions hold for velocities of up to almost 30 km/h, and up to
approximately 90 km/h for a scheme to be discussed in the
next Section that reduces three times the number of probe
messages. The noise power level was set at -130 dBm.
To generate training data, we configured the power and

AMC control in the SUs so they maintained the ability to use
the estimated modulation order of the “nearest” primary link
but without the cognitive engine shown in Fig. 5. Instead,
they implemented a distributed power control algorithm mod-
ified to incorporate the modulation order of the “nearest”
primary link. A number of algorithms had been proposed for
distributed power control in ad-hoc wireless networks. One
of the first ones, and the precursor to many related variants,
is the Foschini-Miljanic algorithm, [59], which implements
an iterative distributed power control process so as to meet a
target SINR. For the task at hand, we adopted this iterative
power allocation algorithm for the alternative SN that gener-
ated the data set to train the NARX neural network cognitive
engine at each SU. Specifically, power is calculated for
a secondary link i at each iteration m using the update
formula,

Psi [m+ 1] =
(

βi

γ si [m]

)

Psi [m], (11)
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where Psi is the transmit power, βi is the target SINR and
γ si [m] is the actual SINR measured in the mth. iteration
which can be calculated through (7). The fact that this algo-
rithm associates power control with a target SINR in our case
is a useful feature because the target SINR, when met, also
determines the modulation order to be used as follows [26],

T(s)
i = log2(1+ k γ

(s)
i ), i = 1, 2, . . . ,NS. (12)

Consequently, we can think that instead of having a set of
possible [modulation, channel code] pairs, now we have a set
of target SINRs to choose from. Let B = {b1, b2, . . . , bK}
be this set, where target SINRs bi’s are assumed to be sorted
in ascending order. Of course, reducing the target SINR will
result in decreasing the transmit power. As a consequence,
the algorithm provides the mechanisms to both adapt trans-
mit power and AMC settings in a distributed way. Moreover,
for fair comparison to the system with the proposed NARX
neural network cognitive engine, and to maintain the same
operating principles, the transmit power from SUs also needs
to be constrained by the goal to not degrade the SINR of the
“nearest” primary network link to the extent of reducing the
modulation order (not having the NARX neural network, this
SN used to generate training data cannot operate based on
the use of throughput inferred for the “nearest” primary link
and can only make use of the modulation order estimated
from the modulation classification process). Modifying the
Foschini-Miljanic algorithm by reducing the target SINR
allows to manage this constraint by resulting in a reduction
in the SU transmit power. As such, we adopted for the control
of CR transmissions in the SN used for training data genera-
tion this modified version of the Foschini-Miljanic algorithm,
where the SU target SINR is progressively reduced until
there is no change in the modulation order of the “nearest”
primary link. We note here that while it is certainly pos-
sible to use one of the many existing enhancements to the
Foschini-Miljanic algorithm, we chose to use the original
version without improvements because its provides a base-
line performance measure and because this power control
algorithm or a variation of it are not the contribution of
our work. Of course, the PUs in this system maintained the
power allocation algorithm proposed in [26], as explained
in Section II, which provided the training data target values
of throughput in each PN link.
One additional detail considered for the SN used to gen-

erate training data provided for a different operation in the
case when a “nearest” primary link is already transmitting
using the smallest modulation order when there is no trans-
missions from the SN. Note that in AMC the modulation
order transmitting the smallest number of bits per symbol
(type 0) is used for the smallest operating SINRs (because
it is more resilient to interference and noise). When the
interference from the SN increases, the primary links that
were already using the smallest possible modulation orders
when there were no secondary transmissions will not switch
to other modulation orders because there is simply no other
modulation order with fewer bits per symbols to switch to.

This means that transmissions from an SU that otherwise
would generate a change in modulation order would not
result in any change when the “nearest” primary link is
already transmitting with the modulation order with smallest
bits per symbol. Moreover, primary links using this modu-
lation order, do so because their SINR is at the lower range
of the operating SINRs, which implies that they are at a
link state that likely may not leave much room for added
interference from SUs. Because of these reasons, and in
the interest of prioritizing the protection of primary links
against excessive SN interference, we configured the alter-
native SN so that a CR will not transmit if it senses that its
“nearest” primary link is using the lowest modulation order
when the SN is not transmitting (as explained in Section IV,
our proposed technique implements a mechanisms with the
same spirit but based on checking for the smallest CQI at
the “nearest” primary link when the SN is not transmitting,
instead of smallest modulation order).
Collected using the simulator described above, data sets

used for training consisted of 10000 data samples for each of
the primary network load values of 0.16, 0.32, 0.48 and 0.64.
Each of the 10000 data samples in a data set constitutes a
completely different randomly-determined realization of the
receiving PU location, active BSs in the PN, SUs location and
channel gain values, leading to data sets that encode a very
vast array of possible practical spectrum sharing scenarios
between the PN and the SN. To manage (prevent) overfitting
of data during training, a subset of the data set (7000 samples
or 70% of the data set) was used to train the neural network
and the rest for validation (10%) and test (20%) in order to
present the CRs with new, never-seen-before scenarios.
From the training process itself we determined the val-

ues of the proposed NARX neural network weights and
biases. The initial values for weights and biases were selected
randomly and then were updated according to the Levenberg-
Marquardt optimization method. This method involves a
back-propagation algorithm to compute the gradients of the
prediction error corresponding to the artificial neurons [60].
It is known that in the case of function approximation prob-
lems, for the neural networks containing up to a few hundred
weights, the Levenberg-Marquardt algorithm will have the
fastest convergence [50]. Since the main task here is to
approximate the nonlinear function f (.) which maps the input
variables to the continuous output variable T , we frame this
task as a regression predictive modeling. For regression tasks,
the mean squared error (MSE) is the most widely used met-
ric to measure the prediction error, [61]. Therefore, MSE
was chosen as the prediction error metric:

MSE = 1

N

N∑

i=1

(ei)
2 = 1

N

N∑

i=1

(Ti − T̂i)2, (13)

where N is the size of training data set, Ti and T̂i are target
and predicted values, respectively. The validation set was
used to fine-tune the model hyperparameters (e.g., hidden
layer size, number of tap delays, etc.), and the test set was
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FIGURE 8. Throughput prediction performance of the NARX neural network. Best
validation performance is 0.10825 at epoch 2.

used to compare the prediction performed by the trained
neural network with the actual expected performance in order
to encounter new, never-seen-before scenarios.
As part of the validation process, and in order to find

the number of hidden neurons and depth of the tap-delay
lines in the NARX neural network, we also performed a
thorough set of experiments with different configurations.
In [48] the authors investigated the relation between the
order of the memory embedded in the NARX neural network
and the performance when learning temporal dependen-
cies in time series. They examined the performance of
NARX networks with different memory orders (from 1 to
6) across different order of time dependency in signals, and
demonstrated that NARX neural networks showed signifi-
cant improvement when learning long-term dependencies as
the order of the embedded memories is increased. Following
the results in [48], we tried different delay (memory order)
selected from the set {1, 2, 3, . . . , 10}, and for each selection
of delay we changed number of neurons in the hidden layer
from 5 to 100 in increments of 5 while observing the loss
function on the validation data set.
Fig. 8 illustrates the performance of the NARX neural

network during training, validation and testing for a pri-
mary network load equal to 0.64. As is to expect, Fig. 8
shows the training error continuing to decrease with more
training epochs, but the validation and test errors starting to
increase after reaching a minimum with two training epochs.
Therefore, two epochs marks the inflection point in the bias
vs. variance tradeoff when the training process achieves the
best MSE during validation and the training regime is starting
to transition to overfitting. At this inflection point, marked
with a vertical green dashed line in Fig. 8, the training should
be stopped. Fig. 8 shows the MSE for the best performing
structure that resulted in the least training error at two train-
ing epochs, which was found to be with nh = 50 hidden
neurons and dy = 7 time delay steps.
For nh = 50 hidden neurons and dy = 7 time delay steps

configuration, and using the formulas in Table 1, we can see
that the execution of one decision-making cycle (power allo-
cation) by the cognitive engine entails 2550 additions, 2550
multiplications and 50 table lookup operations. However, as
will be seen in the next Section, we will consider an imple-
mentation of the proposed underlay DSA where the number

of probe messages is reduced three-fold, in which case the
number of computing operations is reduced to 1250 addi-
tions, 1250 multiplications and 50 table lookup operations.
In all cases, with current existing technology these opera-
tions can be computed within a very small fraction of the
time required to complete one decision-making cycle.
Going back to Fig. 2 helps to gain an intuition into

the NARX neural network cognitive engine operation. The
NARX neural network receives as one input the possible
SU’s transmit power levels organized in sequence and, as
another input, the corresponding modulation order sensed
from the “nearest” primary link. During training, the NARX
neural network learns to predict the throughput values at
the “nearest” primary link that correspond to the two input
sequences. Considering (6), we can think that the sequence
of transmit power values that is input to the NARX neural
network will yield a range of interference values, which will
correspond to a “segment” of SINR values in the abscissa
of Fig. 2. The position of this segment within the range of
SINR values depends on the many factors reflected in (6)
(e.g., primary channel gain, interference from other SUs,
etc.) but the NARX neural network has a sense of where the
segment is thanks to the reference provided by the sequence
of modulation orders at the input (e.g., if for the setup in
Fig. 2, the sequence of modulation schemes are QPSK and
16QAM, the SINR segment is around 10 dB). During train-
ing, the NARX neural network is presented with multiple
different such segments from different wireless environment
scenarios, eventually learning the throughput vs. SINR AMC
performance curve. During operation of the NARX neural
network (the testing phase in machine learning terms), sens-
ing the sequence of modulation schemes that results from the
sequence of probe messages with different power settings
allows the NARX neural network to localize the segment
of SINR values for the “nearest” primary link (in effect,
finding the network scenario presented during training that
best matches the existing wireless environment) and, con-
sequently, predicts the corresponding throughput from the
AMC performance curve.

V. SIMULATION RESULTS
The performance of the presented technique was eval-
uated through 150 Monte Carlo simulation runs. These
simulations were run on the same simulator described in
Section IV-B, now with the addition of our proposed under-
lay DSA scheme. As such all the setup and models described
in Section IV-B applied with no changes to performance
evaluation runs.
Figs. 9–12 study the throughput performance in the pri-

mary and secondary networks for our presented technique
and contrast them against other schemes. Results are shown
for the four different primary network loads equal to 0.16,
0.32, 0.48, and 0.64. As indicated in Section IV, for the
presented technique we considered two approaches for the
SUs to choose transmit settings. The first approach, labeled

VOLUME 2, 2021 731



SHAH-MOHAMMADI et al.: NEURAL NETWORK COGNITIVE ENGINE FOR AUTONOMOUS AND DISTRIBUTED UNDERLAY DSA

in the figures as ‘PN+SN- NN Cog. Eng.- Modulation’, fea-
tures our proposed cognitive engine with the capability for
full AMC mode estimation at the “nearest” primary link, but
it makes a limited use of this capability by making the SU
choose the maximum transmit power value that is estimated
to keep unchanged the modulation order (but not necessarily
the channel coding rate) at its “nearest” primary link. The
second approach makes full use of the cognitive engine’s
throughput (full AMC mode) estimation capabilities at the
“nearest” primary link, by making the SU choose the max-
imum transmit power value that is estimated to not change
the “nearest” primary link throughput beyond a maximum
relative change value. This second approach is itself divided
into a case where one probe message is sent for each possi-
ble power setting (for a total of twenty probe messages) and
a second case that explores a reduction in the overhead from
transmitting probe messages which transmits just seven mes-
sages and uses interpolation to complete the information for
the rest of available transmit power settings. To show how
our technique is able to leverage the estimation of the full
AMC mode and provide each SU with a fine control over
the interference it imposes to the “nearest” primary trans-
mission link, we obtained results for three different limits on
relative average throughput change in the PN: 2%, 5% and
10%. In the figures, we labeled the results when sending all
probe messages as ‘PN+SN- NN Cog. Eng- 2%- All probe
msgs.’ for a limit on relative average throughput change in
the PN of 2%, ‘PN+SN- NN Cog. Eng- 5%- All probe msgs.’
for a limit on relative average throughput change in the PN
of 5%, and ‘PN+SN- NN Cog. Eng- 10%- All probe msgs.’
for a limit on relative average throughput change in the PN
of 10%. Similarly, for the case when sending seven probe
messages, the labels for 2%, 5% and 10% limit on rela-
tive average throughput change in the PN are respectively
‘PN+SN- NN Cog. Eng- 2%- Seven probe msgs.’, ‘PN+SN-
NN Cog. Eng- 5%- Seven probe msgs.’ and ‘PN+SN- NN
Cog. Eng- 10%- Seven probe msgs.’.
The performance of these instances of our proposed under-

lay DSA technique is compared in the figures against other
schemes. The first such contrasting benchmark scheme,
labeled in the figures as ‘PN+SN- Adapted Foschini-
Miljanic’, is the same system used to collect training data
and described in Section IV-B. Recall that this scheme lacks
the NARX neural network cognitive engine’s capability to
predict the full AMC mode at the “nearest” primary link.
Also note that this benchmark SN constitutes an implemen-
tation of the central principles of [21] while also managing
practical considerations not addressed therein (e.g., multiple
links in the SN and PN, distributed, ad-hoc operation of
the SN, etc.), and, as such, serves the purpose of provid-
ing an indication of the performance improvements of our
proposed technique versus prior works. As additional bench-
marks, we also considered two schemes that select transmit
power for the SUs based on an exhaustive search across all
possible setting permutations. In contradiction with our goal
to avoid any exchange of information between the primary

FIGURE 9. Average throughput in the primary network.

and secondary networks, these two schemes also incorpo-
rate the ability to perfectly know the CQI on the primary
links as if the SN had access to the control feedback chan-
nels in the PN. The first exhaustive search scheme, labeled
‘PN+SN- Exh. search-Max PU throughput’, finds across all
possible SUs transmit power permutations, the setting that
results in no change in modulation order at any primary link
and maximum average throughput in the PN. The second
exhaustive search scheme, labeled ‘PN+SN- Exh. search-
Min PU throughput’, favors the average throughput at the
SN by finding across all possible SUs transmit power per-
mutations, the setting that results in no change in modulation
order at any primary link and minimum average throughput
in the PN. Clearly, the two exhaustive search curves present
extreme performance results based on ideal setups. Finally,
Fig. 9 includes a curve, ‘PN without SN’, which shows the
average throughput achieved by the PN when the SN is not
present.
Fig. 9 shows the average throughput achieved for the

PN as a function of the PN load, NP/NPBS, while Fig. 10
shows the change in this throughput relative to the ‘PN
without SN’ case. It can be seen in both figures that the
use of the proposed NARX neural network cognitive engine
results in SUs transmit settings that reduces the average
throughput in the PN much less than the case when the
modified Foschini-Miljanic algorithm is used in the SU.
Moreover, in the figures, the ‘PN+SN- Exh. search-Min
PU throughput’ curve illustrates the extent to which the
average throughput in the PN can be affected without chang-
ing the modulation order at the “nearest” primary links
(as much as 17%). This indicates that considering only
the modulation order provides an initial means for imple-
menting a fully autonomous underlay DSA but with the
limitations associated with the coarse indication of the pri-
mary links SINR given only by the modulation order. The
‘PN+SN- Adapted Foschini-Miljanic’ and the ‘PN+SN- NN
Cog. Eng.- Modulation’ schemes, which both suffer from the
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limitation of relying on considering modulation order only,
show better performance because the SU transmit power
is chosen in a more conservative way in terms of reduc-
ing effects to the primary network, instead of conducting
an exhaustive search for the setting that results in mini-
mum average throughput in the PU. Nevertheless, because
of relying on modulation order inference only, the ‘PN+SN-
Adapted Foschini-Miljanic’ and the ‘PN+SN- NN Cog.
Eng.- Modulation’ schemes result in relative reduction in
the PN average throughput by as much as 13.5% and 9.5%,
respectively. The best performance in terms of controlling
the effect of SN transmissions on the PN is achieved with our
proposed scheme using the inference of the primary links’
full AMC mode (in actuality, the throughput) provided by
the NARX neural network cognitive engine. This is seen
through the results obtained for the two cases (transmitting
either all or seven probe messages) designed on the premise
of limiting the maximum relative change in average through-
put at the “nearest” primary link, for which we show results
for 2%, 5% and 10% relative change limit. Moreover, these
schemes include the means to control as desired the level
of SN effect on the PN (by setting the limit maximum rel-
ative change). In fact, the ‘PN+SN- NN Cog. Eng- 2%-
All probe messages’ along with ‘PN+SN- NN Cog. Eng-
2%- Seven probe messages’ curves exemplify the very fine
level of control that is possible to achieve with the proposed
approach.
Fig. 10 shows that the very fine level of control seen with

our proposed scheme is achieved at all primary network
loads, except at the lowest value of 0.16, when the relative
change in average PN throughput exceeds the 2% limit by
only 1% when sending all probe messages and by 1.5%
when sending seven probe messages. For the rest of the
cases, only in the case of 5% limit, sending seven probe
messages, and at the lowest primary network load, the rel-
ative change in PN average throughput is exceeded by just
0.5%. These differences are attributed to errors in estimating
the throughput at the PN, which are discussed more in detail
later in this Section. Also, the differences are only seen at
the smallest PN network load of 0.16 because of the larger
sensitivity of the relative change in PN average throughput
with lower PN load as was previously highlighted for Fig. 3.
Fig. 10 also shows that the scheme where a fraction of probe
messages is used yields significant reduction in the trans-
mission overhead of probe messages (roughly a threefold
reduction) without much sacrifice in performance (maximum
3.5% instead of 2% actual achieved relative change in PN
throughput compared to 3% maximum change with all the
probe messages, and maximum 5.5% instead of 5% actual
achieved relative change in PN throughput compared to 5%
maximum change with all the probe messages). Finally, the
curve ‘PN+SN- Exh. search-Max PU throughput’ coincides
with the ‘PN without SN’ curve as the exhaustive search
solution that maximizes average PN throughput is essen-
tially the one with no transmissions in the SN (with one
caveat to be discussed in Fig. 12).

FIGURE 10. Relative throughput change in the primary network.

FIGURE 11. Analysis of equivalent interference generated by the SN on the PN.

Figure 11 presents results from Fig. 10 integrated into the
bottom plot of Fig. 3. To avoid a cluttered plot, we restrict
Fig. 11 to the case of PN load equal to 0.16 because, as
we have seen, this is the only situation where the equivalent
interference generated by the SN results in relative average
throughput change at the PN (T%) that slightly exceeds the
preset limit in a few cases. Same as in Fig. 3, Fig. 11 shows
T% as a function of increasing background noise power
(when there is no active SN), or as function of the equivalent
interference generated by the SN. Overlaid to these results,
Fig. 11 shows three horizontal dashed lines, each represent-
ing the three limits on T%: ε = −0.02, ε = −0.05, and
ε = −0.1. The intersections of these lines with the curve
for T% indicate the ideal operating point for each setting for
ε. The abscissa of these intersection points indicate the max-
imum equivalent interference I0(ε) that has been modeled
earlier as per (5). As can be seen, I0(−0.02) = 40 dBm,
I0(−0.05) = 42.7 dBm, and I0(−0.02) = 47.1 dBm. This
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small range of values for I0(ε) underscore the need for a
fine control on the equivalent interference as provided by
the proposed technique. Moreover, these results reveal an
important consideration when choosing ε. Besides the obvi-
ous that larger ε implies a larger effect of the SN on the PN,
Fig. 11 shows that a small value of ε (e.g., ε = −0.02) cor-
responds to an operating point at the edge of low sensitivity
to deviations in the equivalent interference, where a small
excess in equivalent interference results in an small extra
relative average throughput change in the PN. In contrast,
larger value of ε (e.g., ε = −0.10) correspond to an operat-
ing point of high sensitivity to deviations in the equivalent
interference, where a small excess in equivalent interference
results in a large extra relative average throughput change in
the PN. Because of this, when operating with larger values
of ε (if this is somehow acceptable for the PN) it is critical
for the equivalent interference generated by the SN to be less
than or at most equal to I0(ε) (while there is more flexibility
in this regard when operating with small values of ε).
Moreover, Fig. 11 depicts with vertical lines the operating

points attained by the process followed by the cognitive
engines in the SUs. As can be seen, the proposed underlay
DSA technique manages to set transmit powers at the SN
that results in equivalent interference close to the maximum
I0(ε). In the cases that have been noted when the limit
is slightly exceeded (ε = −0.02 and ε = −0.05 for the
case of seven probe messages), the equivalent interference
is exceeded by a very small amount (1.4 dBm at then most),
underscoring the very fine control allowed by the proposed
technique. In the cases of the large ε = −0.1, the proposed
technique follows the needed conservative approach explain
in the previous paragraph and sets transmit power levels
that yield equivalent interference values below the maximum
I0(ε). Overall, the vertical lines shown in Fig. 11 illustrate
the success of the proposed technique in addressing the two
challenges associated with underlay DSA: identifying the
interference limit for the PN and allowing the SN to operate
with equivalent interference levels generated on the PN close
to this limit (without exceeding it) by enabling the SU to
become aware of the interference they generate. Finally, it
is worth noting that the operation of the SN at equivalent
interference limits close to the maximum I0(ε) indicates that
our proposed algorithm is able to find transmit settings for
the SUs that will result in as large SN throughput as could
be allowed by the PN interference limit.
Fig. 12 shows the average throughput achieved in the SN

as a function of the PN load. Naturally, the more a scheme
affects the PN throughput, the larger the SN throughput it
could achieve. As such, it can be seen that our approach
based on a limit maximum PN relative throughout change
not only provides the means to control how much the PN
is affected by the SN, but also it allows to control how
large the average throughput at the SN is desired to be (at
the expense of the PN). Even so, the realization with the
more restrictive setting for the SN (the one with a maximum
PN relative throughput change of 2%) still achieves useful

FIGURE 12. Average throughput in the secondary network.

average throughput values between 180 and 50 kbps for a
channel with 180 kHz bandwidth (in case of transmitting
seven probe messages the average throughput at the SN is
slightly larger which is consistent with the results in Fig. 10).
Also, note that at low PN loads, the ‘PN+SN- Exh. search-
Max PU throughput’ system shows throughput values that
imply transmission in the SN. This does not contradict our
earlier statement that this result essentially coincides with
the ‘PN without SN’ case. Instead, the transmissions in the
SN that are seen in this case correspond to infrequent setups
where the SUs are located so far away from the few active
primary links (consider that this effect occurs only at very
low PN loads) that they can transmit with very low power
with no practical effect on the PN.
Fig. 13 depicts the cumulative distribution function (CDF)

of the throughput in the SN for different primary network
loads. This figure presents a perspective that explains an
added advantage of the NARX neural network solution
compared to the modified Foschini-Miljanic algorithm-based
solution. The figure shows that in the case of the SN that
uses the modified Foschini-Miljanic algorithm, around 15%
of the time the SUs will be unable to transmit (through-
put is zero) when the PN load equals 0.16 and this number
increases to around 30% as the PN load increases. This is
because the SN that uses the Foschini-Miljanic algorithm is
only able to infer the modulation scheme used in the primary
link and not the channel coding rate, which leads to SUs
not being able to have a finer assessment of their effect on
the PN when the “nearest” primary link is using a modula-
tion ‘type 0’. As a result, and as discussed earlier, in order
to protect the PN, those SUs using the modified Foschini-
Miljanic scheme for which the “nearest” primary link use
modulation ‘type 0’ are blocked from transmitting. In con-
trast, the proposed technique using NARX neural network,
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FIGURE 13. Cumulative distribution function (CDF) of the throughput in the
secondary network.

FIGURE 14. CQI estimation performance of the NARX neural network.

‘PN+SN-NN Cog.Eng.- Modulation’, is able to estimate the
finer AMC configuration of coding rate setting, making this
protection and the blocking of SUs unnecessary (except when
the “nearest” link is using the AMC mode for a lowest
rate, which corresponds to CQI=1). Consequently, as seen
in Fig. 13, the proposed technique increases the transmis-
sion opportunities in the SN by the same percentage of time
that the SUs are blocked in the case of using the modified
Foschini-Miljanic algorithm-based solution.
As just seen, a key advantage of the proposed technique

follows from the remarkable ability of the NARX neural
network in the SU cognitive engine to estimate the channel
coding rate used in a primary link. Therefore, we evalu-
ated the accuracy performance of the NARX neural network
in estimating the CQI in a primary link (which is equiva-
lent to the full AMC mode consisting of modulation order
and channel coding rate). Fig. 14 shows as a function of

the primary network load the relative frequency (i.e., the
empirical probability distribution) of the absolute error when
predicting the CQI for the case of transmitting all probe mes-
sages. In this case, errors in the prediction are quantified by
measuring the absolute value of the difference between the
actual and the predicted CQI. This figure shows that as the
network load increases, the probability of an accurate esti-
mation (prediction absolute error equal to zero) increases and
reaches more than 80% for a load equal to 0.48. The Figure
shows that, overall, the probability of significant errors when
predicting CQI is quite small but, nevertheless, we speculate
this to be a factor in the (still small) reduction in PN aver-
age throughput and in the small difference at low PN loads
between the target maximum relative change in average PN
throughput and the actual achieved relative change in PN
throughput for our schemes based on target maximum PN
relative throughput change.

VI. CONCLUSION
In this paper we have presented a fully autonomous and dis-
tributed underlay DSA technique capable of addressing the
two main challenges of how to establish an interference limit
from the PN and how CRs in the SN become aware of the
interference they create on the PN. The presented technique
is based on a NARX neural network cognitive engine that
uses a sequence of probe messages and the sensed modula-
tion order in the primary link “nearest” to an SU to predict
the effect of its transmission on that “nearest” PN link. It
does this by predicting the throughput or, equivalently, both
the channel coding rate and the modulation order, at the
“nearest” primary link. Based on this, in the presented tech-
nique the SUs choose the maximum transmit power that is
estimated to not change their respective “nearest” primary
link throughput beyond a chosen maximum relative change
value. Simulation results show that the proposed technique is
able to accurately predict both the channel coding rate used
and the modulation scheme in a primary link without the
need to exchange information between the PN and the SN,
and that the proposed technique succeeds in its main goal
of determining the transmit power of the SUs such that their
created interference remains below the maximum threshold
that the primary network can sustain (with minimal effect
on the average throughput). Also, our proposed algorithm is
able to find transmit settings for the SUs that will result in
as large throughput in the SN as could be allowed by the PN
interference limit. Specifically, for a target PN maximum rel-
ative average throughput change of 2%, the proposed scheme
is able to maintain the PN relative throughput change less
than 3% when sending all probe messages, and less than
3.5% when reducing three times the number of transmitted
probe messages, while simultaneously achieving useful aver-
age throughput values in the SN between 180 and 50 kbps
for a channel with 180 kHz bandwidth. For future work we
plan to investigate approaches to further reduce the number
of probe messages.
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