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ABSTRACT In this work, we study age-optimal scheduling with stability constraints in a multiple access
channel with two heterogeneous source nodes transmitting to a common destination. The first node is
connected to a power grid and it has randomly arriving data packets. Another energy harvesting (EH) sensor
monitors a stochastic process and sends status updates to the destination. We formulate an optimization
problem that aims at minimizing the average age of information (AoI) of the EH node subject to the
queue stability condition of the grid-connected node. First, we consider a Probabilistic Random Access
(PRA) policy where both nodes make independent transmission decisions based on some fixed probability
distributions. We show that with this policy, the average AoI is equal to the average peak AoI, if the
EH node only sends freshly generated samples. In addition, we derive the optimal solution in closed
form, which reveals some interesting properties of the considered system. Furthermore, we consider a
Drift-Plus-Penalty (DPP) policy and develop AoI-optimal and peak-AoI-optimal scheduling algorithms
using the Lyapunov optimization theory. Simulation results show that the DPP policy outperforms the
PRA policy in various scenarios, especially when the destination node has low multi-packet reception
capabilities.

INDEX TERMS Age of information, energy harvesting, Lyapunov optimization, multiple access channel,
random access, scheduling.

I. INTRODUCTION

THE AGE of Information (AoI) is a newly emerged
metric and tool to capture the timeliness and fresh-

ness of data reception [2]–[6]. Consider a monitored source
node which generates time-stamped status updates, and
transmits them through a wireless channel or through a
network to a destination. The AoI that the destination has
for the source is the elapsed time since the generation of
the last received update. Keeping the average AoI small
corresponds to having fresh information, which is critical
for time-sensitive applications in the Internet of Things
(IoT) scenarios and future wireless systems [7], [8]. This
notion has been extended to other metrics such as the
value of information, cost of update delay, and non-linear
AoI [9], [10].

The deployment of energy harvesting (EH) sensors is
envisioned as an efficient solution for energy-efficient and
self-sustainable networks, especially in the IoT networks
where devices opportunistically transmit small amounts of
data with low power consumption [11]. Sensors with EH
capabilities can convert ambient energy (e.g., solar power or
thermal energy) into electrical energy that can be used for
sending status updates to the destination nodes.
Though AoI analysis and optimization have been investi-

gated in many different systems and scenarios, prior works in
the literature consider either single access channel or multiple
access channel (MAC) with orthogonal scheduling. In our
work, we expand the current literature to the case with a
MAC channel and multi-packet reception capabilities at the
receiver side. Studying age-optimal status updating with EH
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nodes, especially with the presence of interference in a MAC
channel, is a non-trivial task.

A. RELATED WORKS
In [12], the authors consider the problem of optimizing the
process of sending updates from an EH source to minimize
the time average age of updates. Similar analysis can be
found in [13]–[20]. In [21], an erasure channel is consid-
ered where an EH-enabled transmitter sends coded status
updates to the receiver to minimize the AoI. In [22], an EH
transmitter is assumed to encode a message into the timings
of the status updates. The age-energy tradeoff is explored
in [23], where a finite-battery source is charged intermit-
tently by Poisson energy arrivals. The timeliness-distortion
tradeoff of an EH-powered system is investigated in [24].
In [25], the optimal status updating policy for an EH source
with a noisy channel is investigated. The possibility of update
failures is considered in [26].
In addition to the case with nodes harvesting ambient

energy, some other works have considered wireless power
transfer (WPT) to convert the received radio frequency
signals to electric power. In [27], the performance of a WPT-
powered sensor network in terms of the average AoI was
studied. The work in [28] considers freshness-aware IoT
networks with EH-enabled IoT devices. More specifically,
the optimal sampling policy for IoT devices that minimizes
the long-term weighted sum-AoI is investigated.
In a network with multiple source nodes, assuming multi-

packet reception (MPR) capabilities at the receiver, the
transmissions from multiple source nodes will be successful
with some probabilities that depend on the received signal-
to-interference-plus-noise ratio (SINR) [29], [30]. Recently,
some works have considered different types of traffic associ-
ated with different source nodes, e.g., some nodes generate
time-sensitive status updates, and other nodes strive to
achieve as large throughput as possible. The impact of het-
erogeneous traffic on the AoI and the optimal update policy
has been investigated in [31]. The work in [32] investigates
Nash and Stackelberg equilibrium strategies for DSRC and
WiFi coexisting networks, where DSRC and WiFi nodes are
age-oriented and throughput-oriented, respectively.
In [33], dynamic programming based on a Markov

Decision Process is applied in a cognitive radio network
with an EH secondary user opportunistically transmitting
status updates to its destination. Age-optimal scheduling
policies in a network with general interference constraints
are studied in [34]. In [35], several policies are con-
sidered to solve a weighted AoI minimization problem
with throughput constraints. In [36], the sampling cost is
taken into consideration in an age-optimal sampling and
scheduling problem. The Drift-Plus-Penalty (DPP) policy
considered in [34]–[36] is developed from the Lyapunov
optimization theory [37], [38], which is often used for solv-
ing stochastic network optimization problems with stability
constraints.

B. CONTRIBUTIONS
We consider a time-slotted MAC where one grid-connected
user has random data arrivals and one EH sensor sends status
updates to a common destination. This model is the smallest
non-trivial instance of a heterogeneous network with various
types of devices and different performance characteristics.
The main contributions of this works are summarized as
follows.

1) We formulate an optimization problem that jointly
considers the age minimization of the EH node with
the queue stability of the grid-connected node. Two
approaches are applied to solve this problem, namely
the probabilistic random access (PRA) policy and the
DPP policy.

2) We show that with the PRA policy, the average AoI of
the EH node is equal to the average peak AoI (or PAoI),
which is inversely proportional to the throughput of
the EH node. The optimal transmit probabilities are
derived in closed form.

3) Simulation results show that the DPP policy clearly
outperforms the PRA policy by achieving lower aver-
age AoI and PAoI, especially when the destination
node has low MPR capabilities, which is an expected
result. Another interesting observation is that with the
DPP policy, minimizing the AoI does not give the
same solution as minimizing the PAoI, while with
the PRA policy, these two optimization problems are
equivalent.

Compared to the conference version in [1], which stud-
ies only the average AoI with the PRA policy, in this
journal version, we consider both average AoI and PAoI
optimization problems and extend our analysis by inves-
tigating age-optimal scheduling with both PRA and DPP
policies.

II. SYSTEM MODEL
We consider a time-slotted MAC where two heterogeneous
source nodes intend to transmit to a common destination
D, as shown in Fig. 1. The first node S1 is connected to a
power grid, thus its activities are not battery-constrained. The
data packets arrive at the queue of S1 following a Bernoulli
process with probability λ. Denote by Q(t) the data queue
size of node S1 in time slot t, which has infinite capac-
ity.1 The second node S2 is not connected to a dedicated
power source, but it can harvest energy from the environ-
ment. We assume that the battery charging process follows a
Bernoulli process with probability δ, with B(t) representing
the number of energy units in the energy source (battery) at

1. Our work can handle the case of a finite queue, by replacing the
probability of the queue being empty by the new expression with the finite
queue size. When considering a finite-capacity queue, the packet dropping
probability is a more relevant metric than the stability, which will result
in a different problem formulation with more elaborated expressions. This
specific consideration will not bring much useful insights into this problem,
as the general observations can still hold.
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FIGURE 1. System model. One grid-connected source node and an EH sensor share
the same wireless channel to a common destination. The EH sensor is generating
status updates to transmit to the destination.

node S2 in time slot t. The capacity of the battery is assumed
to be infinite.2

The two source nodes generate different types of data traf-
fic which are associated with different performance goals.
Node S1 sends data packets that have been stored in its
queue. The average delay to receive a packet from S1 will
be finite if the data queue is stable. Node S2 always gen-
erates the freshest sample of the status update and sends
it to the destination when it decides to transmit, i.e., the
status update transmitted at time slot t is generated right
before the transmission and we assume that the sampling is
instantaneous. We consider equal-sized data packets and the
transmission of one packet occupies one time slot.
Let {a1(t)} and {a2(t)} represent the Bernoulli processes

for the data arrivals at node S1 and energy arrivals at node S2,
respectively. We have λ = E[a1(t)] and δ = E[a2(t)].
We consider an early-departure-late-arrival model and first-
come-first-served principle for the queue. The data queue of
node S1 is updated following the equation

Q(t + 1) = max [Q(t) − b1(t), 0] + a1(t), (1)

where b1(t) = 1 if the destination successfully receives a
packet from S1 in time slot t, otherwise b1(t) = 0. In the
case of an unsuccessful transmission from S1, the packet has
to be re-transmitted in a future time slot. We assume that the
receiver gives an instantaneous error-free acknowledgment
(ACK) feedback of all the packets that were successful in a
slot at the end of the slot. Then, S1 removes the successfully
transmitted packets from its queue.
We assume that both nodes have a fixed transmit power,

and for S2 the transmission of one status update consumes
one energy unit from the battery. The same assumption is
also made in [16], [19], [26]. The battery queue of S2 evolves
according to the equation

B(t + 1) = max [B(t) − u2(t), 0] + a2(t), (2)

2. The infinite battery size is a common assumption in the literature,
such as [14], [15], [17], [21], [25]. Considering a finite battery size will
only make the expressions more elaborated without bringing more values
to this problem.

where u2(t) = 1 if node S2 attempts to transmit a status
update in time slot t, otherwise u2(t) = 0. When an update
is transmitted from S2, in case of a transmission failure, the
packet is dropped, and a new update will be generated for
its next attempted transmission.

A. PHY MODEL AND SUCCESS PROBABILITIES
Since both source nodes are transmitting to a common des-
tination, we assume MPR capabilities at the destination
node D, which means that D can decode packets from
multiple simultaneous transmissions that are interfering with
each other. The transmission from one source node is suc-
cessful if its received signal-to-interference-plus-noise ratio
(SINR) at D exceeds a certain threshold [29].
We assume a block fading channel, where the fading

coefficient remains constant during one time slot and inde-
pendently changes from one slot to another. The received
SINR at node i is given by

SINRi = |hi|2β̃i
∑

j∈A\{i} |hj|2β̃j + 1
,

where A denotes the set of active transmitters; hi denotes
the small-scale channel fading of node i, which follows i.i.d.
CN (0, 1) distribution; β̃i denotes the large-scale fading of
link i, normalized over the transmit power and noise variance.
We define pi/i as the success probability of Si, i ∈ {1, 2},

when only Si is transmitting, and pi/i,j as the success prob-
ability of Si when both Si and Sj are transmitting and
interfering with each other. Denote by θi the SNR/SINR
threshold for successful transmission. Using the small-scale
fading distribution, we have

pi/i = P{SNRi ≥ θi} = exp
(
−θi/β̃i

)
, i = {1, 2}, (3)

pi/i,j = P{SINRi ≥ θi} =
exp

(
−θi/β̃i

)

1 + θiβ̃j/β̃i
, i = {1, 2}, j �= i.

(4)

Note that our analysis holds for any specific channel
model, and the analysis on the AoI and stability only requires
the success probabilities.

B. AGE OF INFORMATION
At time slot t, the AoI seen at the destination is defined
by the difference between the current time t and the time
slot G(t) when the latest successfully received update was
generated. Following the standard definition [2], [3], the AoI
at slot t is given by

A(t) = t − G(t). (5)

As we consider slotted transmissions, the AoI takes integer
values, i.e., A(t) ∈ {1, 2, . . .}, as shown in Fig. 2. Since each
transmitted update by node S2 is always generated at the
end of the previous slot, the AoI drops to 1 when there is
a successful reception of a status update at the destination.
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FIGURE 2. Evolution of the AoI. tk denotes the time when the destination received
the k -th update. Yk is the total area below the AoI step line between tk and tk+1. Xk
is the number of time slots between the successful receptions of the k -th and the
(k + 1)-th status updates.

The evolution of the AoI between two consecutive slots can
be written as

A(t + 1) =
{

1 if successful reception at slot t,
A(t) + 1 otherwise.

(6)

The average AoI is defined as

A = lim sup
t→∞

E

[
1

t

t−1∑

τ=0

A(τ )

]

. (7)

Upon each successful reception of a status update, the
value of the AoI before dropping to 1 is counted as one
peak. Let Ts(t) = 1{successful reception at slot t} be the
process representing the transmission success/failure in each
slot. Then (6) can be written as

A(t + 1) = A(t) + 1 − Ts(t)A(t). (8)

When Ts(t) = 1, there is a peak value at slot t. The average
PAoI is defined by

Ap = lim sup
t→∞

E

[∑t−1
τ=0 Ts(τ )A(τ )

]

E

[∑t−1
τ=0 Ts(τ )

] . (9)

C. PROBLEM FORMULATION
Since both source nodes share the same wireless channel,
scheduling plays an important role. We define the scheduling
policy space by � = {ui(t) ∈ {0, 1},∀t, i = {1, 2}}, where
ui(t) is the scheduling decision of node i at slot t. ui(t) = 1
means that node Si is scheduled to transmit in time slot t,
and ui(t) = 0 means that node Si is inactive.

We aim at finding an optimal scheduling policy π ∈ �

that minimizes the average age of node S2, while keep-
ing the data queue of S1 stable. We consider both average
AoI and average PAoI as the age-performance metric. The
optimization problem is defined by

minimize
π∈�

A (10a)

subject to Q < ∞, (10b)

where Q = lim sup
t→∞

E[ 1
t

∑t−1
τ=0 Q(τ )] is the time-average

expectation of the queue size. The constraint in (10b) ensures
that the data queue of S1 is strongly stable. This problem is
feasible if and only if λ < p1/1.3

The stability condition of node S1 depends on its service
probability. The activity and battery status of node S2 can
affect the interference that it causes to S1. In such way, the
AoI of node S2 and the queue stability of node S2 are cou-
pled. Due to the random energy arrivals and the interference
between the two users, this age-optimal scheduling problem
is more difficult to solve than in the case with orthogonal
scheduling and without EH.
To solve this problem, we first consider a random access

policy, where the transmission actions of both nodes follow
some fixed probability distributions, and they are indepen-
dent of each other. Another option is to consider the DPP
policy, where the scheduling decision in each time slot is
based on the observed network state in that slot, such as the
queue size and battery size. The details of these two policies
will be presented in Sections III and IV.

III. PROBABILISTIC RANDOM ACCESS POLICY
First, we consider a decentralized probabilistic policy with
random transmission decisions at both nodes following
some stationary probability distributions. The PRA policy
is described as follows:

• When the data queue of S1 is not empty, it transmits a
packet to the destination with probability q1.

• When S2 has a non-empty battery, it generates a sta-
tus update with probability q2 and transmits it to the
destination.

With this policy, each node makes independent decisions
without coordinating with each other.4 To solve the age
minimization problem with stability constraint, we first char-
acterize the stability condition of node S1. Then, we derive
the average AoI and average PAoI of node S2, which are
given as functions of the probabilities q1, q2, δ, and λ.

A. STABILITY ANALYSIS OF NODE S1
The service probability of S1 represents the probability of
transmission success when S1 attempts to transmit a packet.
It can be obtained by averaging the success probabilities over
three cases: S2 has empty battery, S2 has non-empty battery
but decides not to transmit, and S2 decides to transmit. The
service probability of S1 is

μ = P[B(t) = 0]q1p1/1 + P
[
B(t) �= 0

]
q1(1 − q2)p1/1

+P
[
B(t) �= 0

]
q1q2p1/1,2

= q1p1/1
(
1 − q2P

[
B(t) �= 0

])+ q1P
[
B(t) �= 0

]
q2p1/1,2.

(11)

3. When λ < p1/1, we can always find a scheduling policy that satisfies
the queue stability condition by reducing the transmissions of the EH node.

4. Note that the considered PRA policy serves as a baseline of stationary
randomized scheduling policies, and it is not guaranteed to be the best
policy in this category.
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The queue of S1 is stable if and only if λ < μ. Stability
implies that the queueing delay will be finite. When
the queue at S1 is stable, Q(t) has a unique stationary
distribution. The probability of a non-empty queue is

P
[
Q(t) �= 0

] = λ

μ
. (12)

This probability will be used in the average AoI and PAoI
analysis for node S2.

1) WHEN S2 RELIES ON EH

Recall that the energy arrival process at the EH node S2
follows a Bernoulli process with probability δ. The evolution
of the energy queue B(t) can be modeled as a Discrete Time
Markov Chain, and it has a unique stationary distribution
when the energy queue is stable. When δ < q2, we have

P
[
B(t) �= 0

] = δ

q2
. (13)

Plugging (13) into (11), we obtain

μ = q1p1/1(1 − δ) + q1δp1/1,2. (14)

The stability condition λ < μ yields

q1 >
λ

p1/1(1 − δ) + δp1/1,2
. (15)

From (15), we see that in order to have a stable queue
at S1, the transmit probability q1 needs to be higher than
a threshold, and this threshold is independent of q2 when
δ < q2. This is because when δ < q2, how frequently S2 is
causing interference to the transmission of S1 is only limited
by the energy arrival probability.
Note that when λ ≥ p1/1(1 − δ) + δp1/1,2, we cannot

find any probability q1 ∈ [0, 1] that satisfies the stability
condition in (15), if we keep the assumption of δ < q2.
Therefore, we consider the case when δ ≥ q2. In this case,
the energy queue is unstable because its associated Markov
chain is not positive recurrent, thus the energy queue size
does not have a unique stationary distribution.5 Then, we
can disregard the energy queue and consider the system as
if S2 were connected to a power grid. In the remainder of
this section, we always divide our analysis into two parts: (1)
when S2 relies on EH and δ < q2; (2) when S2 is connected
to a power grid.

2) WHEN S2 IS CONNECTED TO POWER GRID

In this case, P[B(t) �= 0] = 1. From (11), we have

μ = q1p1/1(1 − q2) + q1q2p1/1,2. (16)

The queue is stable if and only if

q1 >
λ

p1/1(1 − q2) + q2p1/1,2
. (17)

5. When the energy queue does not have a unique stationary distribution,
asymptotically the probability of returning to the zero state (empty energy
queue) is zero, i.e., P[B = 0] = 0. Therefore, from the practical perspective,
the battery will always be charged in the long term if the energy queue is
unstable.

From the above inequality, if p1/1 > λ and p1/1 > p1/1,2
holds, we can always find q1 and q2 that satisfy the stability
condition of S1.
Combining the two cases, we obtain the following lemma.
Lemma 1: The service probability of node S1 is given by

μ = q1p1/1(1 − min{δ, q2}) + q1p1/1,2 · min{δ, q2}. (18)

The queue at S1 is stable if and only if

q1 >
λ

p1/1 − min{δ, q2} · (p1/1 − p1/1,2
) . (19)

B. AVERAGE AOI OF NODE S2
For a period of N time slots where K successful updates
occur, from Fig. 2, the average AoI can be computed as

AN = 1

N

K∑

k=1

Yk = K

N

1

K

K∑

k=1

Yk. (20)

Let X be a random variable (RV) denoting the time difference
between two successful receptions of status updates. We have
lim
N→∞

K
N = 1

E[X] . Meanwhile, 1
K

∑K
k=1 Yk is the arithmetic

mean of Y , which converges almost surely to E[Y] when
K → ∞. Then we have the average AoI as

A = lim
N→∞AN = E[Y]

E[X]
. (21)

From Fig. 2, we observe the relation between Yk and Xk as
follows

Yk =
Xk∑

m=1

m = 1

2
Xk(Xk + 1). (22)

Then, we obtain

A =
E

[
X2
k

2 + Xk
2

]

E[X]
= E

[
X2
]

2E[X]
+ 1

2
. (23)

The average AoI with the PRA policy is given as follows.
Theorem 1: With the PRA policy, when the queue at

node S1 is stable, i.e., λ < μ, the average AoI of node S2 is

A = 1

p2 · min{δ, q2} , (24)

where p2 is the success probability of node S2, given as

p2 = p2/2 −
(
p2/2 − p2/1,2

)
λ

p1/1 − min{δ, q2} · (p1/1 − p1/1,2
) . (25)

Proof: See Appendix A.
Remark 1:When δ < q2, the average AoI is limited by the

energy arrival probability δ. Otherwise, if S2 is constantly
charged, the average AoI depends on the energy departure
probability q2. The average AoI of the EH node is inversely
proportional to its throughput.
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C. OPTIMIZATION PROBLEM
The average AoI optimization problem is defined by

minimize
q1,q2

1

p2 · min{δ, q2} (26a)

subject to μ > λ, (26b)

q1, q2 ∈ [0, 1], (26c)

where the service probability μ is given in (18). The problem
is feasible if and only if λ < p1,1. Depending on the data and
energy arrival rates, the stability condition leads to different
sub-cases where the optimal values of q1 and q2 are given
in the following lemma.
Lemma 2: The optimal transmit probabilities can be

obtained in the following two cases:

• If 0 < δ < min{ p1/1−λ

p1/1−p1/1,2
, 1}, there exists δ < q2 ≤ 1

that satisfies the queue stability condition. The optimal
solution is

q∗
1 >

λ

p1/1(1 − δ) + δp1/1,2
, (27)

q∗
2 > δ. (28)

• If δ ≥ min{ p1/1−λ

p1/1−p1/1,2
, 1}, the stability condition implies

q2 ≤ λ. The optimal solution is

q∗
1 = 1, (29)

q∗
2 = min

{
p1/1 − λ

p1/1 − p1/1,2
, δ

}

− ξ, (30)

where ξ > 0 is a sufficiently small positive value to
ensure that the service probability of node S1 is strictly
larger than the arrival probability.

Proof: See Appendix B.
Remark 2: Since q∗

1 = 1 is a special case of the optimal
solution given in (27), the minimum AoI of node S2 is always
achieved by letting node S1 transmit with probability 1, and
choosing the largest q2 that guarantees the stability of S1.

D. AVERAGE PAOI OF NODE S2
From Fig. 2, it is straightforward to establish the relation

Ap = E[X] = E[T]

p2
, (31)

which follows from (46). After substituting (59) into (31),
we obtain

Ap = 1

p2 · min{δ, q2} , (32)

which is the same as the average AoI given in (24).
Summarizing our results in this section, we have the same

finding as in [34, Lemma 1].
Remark 3: In a MAC, when a source node (with EH or

not) always generates a fresh sample of the status update
before transmitting to the destination, with the PRA policy,
the average AoI is the same as the average PAoI, which is
inversely proportional to the throughput (average number of
successfully transmitted packets per slot) of this source node.

IV. DRIFT-PLUS-PENALTY POLICY
In this section, we consider a DPP policy using the Lyapunov
optimization framework [38]. Let U(t) = (u1(t), u2(t)) repre-
sent the scheduling decision in slot t. For the two-user system
we consider, there are four possible scheduling decisions,
i.e., U(t) ∈ {(1, 1), (1, 0), (0, 1), (0, 0)}.

In each slot t, depending on the scheduling decision
U(t), the transmissions from the two source nodes will
be successful with different probabilities. We define the
event S = “transmission success”. Then we have bi(t) =
1{S|U(t)} as the successful transmission process of user i
in slot t given the scheduling decision U(t), and pi(t) =
P[S|U(t)] as the conditional success probability. Then
we have

p1(t) =

⎧
⎪⎪⎨

⎪⎪⎩

p1/1,2 if U(t) = (1, 1),

p1/1 if U(t) = (1, 0),

0 if U(t) = (0, 1),

0 if U(t) = (0, 0).

(33)

p2(t) =

⎧
⎪⎪⎨

⎪⎪⎩

p2/1,2 if U(t) = (1, 1),

0 if U(t) = (1, 0),

p2/2 if U(t) = (0, 1),

0 if U(t) = (0, 0).

(34)

Though we showed that the average AoI and PAoI are
the same with the PRA policy, this might not hold for other
policies. Therefore, in this section, we will solve the average
AoI and PAoI optimization problems separately.

A. AVERAGE AOI OPTIMIZATION
In order to have a successful status update reception, S2 needs
to have non-empty battery to be able to transmit, and the
transmission needs to be successful. Let H(t) = 1{B(t) > 0}
indicate the battery status. Recall that the successful trans-
mission process of S2 is defined by b2(t) = 1{S|U(t)}. The
average AoI updates as follows:

A(t + 1) = A(t) + 1 − H(t)b2(t)A(t). (35)

The AoI optimization problem is formulated as

minimize lim sup
t→∞

E

[
1

t

t−1∑

τ=0

A(τ + 1)

]

(36a)

subject to Q < ∞, (36b)

U(t) ∈ {(1, 1), (1, 0), (0, 1), (0, 0)}. (36c)

Denote by �(t) = [A(t),H(t),Q(t)] the network state at
slot t, which consists of the AoI and battery status of node S2,
and the data queue size of node S1. We consider the quadratic
Lyapunov function L(�(t)) = 1

2Q
2(t) and the following one-

slot conditional Lyapunov drift


(t) = E[L(�(t + 1)) − L(�(t))|�(t)]. (37)

We consider an AoI-related penalty function

P(t) = VE[A(t + 1)|�(t)], (38)

where V is a constant parameter that determines the weight
on the penalty function.
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Algorithm 1 DPP Algorithm for AoI Minimization
1) Initialization: Q(0) = 0, A(0) = 0 and B(0) = 0. Set

t = 1 and choose appropriate value for V .
2) At slot t, the network scheduler observes Q(t), A(t) and

H(t), and makes scheduling decision U(t) by solving

maximize
U(t)

p1(t)Q(t) + Vp2(t)H(t)A(t),

where p1(t) and p2(t) are given in (33) and (34).
3) Update the data queue Q(t), the energy queue B(t),

and the AoI A(t) as

Q(t + 1) = max [Q(t) − b1(t), 0] + a1(t),

B(t + 1) = max [B(t) − u2(t), 0] + a2(t),

A(t + 1) = A(t) + 1 − H(t)b2(t)A(t),

where bi(t) = 1{S|U(t)} and H(t) = 1{B(t) > 0},
∀i = 1, 2.

4) Repeat steps 2–3 for the next slot t + 1.

Lemma 3: The DPP function 
(t) + P(t) is upper
bounded by


(t) + P(t) ≤ λ2 + 1

2
+ λQ(t) + V[A(t) + 1]

−E
[
p1(t)Q(t) + Vp2(t)H(t)A(t)|�(t)

]
. (39)

Proof: See Appendix C.
We intend to greedily minimize the DPP upper bound, by

opportunistically minimizing the term inside the conditional
expectation in every slot. This means that in each slot t, we
check for all possible values of the scheduling decision U(t),
and choose the one that maximizes p1(t)Q(t)+p2(t)H(t)A(t).

The details of the DPP algorithm for AoI optimization are
presented in Algorithm 1. In every slot, the network nodes
report their local status information (queue size, battery size,
AoI) to a centralized network scheduler. Then, the scheduling
decisions are computed at the scheduler and communicated
back to the nodes.

B. AVERAGE PAOI OPTIMIZATION
From the definition of the average PAoI in (9) and Ts(t) =
H(t) · b2(t), we have

Ap = lim sup
t→∞

E

[∑t−1
τ=0 H(τ )b2(τ )A(τ )

]

E

[∑t−1
τ=0 H(τ )b2(τ )

] . (40)

It was shown in [34] that lim
t→∞ E[ 1

t

∑t−1
τ=0 H(τ )b2(τ )A(τ )] =

1 for any scheduling policy that guarantees bounded age. The
average PAoI minimization problem minAp is equivalent to

maximize
x>0

x (41a)

subject to lim inf
t→∞ E

[
1

t

t−1∑

τ=0

H(τ )b2(τ )

]

≥ x, (41b)

Q < ∞, (41c)

where x is an auxiliary variable. Unlike the case with
average AoI optimization in the previous section, the
new problem is independent of the AoI in each time
slot. Note that the solution to this optimization problem
also maximizes the throughput of node S2 under sta-
bility condition of node S1. This suggests that with
the DPP policy, throughput-optimal scheduling also mini-
mizes the average PAoI, but not necessarily minimizes the
average AoI.
We introduce a stochastic process α(t) which has time

average lim
t→∞ E[ 1

t

∑t−1
τ=0 α(τ)] = x. The problem in (41)

becomes

maximize lim
t→∞ E

[
1

t

t−1∑

τ=0

α(τ)

]

(42a)

subject to lim sup
t→∞

E

[
1

t

t−1∑

τ=0

(α(τ) − H(τ )b2(τ ))

]

≤ 0,

(42b)

Q < ∞, (42c)

0 ≤ α(t) ≤ αmax, (42d)

U(t) ∈ {(1, 1), (1, 0), (0, 1), (0, 0)}. (42e)

The inequality condition in (42b) can be transformed into a
queue stability problem with the help of virtual queues. We
define the virtual queue Z(t) that updates by the following
equation:

Z(t + 1) = max[Z(t) + α(t) − H(t)b2(t), 0]. (43)

The rectangular constraint 0 ≤ α(t) ≤ αmax is to make the
auxiliary variable bounded, where αmax is a sufficiently large
constant.6 Similar to the AoI optimization case, the DPP
algorithm for the PAoI optimization problem is described in
Algorithm 2.
Lemma 4: The DPP algorithms for both AoI and PAoI

optimization problems guarantee that the data queue at
node S1 is strongly stable. The queue backlog Q(t) of S1
satisfies:

lim sup
t→∞

1

t

t−1∑

τ=0

E[Q(τ )] ≤ C + V

ε
. (44)

This inequality holds for any value of ε bounded by 0 ≤
ε ≤ min{p1/1 − λ, δ · p2/1,2}. Here, C = λ2+1

2 for the case

with AoI optimization and C = α2
max+λ2+2

2 for the case with
PAoI optimization. V is a constant weight that affects the
tradeoff between the performance optimization and the queue
congestion.
Proof: See Appendix D.

6. Denote by αopt the optimal solution to the stochastic optimization
problem defined in (42) over all possible scheduling policies. When adding
the rectangular constraint 0 ≤ α(t) ≤ αmax to the problem, αmax should
be chosen large enough to ensure 0 ≤ αopt ≤ αmax. More details can be
found in [38].
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Algorithm 2 DPP Algorithm for PAoI Minimization
1) Initialization: Q(0) = 0, B(0) = 0, Z(0) = 0. Choose

αmax and V . Set t = 1.
2) At slot t, the network scheduler observes Q(t), Z(t)

and H(t), and makes decision U(t) by solving

maximize
U(t)

Z(t)H(t)p2(t) + Q(t)p1(t),

where p1(t) and p2(t) are given in (33) and (34).
3) The auxiliary variable α(t) is chosen by

α(t) =
{

αmax if Z(t) ≤ V,

0 otherwise.

4) Update all queues by

Q(t + 1) = max [Q(t) − b1(t), 0] + a1(t),

B(t + 1) = max [B(t) − u2(t), 0] + a2(t),

Z(t + 1) = max [Z(t) + α(t) − H(t)b2(t), 0].

5) Repeat steps 2–4 for the next slot t + 1.

C. DISCUSSION ON FURTHER EXTENSION
If there are multiple AoI-oriented and throughput-oriented
nodes in the system, we can formulate an optimization
problem with the weighted sum of the average AoI as the
objective function and include as constraints the stability con-
ditions for the throughput-oriented users. This problem can
still be solved by using the standard Lyapunov optimization
approach. The computational complexity of the DPP algo-
rithm will depend on the scheduling decision space, which
grows exponentially with K. However, in the PRA policy,
since we have throughput-oriented users with bursty traf-
fic, we face interaction among the queues. To characterize
in closed-form the stable throughput in such setup is a
well-known difficult problem for more than three users [39].

V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
PRA and DPP policies through simulations and compare the
average AoI and PAoI obtained with these two policies.
Since our analytical results do not depend on any spe-

cific channel model, the success probabilities we use in
the simulations are divided into two cases: 1) strong MPR,
p1/1 = 0.95, p1/1,2 = 0.63, p2/2 = 0.924, p2/1,2 = 0.41;
2) weak MPR, p1/1 = 0.924, p1/1,2 = 0.515, p2/2 = 0.882,
p2/1,2 = 0.3.7 For the PRA policy, we choose ξ = 0.001.
For the DPP policy, we choose V = 200 and αmax = 1. We
have chosen sufficiently long simulation time (106 slots) to
make sure that the Markov chains reach their steady state
behaviors.

7. The success probabilities are obtained by considering β̃1 = 12 dB for
node S1 and β̃1 = 10 dB for node S2, with SNR/SINR threshold −1 dB for
the strong MPR case and 1 dB for the weak MPR case.

FIGURE 3. Average AoI vs. data arrival probability λ. Energy arrival probability
δ = 0.6.

FIGURE 4. Percentage of time slots for each scheduling decision vs. data arrival
probability λ, when the DPP policy is applied. Energy arrival probability δ = 0.6.

A. AVERAGE AOI COMPARISON
In Fig. 3, we compare the average AoI obtained with both
policies, for different values of the data arrival probability
λ. First, we observe that the DPP policy always achieves
lower average AoI than the PRA policy. The difference is
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FIGURE 5. Time-average expected AoI vs. time for different values of V . Data arrival
probability λ = 0.75, energy arrival probability δ = 0.6. Strong MPR.

FIGURE 6. Average AoI vs. energy arrival probability δ. Data arrival probability
λ = {0.3, 0.7}.

more significant when the data arrival probability is larger.
Second, the performance of the DPP policy is divided into
two regimes. When λ reaches a certain point, the average

FIGURE 7. Average PAoI vs. data arrival probability λ. Energy arrival probability
δ = 0.6.

AoI has a sudden drop, and then increases with λ. To under-
stand this phenomenon, in Fig. 4 we present the percentage
of each scheduling decision obtained with the DPP pol-
icy, when the destination node has weak and strong MPR
capabilities, respectively. We see that in the case with weak
MPR [in Fig. 4(a)], the two nodes are never active at the
same time. However, in the strong MPR case as shown in
Fig. 4(b), the probability of having two concurrent transmis-
sions (the blue curve) starts to be non-zero after λ reaches a
certain point. One common observation from these two fig-
ures is that, when λ 
 0.4, there is a turning point where the
percentage of both nodes being idle becomes 0, i.e., there
are no idle slots in the channel. It means that the DPP pol-
icy makes full use of the transmission opportunities in the
channel without wasting any slot.
Note that the non-smoothness of the curves in Fig. 3

and Fig. 4(b) is not because of insufficient simulation time,
but comes from the performance-congestion tradeoff in the
DPP policy. Since the parameter V determines how much
weight we put on the penalty function, in Fig. 5 we show the
effect of V on the time-average AoI. We see that larger V
gives smaller long-term average AoI, but the required time
to reach the desired point also increases. For the value we
choose, 106 slots are sufficient for the DPP algorithm to
converge.
In Fig. 6, we show the relation between the average AoI

and the energy arrival probability δ. Also here, the DPP
policy performs significantly better than the PRA policy,
especially when the destination node has weak MPR capa-
bilities. Another interesting observation is, for both policies,
with high data arrival probability, e.g., λ = 0.7, the aver-
age AoI becomes independent of δ after δ reaches a certain
threshold. This is because when λ is large, q2 should be
small enough to satisfy the stability condition of node S1.
Then the age performance of S2 is mainly limited by the
energy departure process instead of by the arrivals.
Note that existing works such as [30], [39] have stud-

ied the stability region in two-user MAC with random
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FIGURE 8. Average PAoI vs. energy arrival probability δ.

access and MPR capabilities, which can provide a theoreti-
cal explanation for our findings from the stable throughput
perspective. In these references, the weak/strong MPR
capabilities correspond to

p1/1,2
p1/1

+ p2/1,2
p2/2

≶ 1. In the weak
MPR case, the stable throughput of the random access MAC
channel becomes a non-convex set, while it is a convex set
for the strong MPR case. Convexity of the stable throughput
region determines when a parallel concurrent transmission
scheme is preferable to a time-sharing scheme. Here, we
observe that in the weak MPR case, the optimal strategy is
to schedule one user at a time, which is not the case for the
strong MPR.

B. AVERAGE PAOI COMPARISON
In Fig. 7, we plot the average PAoI obtained with both
policies as a function of the data arrival probability λ. First,
we see that the DPP policy still outperforms the PRA policy
in most cases. Second, with the DPP policy (the blue curves),

when λ increases, the average PAoI first remains the same,
then increases with λ. This is because when λ is small,
the DPP algorithm will not allocate many transmission slots
to node S1. The EH node S2 will have more chances for
transmitting status updates when the battery is non-empty.
Then the age of node S2 is only limited by the energy
arrivals. A third observation is that when λ is high, with
strong MPR, the performances of these two policies become
the same, which is different than what we have observed
in Fig. 3.
In Fig. 8, we present the average PAoI obtained with both

policies for different values of the data and energy arrival
probabilities. Similar to the previous results, we observe the
advantage of the DPP policy, especially in the case with low
MPR capabilities. The only exceptional case when the PRA
policy performs as good as the DPP policy is when both λ

and δ are very high, and with strong MPR capabilities at
the destination node, as shown in Fig. 8(b). Recall that for
both policies, PAoI-optimal scheduling is also throughput-
optimal. This observation suggests that with strong MPR and
high data and energy arrival probabilities, the two policies
achieve the same optimal throughput.
Comparing the results in Fig. 6 and in Fig. 8, we see that

when λ is small, e.g., λ = 0.3, the average AoI and PAoI
achieved with the DPP policy are very close. However, when
λ is large, e.g., λ = 0.7, the average PAoI obtained with the
DPP policy is obviously higher than the average AoI. This
observation shows that with the DPP policy, PAoI-optimal
scheduling is not equivalent to AoI-optimal in the general
case.

VI. CONCLUSION
We studied age-optimal scheduling in a MAC with two het-
erogeneous source nodes generating different types of data
traffic. One grid-connected node has bursty data arrivals
and another node with EH capabilities sends fresh status
updates to a common destination. An optimization problem
was formulated to minimize the average age of the EH node
with respect to the queue stability of the grid-connected
node. We solved this problem by considering a PRA policy
with independent and random transmission decisions, and a
DPP policy developed by using Lyapunov optimization. We
derived the optimal solution with the PRA policy in closed
form, and proved that the average AoI is the same as the aver-
age PAoI. For the DPP policy, we proposed two dynamic
scheduling algorithms for the AoI and PAoI optimization
problems, and showed that the PAoI-optimal scheduling is
also throughput-optimal, but not AoI-optimal. Simulation
results showed that the DPP policy significantly outperforms
the PRA policy, especially when the destination node has
weak MPR capabilities.

APPENDIX A
PROOF OF THEOREM 1
Between two successful receptions of status updates, there
might be more than one attempted transmission. Let Ti rep-
resent the time difference between the (i−1)-th and the i-th
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attempted transmissions, from Fig. 2, we have

X =
M∑

i=1

Ti, (45)

where M is a RV representing the number of attempted trans-
missions between two successfully received status updates.
Note that when i = 1, T1 represents the time difference
between the latest successfully received update and the first
attempted transmission after that. Since Ti is a stationary
stochastic process, in the following we use E[T] to denote
the expected value of Ti for an arbitrary i. The expected
values of X can be obtained by using the probability mass
function of a geometric distribution, which gives

E[X] =
∞∑

m=1

mE[T]
(
1 − p2

)m−1
p2 = E[T]

p2
, (46)

where p2 is the success probability of the transmission from
S2, which is the weighted sum of p2/2 and p2/1,2. When the
queue at S1 is stable, we have

p2 = p2/2
(
1 − q1 · P

[
Q(t) �= 0

])+ p2/1,2q1P
[
Q(t) �= 0

]

= p2/2 −
(
p2/2 − p2/1,2

)
λ

p1/1 − min{δ, q2} · (p1/1 − p1/1,2
) . (47)

For the second moment of X, we start from

X2 =
(

M∑

i=1

Ti

)2

=
M∑

i=1

T2
i +

M∑

i=1

M∑

j=1,j �=i
TiTj. (48)

Taking conditional expectation of both sides, we get

E

[
X2|M

]
= ME

[
T2
]

+M(M − 1)(E[T])2. (49)

Then we have

E

[
X2
]

=
∞∑

m=1

E

[
X2|m

](
1 − p2

)m−1
p2

= E
[
T2
]

p2
+ (E[T])2 2

(
1 − p2

)

p2
2

. (50)

Here, the sum converges when p2 > 0. Substituting (46)
and (50) into (23), the average AoI becomes

A = E
[
T2
]

2E[T]
+ E[T]

(
1 − p2

)

p2
+ 1

2
. (51)

Since T is a discrete number representing the time differ-
ence between two consecutive attempted transmissions, the
probability mass function of T is given by

P[T = k] = P[B(t) = 0]
k−1∑

l=1

(1 − δ)l−1δ(1 − q2)
k−l−1q2

+P
[
B(t) �= 0

]
(1 − q2)

k−1q2. (52)

The first term is the probability that when the battery of S2 is
empty, S2 does not attempt to transmit for k−1 consecutive
slots, either because of no energy arrival or because it decides

not to transmit. The second term is the probability that when
the battery is non-empty, S2 decides not to transmit for k−1
consecutive slots.
Since (52) involves P[B(t) = 0], as mentioned previously,

our analysis will be given in two cases: when δ < q2 and
when δ = 1, respectively.

A. WHEN S2 RELIES ON EH AND δ < Q2
Recall that we have P[B(t) �= 0] = δ

q2
when δ < q2. After

substituting P[B(t) �= 0] = δ
q2

into (52), we have

P(T = k) =
(

1 − δ

q2

)

q2(1 − q2)
k−2δ

k−1∑

l=1

(
1 − δ

1 − q2

)l−1

+ δ

q2
(1 − q2)

k−1q2

= (q2 − δ)(1 − q2)
k−2δ

k−1∑

l=1

(
1 − δ

1 − q2

)l−1

+δ(1 − q2)
k−1. (53)

After some simplification, we can obtain

E[T] =
∞∑

k=1

kP[T = k] = 1

δ
. (54)

Similarly, we have

E

[
T2
]

=
∞∑

k=1

k2
P[T = k] = 2 − δ

δ2
. (55)

B. WHEN S2 IS CONNECTED TO POWER GRID
In this case, we have P[B(t) �= 0] = 1. From (52) we get

P[T = k] = (1 − q2)
k−1q2, (56)

E[T] =
∞∑

k=1

kP[T = k] = 1

q2
, (57)

E

[
T2
]

=
∞∑

k=1

k2
P[T = k] = 2 − q2

q2
2

. (58)

Combining these two cases, we have that

E[T] = 1

min{q2, δ} , (59)

E

[
T2
]

= 2 − min{q2, δ}
min{q2, δ}2

. (60)

Substituting (59) and (60) into (51), we obtain Theorem 1.

APPENDIX B
PROOF OF LEMMA 2
When S2 relies on EH and assuming δ < q2, the average
AoI is 1/(δ · p2), which is independent of q1 and q2 as it
can be seen from (47). Thus, the optimal value of q2 can be
any value within the range (δ, 1]. From the queue stability
condition given in (15), we have

q1 >
λ

p1/1(1 − δ) + δp1/1,2
. (61)
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Since the probability q1 cannot be larger than 1, we have λ <

p1/1(1 − δ) + δp1/1,2, which corresponds to δ <
p1/1−λ

p1/1−p1/1,2
.

Combining with the condition 0 ≤ δ ≤ 1, we have

0 < δ < min

{
p1/1 − λ

p1/1 − p1/1,2
, 1

}

. (62)

If this condition is satisfied, the optimal transmit probabilities
are q∗

1 > λ
p1/1(1−δ)+δp1/1,2

and q∗
2 > δ.

If δ ≥ min{ p1/1−λ

p1/1−p1/1,2
, 1}, the optimal values of q1 cannot

be found by (61) because the threshold exceeds 1. Thus,
the queue stability implies that δ ≥ q2. In this case, we can
disregard the energy queue and consider the system as if S2
was connected to a power grid. Then the AoI optimization
problem becomes

minimize
q1,q2

1

q2p2
(63a)

subject to q1(1 − q2)p1/1 + q1q2p1/1,2 > λ, (63b)

0 ≤ q1 ≤ 1, (63c)

0 ≤ q2 ≤ δ. (63d)

Since the average AoI is inversely proportional to q2, the
optimal value of q2 is the maximum value of q2 ∈ [0, δ]
that satisfies the queue stability condition in (63b). Then we
have

q2 <
p1/1 − λ/q1

p1/1 − p1/1,2
. (64)

The maximum value of q2 is achieved when q1 = 1.
Then we obtain the optimal solution as q∗

1 = 1 and

q∗
2 = min{ p1/1−λ

p1/1−p1/1,2
, δ}− ξ , where ξ > 0 is a small positive

value to ensure that the service probability is strictly larger
than the arrival probability.

APPENDIX C
PROOF OF LEMMA 3
From the queue evolution Q(t+1) = max [Q(t)−b1(t), 0]+
a1(t), the Lyapunov drift is bounded by


(t) ≤ 1

2
E

[
a1(t)

2 + b1(t)
2|�(t)

]

+E[Q(t)(a1(t) − b1(t))|�(t)]. (65)

From E[a1(t)|�(t)] = E[a1(t)] = λ and E[b1(t)2|�(t)] ≤ 1,
we have


(t) ≤ λ2 + 1

2
+ λQ(t) − E[Q(t)b1(t)|�(t)]. (66)

Adding the penalty term VE[A(t+1)|�(t)], with A(t+1) =
A(t) + 1 − H(t)b2(t)A(t) and pi(t) = E[bi(t)] for i = {1, 2},
we obtain the upper bound for the DPP as in (39).

APPENDIX D
PROOF OF LEMMA 4
A. PROOF FOR QUEUE STABILITY WITH PAOI
OPTIMIZATION
We define �(t) = [Z(t),Q(t)] and consider the Lyapunov
function L(�(t)) = 1

2Q(t)2 + 1
2Z(t)2. The one-slot condi-

tional Lyapunov drift is given by


(t) = E[L(�(t + 1)) − L(�(t))|�(t)]. (67)

From (1) and (43), the Lyapunov drift is bounded by


(t) ≤ E
[
α(t)2 +H(t)2b2(t)2 + a1(t)2 + b1(t)2|�(t)

]

2
+E[Q(t)(a1(t) − b1(t))|�(t)]

+E[Z(t)(α(t) − H(t)b2(t))|�(t)]. (68)

We know that E[a1(t)|�(t)] = λ, E[α(t)|�(t)] ≤ αmax,
E[H(t)2b2(t)2|�(t)] ≤ 1, and

E[b1(t)2|�(t)] ≤ 1. Define C = α2
max+λ2+2

2 , we have


(t) ≤ C + λQ(t) − E[Q(t)b1(t)|�(t)]

+E[Z(t)(α(t) − H(t)b2(t))|�(t)]. (69)

Since pi(t) = E[bi(t)] for i = {1, 2}, the drift-plus-penalty is
bounded by


(t) − VE[α(t)|�(t)] ≤ C + λQ(t)

+E[α(t)(Z(t) − V)|�(t)]

+E
[
Z(t)H(t)p2(t) + Q(t)p1(t)|�(t)

]
, (70)

where V denotes the weight on the penalty function.
We consider opportunistically minimizing the conditional

expectation of the upper bound on the DPP, which results
in the following two sub-problems:

• Observe Z(t), H(t) and Q(t), choose the scheduling
decision that maximizes Z(t)H(t)p2(t) + Q(t)p1(t);

• Choose 0 ≤ α(t) ≤ αmax that minimizes α(t)(Z(t)−V),
which gives

α(t) =
{

αmax if Z(t) ≤ V,

0 otherwise.

Then we obtain the DPP algorithm described in Algorithm 2.
In the following, we show that this algorithm stabilizes the

network. Consider an alternative S-only policy that makes
stationary randomized decisions independent of the queue
backlog, there exists ε > 0 such that the resulting values
p∗

1(t), p
∗
2(t), H

∗(t) and α∗(t) of the S-only policy satisfy:

E
[
p∗

1(t)
] = p∗

1 ≥ λ + ε, (71)

E
[
H∗(t)p∗

2(t)
]− E

[
α∗(t)

] ≥ ε, (72)

E
[
α∗(t)

] = αsr(ε). (73)

Here, 0 ≤ αsr(ε) ≤ αopt is a feasible solution to the problem
defined in (42) that can be achieved by an S-only policy. The
conditions in (71) and (72) are feasible for any ε bounded
by 0 ≤ ε ≤ min{p1/1 − λ, δ · p2/1,2}, if λ < p1/1 holds.

Since our DPP algorithm minimizes the right-hand side
of (70) in every slot, after taking iterated expectations on both
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sides, any alternative policy (S-only or not) would results
in larger value for the expectation of the right-hand side
of (70). Then we have

E[L(�(t + 1))] − E[L(�(t))] − VE[α(t)]

≤ C − εE[Q(t)] − εE[Z(t)] − Vαsr(ε). (74)

Summing over τ = 0, . . . , t− 1, after rearranging terms, we
obtain

t−1∑

τ=0

E[Q(τ )] +
t−1∑

τ=0

E[Z(τ )] ≤ t
C + V(E[α(t)] − αsr(ε))

ε

− E[L(�(t))] − E[L(�(0))]

ε
. (75)

After neglecting the non-negative terms and dividing both
sides by t, we get

1

t

t−1∑

τ=0

E[Q(τ )] ≤ C + V(E[α(t)] − αsr(ε))

ε

+E[L(�(0))]

tε
. (76)

Since E[α(t)] ≤ αopt where αopt is the optimal solution over
all scheduling policies, taking the limit t → ∞, we obtain

lim sup
t→∞

1

t

t−1∑

τ=0

E[Q(τ )] ≤ C + V
(
αopt − αsr(ε)

)

ε
. (77)

This shows that the queue of S1 is strongly stable.
Furthermore, knowing that 0 ≤ αopt < 1 because
E[H(t)b2(t)] ≤ 1, and 0 ≤ αsr(ε) ≤ αopt, the queue backlog
is bounded by

lim sup
t→∞

1

t

t−1∑

τ=0

E[Q(τ )] ≤ C + V

ε
. (78)

This inequality holds for any value of ε bounded by 0 ≤
ε ≤ min{p1/1 − λ, δ · p2/1,2}.

B. PROOF FOR QUEUE STABILITY WITH AOI
OPTIMIZATION
Same as in the PAoI optimization case, we consider an
alternative S-only policy that satisfies E[p∗

1(t)] ≥ λ + ε.
From the DPP bound in (39), following similar steps as in
Appendix D-A, we have

E[L(�(t + 1))] − E[L(�(t))] + VE
[
H2(t)p2(t)A(t)

]

≤ C − εE[Q(t)] + VE[A(t) + 1 − A(t + 1)]. (79)

After neglecting some non-negative terms, we obtain

εE[Q(t)] ≤ C + V + VE[A(t) − A(t + 1)] + E[L(�(t))]

−E[L(�(t + 1))]. (80)

Summing over τ = 0, . . . , t− 1, dividing both sides by t · ε,
and taking the limit t → ∞, we obtain the same inequality
as in (44).
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