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ABSTRACT Wireless powered communication networks (WPCNs) are commonly analyzed by using the
linear energy harvesting (EH) model. However, since practical EH circuits are non-linear, the use of the
linear EH model gives rise to distortions and mismatches. To overcome these issues, we propose a more
realistic, nonlinear EH model. The model is based upon the error function and has three parameters. Their
values are determined to best fit with measured data. We also develop the asymptotic version of this
model. For comparative evaluations, we consider the linear and rational EH models. With these four EH
models, we investigate the performance of a WPCN. It contains a multiple-antenna power station (PS),
a signal-antenna wireless device (WD), and a multiple-antenna information receiving station (IRS). The
WD harvests the energy broadcast by the PS in the PS-WD link, and then it uses the energy in the WD-
IRS link to transfer information. We analyze the average throughput of delay-limited and delay-tolerant
transmission modes as well as the average bit error rate (BER) of binary phase-shift keying (BPSK) and
binary differential phase-shift keying (BDPSK) over the four EH modes. As well, we derive the asymptotic
expressions for the large PS antenna case and the effects of transmit power control. Furthermore, for the
case of multiple WDs, we optimize energy beamforming and time allocation to maximize the minimum
rate of the WDs. Finally, the performances of four EH models are validated by Monte-Carlo simulations.

INDEX TERMS Nonlinear energy harvesting, wireless powered communications network, average
throughput, bit error rate, resource allocation.

I. INTRODUCTION
A. BACKGROUND AND MOTIVATION

INTERNET of Things (IoT) is a network to connect
people, processes, data, and things. Globally, IoT con-

nections will grow 2.4-fold, from 6.1 billion in 2018 to
14.7 billion by 2023 [1]. Mixed devices and connections
are enabling myriad IoT apps. Connected-home, video-
surveillance, connected appliances, and tracking apps will
make up 48% of IoT connections by 2023. In the fifth-
generation (5G) wireless, massive machine type communi-
cation (mMTC) enables tens of billions of low-complexity,
low-power devices to connect [2]. Thus, charging or replac-
ing their batteries regularly adds to the cost and complexity
of the networks. Thus, energy harvesting is an attractive
option [3]. For example, the commercial energy transmit-
ters and radio frequency (RF) energy harvesters have been

developed by Powercast [4]. On the other hand, harvesting
energy from RF signals can be up to a few kilome-
ters [5]. Ambient RF signals are ubiquitous from cellular
base stations, television stations, wireless routers and others.
Alternatively, dedicated RF power transmitters may also be
deployed [5].
These advantages have led to the harvest-then-transmit

protocol [6] and wireless powered communications networks
(WPCNs). That is, a power station (PS) or hybrid AP trans-
fers energy to a wireless user in the downlink, who harvests
energy and transmits information in the uplink to the data
receiver. The resulting energy harvesting (EH) paradigm has
been heavily researched [7]–[11]. While many works focus
on the EH performance for various wireless applications,
the characteristics of the EH circuit are a fundamental issue
[12], [13]. Since these characteristics in fact determine the
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amount of harvested energy [14], several EH models have
been developed.

B. ENERGY HARVESTER MODELS AND RESOURCE
ALLOCATIONS
The linear EH model is the de facto standard for most
works [6], [8], [10], [15]–[18]. It assumes that the output
power of the energy harvester increases linearly with the
input RF signal power. It thus suffers from two limitations.
First, empirical works [19]–[22] demonstrate that practical
EH circuits display nonlinear characteristics, exhibiting a
saturation plateau with high input powers. This fact directly
follows from the fact that EH circuits employ nonlinear ele-
ments such as diodes and transistors [21], [23]. Thus, the
unbounded increase predicted by the linear model is empiri-
cally wrong [24], [25]. Second, the output of the EH circuit
drops to zero if the input RF is below a minimum input
power level, which is known as the sensitivity level of the
circuit. For example, it is −25 dBm at 1.3 GHz for an
EH circuit of 130-nm CMOS (complementary metal-oxide-
semiconductor) [13] and −22 dBm at 915 MHz for a 180-nm
CMOS [26]. Most energy harvesters have an activation level
due to the diode turn-on voltage, and if the received energy
is below the level, the input energy is too small to be har-
vested [27]. Clearly, these two key properties of practical EH
circuits are not correctly represented by the standard linear
EH model.
Thus, to represent practical EH circuits more accurately,

several nonlinear models have been developed. Specifically,
they include a piece-wise linear function [28], a rational
function [29], a polynomial function [30], a sigmoid func-
tion [31], or an improved sigmoid function [32]. We briefly
discuss their applications next.
Although the model [28] captures the saturation effect

of practical EH circuits, it assumes a linear response up to
the saturation level. Thus, this model may not fully match
measured data. Nevertheless, this model offers a degree of
analytical tractability and has thus been employed for outage
performance analysis of relays [33], [34], secrecy analysis
of relays [35], throughput analysis of WPCNs [36], and
resource allocation of a WPCN [24]. Since the rational EH
model [29] is not analytically tractable, it has been modified
to a simpler form [14]. Both the models correctly exhibit the
saturation characteristic. The polynomial model is obtained
by truncating the Taylor expansion of the diode output and
it has been used for signal optimization [30]. The sigmoid
model posits a logistic transfer function between the input
and output powers [31]. It captures the saturation character-
istic of practical circuits but assumes zero sensitivity. It has
been used to study resource allocation for non-orthogonal
multiple access (NOMA) cognitive radio networks in [37],
[38], outage probability and throughput [39] and many more.
The sigmoid model has been modified in [32] to incorpo-
rate non-zero sensitivity levels. This modified model has
been applied for energy beamforming optimization [40].
The non-linear models of [31] and [32] have been studied

in [41]. We hasten to add that this overview is by no means
complete.
Resource allocations have been extensively investigated

for EH systems [6], [8], [10], [16], [31], [37], [41]. However,
some of them consider the simple linear EH model, for
which the resource allocation problems are relatively easy
to solve [6], [8], [10], [16]. Resource allocation schemes
highly depend on accurate mathematical models for the
RF EH circuits and the discrepancy between the prop-
erties of practical nonlinear EH circuits and the linear
EH model may cause performance degradation in practi-
cal implementation due to the drastic resource allocation
mismatches [42]. There are a few papers investigating
resource allocations for WPCNs with nonlinear EH mod-
els [24], [40], [42]. In particular, in [42], with the sigmoid
nonlinear EH model, the time allocation and power con-
trol of a multi-user WPCN system are jointly optimized
to maximize the minimum individual throughput. In this
scheme, the uplink WDT is supported through time divi-
sion multiple access (TDMA) with multi-input multi-output
(MIMO) transceivers. The authors in [24] also investigate the
optimal time and power allocation of a multi-user TDMA
WPCN With the peice-wise linear EH model. Moreover,
reference [40] adopts the sigmoid nonlinear EH model
with sensitivity and investigates the energy beamforming
and time allocation problem to maximize the rate fairness.
In this scheme, the hybrid AP supports WPT via energy
beamforming and WDT via space-division-multiple-access
(SDMA).

C. PROBLEM STATEMENT AND CONTRIBUTIONS
The above review makes it clear that the non-linearity of
practical EH circuits will clearly affect the performance and
design of WPCNs and that the mismatch between the linear
EH model and measured data can lead to bad design choices.
For example, performance analysis based upon the linear
model predicts overoptimistic results in terms of the common
performance measures such as outage, ergodic capacity, error
rate and so on. Additionally, the use of the linear EH model
could be misleading for the uplink sum rate maximization
problems. For these reasons, we need more accurate EH
models.
In this article, we first propose two new nonlinear

EH models. The first model has four parameters, which
can be determined via a best-fit search of measured
data [22], [23], [43]. The second is a simplified version
of the first. We also develop a detailed performance
analysis and investigated a resource allocation for
a WPCN.
The main contributions are summarized as follows:

1) We suggest a new nonlinear EH model (NLEH), based
on the error function. This model consists of four
parameters, which can be estimated by simple best-
fit search with measured data. We also develop a new,
simplified asymptotic model (AM). These two are then
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compared against the standard linear model (LM) and
the rational model (RM) due to [14].

2) To comparatively evaluate these four models, we inves-
tigate the throughput of the WPCN (Fig. 3) and bit
error rates (BER) of binary phase-shift keying (BPSK),
binary differential phase-shift keying (BDPSK) modu-
lations. In particular, we derive the throughput of delay
limited or tolerant modes.

3) We also consider the large antenna regime at the power
station. In this case, the received power at the wireless
device tends to the normal distribution. By exploiting
this fact, we find the asymptotic throughput and BER
expressions for new the EH model. Asymptotic results
of other models can be derived similarly. The impact
of transmit power control is also analyzed.

4) Optimal energy beamforming and time allocation are
developed with the proposed EH models for multiple
wireless devices (WDs). In particular, we maximize
the rate fairness across them. We show that the
optimal energy beamformer significantly outperforms
omni-directional beamforming.

Furthermore, we assess the impact of the transmit power of
the power station, the EH time, power amplifier efficiency
at WD, the number of PS antennas and the number of IRS
antennas via numerical simulations. From numerical results,
we show that NLEH, AM, and RM models accurately reach
the saturation state of practical EH circuits, but the LM
model does not.
Notation: For random variable (RV) X, fX(·) and FX(·)

denote the probability density function (PDF) and cumu-
lative distribution function (CDF). A circularly symmetric
complex Gaussian vector with mean μ and correlation
matrix B is CN (μ,B). The gamma function �(a) is given
in [44, eq. (8.310.1)]; �(a, x) is upper incomplete Gamma
function given in [44, eq. (8.350.2)]; �(a, b; z) is the con-
fluent hypergeometric function [44, eq. (9.211.4)]; γ (n, x)
is the lower incomplete gamma function [44, eq. (8.350)];
Kν(·) is the ν-th order modified Bessel function of the second
kind [44, eq. (8.432)]; Gmnpq (z | a1···ap

b1···bq ) denotes the Meijer
G-function [44, eq. (9.301)].
This article is organized as follows. In Section II, we

describe the new nonlinear EH model, its asymptotic ver-
sion, the standard linear EH model and the rational EH
model. In Section III, we introduce the system model.
Section IV analyzes the average throughput of delay-limited
and delay-tolerant transmission modes as well as the aver-
age BER of BPSK and BDPSK for four EH models.
Large antenna case and transmit power control are also
considered in this section. In Section V, the resource allo-
cation with four EH models are described. Section VI
studies energy beamforming optimization. In Section VII,
numerical results show the accuracy of the exact and
asymptotic results. Sections VIII provides the concluding
remarks. Finally, some derivations are relegated to the
appendices.

II. EH MODELS
A. NEW ENERGY HARVESTING MODEL
As mentioned in Section I-B, there are two limitations in
the practical EH circuits: First, for large input powers, the
output power exhibits a saturation plateau. Second, when the
input power is lower than the sensitivity level, the output is
zero. Here, we suggest a nonlinear EH model that captures
the saturation and sensitivity character of practical circuits.
The model posits that the harvested power at the output of
the EH circuit can be expressed as

Ph = Pmax

[
erf(a((Pr − Pse) + b)) − erf(ab)

1 − erf(ab)

]+
� q(Pr),

(1)

where Pmax is the maximum harvested power level, and Pr
is the received RF power input, a > 0 and b > 0 are two
parameters, Pse is the input sensitivity level such that output
power falls to zero if Pr ≤ Pse, and [x]+ = max(x, 0). And
erf(x) = 2√

π

∫ x
0 e

−t2dt is the well-known error function.
The intuition for this model comes from the following

observation. Since practical EH circuits exhibit a saturation
region for large input powers, this behavior must be modeled
by a smooth function. The error function is suitable for
this purpose because for large x, erf(x) tends to one; thus,
in (1), as Pr gets large, the harvested power Ph converges to
Pmax. Of course, erf(x) is not the only such function. The
parameters a, b and Pmax can be determined via a best-fit
match with experimental data.
The model (1) is general enough for a wide variety of

applications. However, perhaps the simplest way to com-
pare it against others is to compute the average of Ph.
This depends on fading and other details of the EH link.
In this article, we consider a specific WPCN (Fig. 3), which
consists of a PS with N ≥ 1 antennas and a wireless
device (WD), which harvests RF energy. Suppose that the
PS transmits at power level Pt. Let the large-scale path-loss
between PS and WD be �1 and the small-scale channel be
h. Further details of these can be found in Section III. The
received RF signal power with maximum ratio transmission
(MRT) beamforming at the PS, i.e., w = h

||h|| [45], becomes
Pr = Pt�1||h||2GPSGWD = P̄t||h||2 where GPS and GWD are
the antenna gains of PS and WD, and P̄t = Pt�1GPSGWD is
the transmit power corrected by the antenna gains and the
path-loss. Thus, assuming the distance remains fixed, the
average harvested power by the WD under this EH model
is given by

E[Ph] =
∫ ∞

Pse
q(x)fPr (x)dx (2)

where fPr (x) is the PDF of the received power, which is
given as (see Section III)

fPr (x) = 1(
P̄t
)N

�(N)
xN−1e

− x
P̄t , 0 ≤ x < ∞. (3)
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However, we need a comparative evaluation for a better
assessment of the impact of different EH models. Thus, we
consider the following three models.

B. ASYMPTOTIC MODEL
To find a simpler model, we consider the region where the
input RF power to the EH circuit is large. This can happen
when the transmit power of the PS grows large and the chan-
nel fading is negligible. The new nonlinear model (1) then
predicts that the harvested power level will be Pmax. Based
on this fact, we suggest the following simple asymptotic
model:

Pa = Pmax

[
1 − e−κ(Pr−Pse)

]+
� qas(Pr), (4)

where κ is a constant. It can be seen that, as per Fig. 1 and
Table 1, the asymptotic model is good for Pr as small as
500μW. This model is simpler than (1) and may be more
analytically tractable. Clearly, this model is very consistent
with (1) in the asymptotic region. But we can choose κ to
make this model as accurate as possible for the entire input
power range. While there may be several ways to find an
optimal value of κ, a simple option is to make sure that
both (1) and (4) have the same gradient at the input zero
(Pr = Pse). Thus, by matching the first derivatives of (1)
and (4) at Pr = Pse point, we find

κ = 2
e−a2b2

a√
π(1 − erf(ab))

.

To recap, once we have measured data, the parameters of
both of these models, (1) and (4), can be estimated readily.
As before, for comparative evaluations, we must compute

the average of Pse. We consider the same WPCN (Fig. 3).
With the same details given before, the average harvested
power at the WD is given by

E[Pa] =
∫ ∞

Pse
qas(x)fPr (x)dx

= Pmax

P̄Nt �(N)

∫ ∞

Pse

(
1 − e−κ(x−Pse)

)
xN−1e

− x
P̄t dx

= Pmax

�(N)

⎡
⎣�

(
N,

Pse
P̄t

)
−
eκPse�

(
N,Pse

(
κ + 1

P̄t

))
(
1 + κP̄t

)N
⎤
⎦,

(5)

where �(a, x) is upper incomplete Gamma function given
in [44, eq. (8.350.2)] and the integral is obtained from [44,
eq. (3.351.3)].

C. LINEAR MODEL
For completeness and for comparative evaluation purposes,
we also consider the linear EH model, the most commonly
used one in the literature. According to this model, the
harvested power at the output of the EH circuit is given by

Pl = μ(Pr − Pse)
+ � ql(Pr). (6)

This model has only one parameter, namely μ. It can be
found by curve fitting with the measured input-output data
of practical EH circuits.
However, in this case, we must compare this model with

our NLEH model (1). To do so, we simply match the gradient
of (1) at input Pr = Pse with the constant μ. Thus it is
given by

μ = 2Pmax
e−a2b2

a√
π(1 − erf(ab))

.

Once again, this constant is derived by matching the first
derivatives of (1) and (6) at Pr = Pse point.

As before, we would like to compute the average of Pl.
We consider the specific WPCN (Fig. 3). With the same
details given before, the average harvested power at the WD
is given by

E[Pl] = μE[Pr]

= μ

P̄Nt �(N)

∫ ∞

Pse
(x− Pse)x

N−1e
− x
P̄t dx

= μP̄t
�(N)

�

(
N + 1,

Pse
P̄t

)
− μPse

�(N)
�

(
N,

Pse
P̄t

)
, (7)

where integral is obtained from [44, eq. (3.351.3)] and
�(a, x) is the incomplete gamma function. Unsurprisingly,
this models predicts a linear increase of the average har-
vested power with the transmit power. This however does
not match with the behaviour of practical EH circuits.

D. RATIONAL MODEL
Rational models express the output power of the EH circuit
as a ratio of two polynomials. For example, [29] examines
a large number of energy harvesters and develops a detailed
rational model. But this model ends up with seven parame-
ters. Thus, a simplified version proposed in [14], which is
equivalent to the following:

Prat = Pmax

[
Pr − Pse
Pr + β

]+
� qrat(Pr). (8)

This model has only two parameters, namely Pmax and β.

They can be found by best-fit search with the measured data.
However, in this case, we want to compare this model

with our NLEH model (1). To do so, constant β is derived
by matching the first derivatives of (1) and (8) at Pr = Pse
point. Thus, we find

β =
√

π(1 − erf(ab))

2e−a2b2a
.

As before, we would like to compute the average of Prat.
We consider the specific WPCN (Fig. 3). With the same
details given before, Under this model, the average harvested
power at the WD is given by

E[Prat] =
∫ ∞

Pse
qrat(x)fPr (x)dx. (9)
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FIGURE 1. Input-output relationship of the models: (a) in the overall region; (b) in
the sensitivity region [21]. The measurement data is obtained from [21, Fig. (17.d)].

E. MODEL COMPARISONS
The parameters of the piece-wise model, the sigmoid model,
and the NLEH model are all obtained via the built-in genetic
algorithm of MATLAB. To determine the parameter values
of each model, this algorithm minimizes the mean square
error between the model and the measured data.
To illustrate this process, we first the parameters of the

proposed new NLEH (1) by using the measurement data
given in [21, Fig. (17.d)]. This article gives Pse to be
−22 dBm. We use this value in (1) and find the three remain-
ing NLEH parameters as a = 0.0088, b = 25.6410 μW and
Pmax = 10.2010 μW with a root mean square error (RMSE)
of 0.8591. The same process is applied to the other models
as well. Fig. 1 (a) depicts the match between these models
and the measured data. Fig. 1 (b) plots the sensitivity region
with Pse being −22 dBm (6.3μW). It can be seen when
the input power is less than the sensitivity level, the out-
put power is 0. In Table 1, we compared the RMSE values
for several models. It is interesting to note that both AM

TABLE 1. Model comparison.

and RM models achieve fairly small RMSE deviations. In
contrast, the linear model has an extremely poor fit with
the measured data (e.g., the extremely large RMSE value).
Thus, we may expect that the use of the LM model will be
overly optimistic compared to the other three models.
On the other hand, the LM model may be improved by

adding a saturation effect. This gives rise to the so-called
piece-wise linear model It has a knee point, which is the
main parameter. The knee point is determined to best fit
the measured data. We use the built-in genetic algorithm
of MATLAB to find this parameter by minimizing the
RMSE. The RMSE in this case is found to be 1.30. So
this model does much better than the linear model (RMSE
is 42.88). Thus, we see that our proposed NLEH and AM
models achieve better accuracy than the piece-wise linear
model [28].
Compared with the sigmoid model with sensitivity of [40],

we see that our proposed NLEH model is a bit more accurate
in terms of the RMSE. We have observed the same situation
with another data set in [23, Fig. (5)]. This limited compar-
ison based on [21], [23] suggests that the new NLEH model
provides a better approximation to the measured data than
the other EH models. Of course, this situation may reverse
for other measured data. Table 1 also includes a comparison
of several qualitative measures. For example, in terms of
analytical tractability, the linear model is the best, which is
why it is the most commonly used model. In some case, the
linear models also enables the development of closed-form
solutions.
Fig. 2 compares the four models, (1), (4), (6) and (8)

in terms of the average harvested power at the WD. We
assume the EH circuit is part of the WD in the communica-
tion system (Fig. 3). The PS has N = 3 antennas and the WD
has one. All the three nonlinear EH models show the satura-
tion plateau, which coincides with measured data in Fig. 1.
Clearly, RM and AM models approximate the NLEH model
well for high input powers. However, the LM is inaccurate
in modelling of practical EH circuits as the transmit power
increases. Despite that, it can approximate the practical EH
circuit for low transmit powers (<−18 dBm). Overall, the
use of the LM model yields optimistic upper bounds on
performance.
These four EH models will next be used for a system

performance analysis. To set the scene for that, we next
describe the communication system model.
For the rest of this article, we assume Pse = 0. This

enables some closed-form analysis as well as compact
performance expressions.
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FIGURE 2. E[P] of four EH models versus Pt (dBm). Parameters a = 0.0088,
b = 25.6410μW and Pmax = 10.2010 μW, N = 3, GPS = 11 dBi, GWD = 3 dBi, and the
distance between PS and WD is 4 m.

FIGURE 3. System Model.

III. COMMUNICATION SYSTEM MODEL
A. NETWORK MODEL
We consider a multiple-antenna WPCN with downlink
wireless power transfer (WPT) and uplink wireless data
transmission (WDT) (Fig. 3). We assume energy beamform-
ing in the downlink. That is, the PS utilizes its multiple
antennas to focus energy beams toward the WD. Energy
beamforming thus maximizes the harvested energy at the
WD [15], [39], [46]. To enable this, the PS performs MRT
energy beamforming by properly weighting the transmit sig-
nals at different PS antennas, since MRT is optimal for the
single-user case [46]. The beamforming vector in this case is
w∗ = h

||h|| . On the other hand, IRS uses maximum ratio com-
biner (MRC) reception of uplink signals with a combining
weight vector u∗ = g

||g|| [15] where g is the uplink chan-
nel between the WD and the IRS. Following [15], [47], we
assume the availability of perfect channel state information
(CSI) at the WD and IRS. For a duration of one transmis-
sion block T , τT duration is used for downlink WPT, where
τ ∈ (0, 1). The WD harvests energy in τT and then trans-
mits data in the uplink WDT for (1− τ)T duration. Without
loss of generality, we assume a normalized unit transmission
block time (i.e., T = 1).

B. CHANNEL MODELS
The small-scale mutipath fading part of the WPT channel is
denoted as h ∈ C

N×1, which is distributed as h ∼ CN (0, IN).
Similarly, the WDT channel, i.e., WD-IRS is denoted as

g ∈ C
M×1, which is distributed as g ∼ CN (0, IM). h

and g are independent. Clearly, all the channel coefficients
hk, gk ∀k ∈ [1,N] are independent and identically dis-
tributed (iid) CN (0, 1) RVs. Consider ‖h||2 = ∑N

i=1 |hi|2
and ||g||2 =∑M

j=1 |gj|2. Thus, both ||h||2 and ||g||2 are scaled
central Chi-square random variables distributed with 2N and
2M degrees of freedom. Thus, these PDF’s are special cases
of the following PDF:

f (x) = 1

�(L)
xL−1e−x, 0 ≤ x < ∞, (10)

where L = N or L = M. The moment generating function
(MGF) for this PDF is given by

M(t) = E

[
e−tX

]
= 1

(1 + t)L
, �(t) > −1. (11)

Although this MGF is well known, we list it here because the
essential role it plays in our performance analysis. The role
arises due to the fact that the received signal power at the WD
contains a factor ||g||2, which is Gamma distributed. Thus,
this MGF will help the overall averaging process, which can
actually be done in two stages. The first stage can be the
averaging over the distribution of ||g||2, which requires the
MGF in (11). Moreover, the MGF method can be used for
extensive analysis of communication links [48], [49].
The PS-WD and WD-IRS distances are d1 and d2 respec-

tively. The large-scale pathlosses of the WPT and WDT
channels are �k = d−s

k (k = 1, 2) [50] where s is the path
loss factor and dk is the distance between the transmitter
and the receiver, usually measured in meters [21].

C. SIGNAL-TO-NOISE RATIO
Let P be the amount of power harvested by the WD.
According to the four different EH models (Section II), we
have P = Ph for NLEH, P = Pa for AM, P = Pl for LM,
and P = Prat for RM. The input RF power of the EH circuit
is given by Pr = P̄t‖h||2. The WD harvests energy for dura-
tion τ. Thus, the amount of energy harvested by the WD is
Eh = Pτ. The WD transmits signals to the IRS for a duration
of (1−τ). Suppose that the WD uses a power amplifier with
efficiency 0 < η < 1. Thus, ηEh is used for data transmis-
sion in the WD-IRS link, and the power amplifier consumes
the rest [39]. Hence, during the data transfer phase, the trans-
mit power of the WD is PWD = ηEhGWD

(1−τ)
. Consequently, the

signal-to-noise ratio (SNR) at the IRS can be written as

γ = τηP�2GWDGIRS‖g‖2

(1 − τ)σ 2
= cP‖g‖2, (12)

where GIRS is the antenna gain of IRS and c = τη�2GWDGIRS
(1−τ)σ 2 .

In the next section, we analyze the average throughput of
delay-limited and delay-tolerant modes [15]. These modes
are determined based upon the length of codewords trans-
mitted by the user. If each codeword is short, and thus the
IRS decodes each one without waiting to process multiple
codewords together, the resulting mode is the delay limited
mode. Consequently, in this case, outage probability (OP),
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the probability that the transfer rate below a given threshold,
is the relevant measure of the system throughput. In con-
trast, in the delay-tolerant mode, the IRS may store multiple
codewords and decode them in one shot. The throughput in
this case is measured by the long-term statistical average of
the wireless channel capacity, i.e., ergodic capacity (EC).

IV. PERFORMANCE ANALYSIS WITH THE EH MODELS
Herein, we derive the average throughput of the delay-
limited and delay-tolerant transmission modes as well as the
average BER of BPSK and BDPSK modulations. The four
EH models are considered. We derive integral expressions
and/or closed-form expressions for these performance met-
rics and suggest a efficient and simple numerical evaluation
method based on the generalized Gauss-Laguerre quadrature
(Appendix A).

A. NEW ENERGY HARVESTING MODEL
1) DELAY-LIMITED TRANSMISSION MODE

In this mode, the IRS decodes each codeword, without wait-
ing for more them. So in this case, short-term rise and
fall of SNR mediates the success of each decoding opera-
tion. Therefore, the throughput of this mode is appropriately
measured by the OP. It is the probability that the instan-
taneous throughput, log2(1 + γA), falls below a fixed rate
R bits/s/Hz. Since the WD only transmits during the time
fraction (1 − τ) with a fixed transmit rate R, the average
throughput in bits/s/Hz can be expressed as

RDL = (1 − Pout)R∗, (13)

where R∗ = (1 − τ)R and Pout is the OP. In the following
proposition, we derive the delay-limited throughput.
Proposition 1: The average throughput of delay-limited

mode of the WD-IRS link with the NLEH model (1) is
given by

RDL = R∗

⎡
⎢⎣1 −

∫∞
0 γ

(
M,

γth
cq(P̄tx)

)
xN−1e−xdx

�(N)�(M)

⎤
⎥⎦, (14)

where γth = 2R − 1 is a predetermined thresh-
old. In (14), γ (n, x) is the lower incomplete gamma
function [44, eq. (8.350)] and �(a) is gamma function
[44, eq. (8.310.1)].
Proof: The proof is given in Appendix C. �
Remark 1: The q(x) function in (14) is the nonlinear EH

model given in (1). Since q(x) contains an error function,
and if we submit q(x) into (14), the integral function is too
complicated, so the closed-form expression does not exit.
However, (14) can be approximated by generalized Gauss-
Laguerre quadrature given in Appendix A. The impact of
parameters is not clear in (14), but it can be observed from
Section VII.

2) DELAY-TOLERANT TRANSMISSION MODE

When this mode is used, the codeword length is large com-
pared to the block time. Thus, a large delay is tolerable
for decoding the stored signals together. Thus, the average
throughput of this mode is the product of ergodic capacity
and the effective data transfer time, which can be shown in
bits/s/Hz as

RDT = (1 − τ)Ce, (15)

where Ce is the ergodic capacity. In the following proposi-
tion, we derive the delay-tolerant throughput.
Proposition 2: The delay-tolerant throughput of the WDT

link with the nonlinear EH model (1) is given by

RDT = (1−τ)
�(N)�(M)

∫∞
0 IM−1

(
1

cq(P̄tx)

)
xN−1e−x

(cq(P̄tx))
M dx, (16)

where In(a) is the function given in Lemma 1 in Appendix B.
Proof: See the Appendix D. �
Remark 2: The (16) can be evaluated by generalized

Gauss-Laguerre quadrature via mathematical software, such
as MATLAB. According to (71), the number of summation
terms n can be obtained by the following strategy. We write
Wi =∑n

i=1 wif (xi), W1 = w1f (x1), and Wi = Wi−1+wif (xi).
When wif (xi)

Wi
≤ 0.01, the series computation stops, and

choose n = i.

3) AVERAGE BER OF BPSK

BPSK is a simple digital modulation that uses two phases,
say, 0 and π to represent binary 0 and 1. Consequently, it can
tolerate highest noise level or distortion than other higher-
order modulations. Thus, BPSK is robust against thermal
noise and other forms of noise as well as widely used in
the standard IEEE 802.15.4 which is used by ZigBee [51].
In the following, we derive its BER as a simple integral.
Proposition 3: The BER expression of the WD-IRS link

with the nonlinear EH model (1) and BPSK modulation is
given by

P̄BER = 1

�(N)

∫ ∞

0
xN−1e−x

[
1

2

(
1 −

√
cq
(
P̄tx
)

1 + cq
(
P̄tx
)
)]M

×
M−1∑
k=0

(
M − 1 + k

k

)[
1

2

(
1 +

√
cq
(
P̄tx
)

1 + cq
(
P̄tx
)
)]k

dx.

(17)

Proof: See Appendix E. �
Remark 3: Computationally, the BER expression (17)

can be easily evaluated by the generalized Gauss-Laguerre
quadrature rule given in Appendix A. It is observed that the
specific relationship between parameters and the BER are
not clearly visible. However, the relationship can be obtained
through the numerical and simulation figures in Section VII.
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4) AVERAGE BER OF BDPSK

In BDPSK modulation, the phase of the modulated signal
is shifted relative to the previous carrier’s phase. BDPSK is
used by wireless LAN (local area network) standard, IEEE
802.11b-1999 as the basic rate of 1 Mbit/s [52].
Proposition 4: The BER expression of the WDT link

with the nonlinear EH model (1) and BDPSK modulation is
given by

P̄BER = 1

2�(N)

∫ ∞

0

xN−1e−x[
1 + cq

(
P̄tx
)]M dx. (18)

Proof: The proof is given in Appendix F. �
Remark 4: The expressions of BPSK and BDPSK above

are complicated and cannot be derived closed form. But we
can easily evaluate them via the generalized Gauss–Laguerre
quadrature described in Appendix A.

B. ASYMPTOTIC MODEL
In order to compare with the NLEH, we analyze the same
performance metrics in the previous subsection. The function
qas(·) for the AM case is given in (4).

1) DELAY-LIMITED TRANSMISSION MODE

According to Proposition 1, the delay-limited throughput of
the WD-IRS link with the nonlinear EH model (4) can be
given by

RDL = R∗

⎡
⎢⎣1 −

∫∞
0 γ

(
M,

γth
cqas(P̄tx)

)
xN−1e−xdx

�(N)�(M)

⎤
⎥⎦. (19)

The relationships of the throughput and parameters like
N and M are not directly visible, but it can be observed in
Section VII-A.

2) DELAY-TOLERANT TRANSMISSION MODE

Using Proposition 2, the delay-tolerant throughput of the
WDT link with the nonlinear EH model (4) is derived as

RDT = (1 − τ)E
[
log2

(
1 + cPa‖g‖2

)]

(a)= (1 − τ)

�(N)�(M)

∫ ∞

0
IM−1

(
1

cqas
(
P̄tx
)
)

xN−1e−x(
cqas

(
P̄tx
))M dx.

(20)

The In(a) is a function of integral and it can be calculated
as the finite summation in Lemma 1. Similar to Proposition 2,
the integral can be evaluated by generalized Gauss-Laguerre
quadrature.

3) AVERAGE BER OF BPSK

The BER expression of the WD-IRS link with the nonlinear
EH model (4) and BPSK modulation can be given as

P̄BER = 1

�(N)

∫ ∞

0
xN−1e−x

[
1

2

(
1 −

√
cqas

(
P̄tx
)

1 + cqas
(
P̄tx
)
)]M

×
M−1∑
k=0

(
M − 1 + k

k

)

×
[

1

2

(
1 +

√
cqas

(
P̄tx
)

1 + cqas
(
P̄tx
)
)]k

dx. (21)

This equation (21) can be obtained from Proposition 3 by
replacing q(·) with qas(·).

4) AVERAGE BER OF BDPSK

The BER expression for the WDT link with the nonlinear
EH model (4) and BDPSK modulation can be given as

P̄BER = 1

2�(N)

∫ ∞

0

xN−1e−x[
1 + cqas

(
P̄tx
)]M dx. (22)

This equation (22) is derived similar to Proposition 4.
Thus, the proof is omitted. In the next subsection, we will
derive the performance of the most widely used linear EH
model.

C. LINEAR EH MODEL
Since this is the default one used for a variety of networks,
several results are already available. We list them here for
completeness.

1) DELAY-LIMITED TRANSMISSION MODE

According to Proposition 1, the average throughput linear
EH model (6) is derived as follows.

RDL
(a)= R∗

⎡
⎣1 −

∫∞
0 γ

(
M,

γth
cμP̄tx

)
xN−1e−xdx

�(N)�(M)

⎤
⎦

(b)= R∗

⎡
⎢⎢⎣1 −

∫ ∞

0

×

(
1 − e

− γth
cμP̄tx

∑M−1
m=0

(
γth

cμP̄tx

)m
1
m!

)
xN−1e−xdx

�(N)

⎤
⎥⎥⎦

(c)= 2R∗

�(N)

M−1∑
m=0

(
γth

cμP̄t

) N+m
2 1

m!
KN−m

(
2
√

γth

cμP̄t

)
, (23)

where (a) is from Proposition 1; (b) is because of
[44, eq. (8.352.6)]; (c) is obtained from [44, eq. (3.471)].
Kν(·) is the ν-th order modified Bessel function of the sec-
ond kind [44, eq. (8.432)].The special case N = M has been
studied in [15, eq. (5)]. The average throughput RDL depends
on τ , N, M, γth , Pt and μ. It does not offer explicit rela-
tionships of the above parameters. However, we can find the
impact of parameters in Section VII.
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2) DELAY-TOLERANT TRANSMISSION MODE

The average throughput of delay-tolerant mode for the linear
EH model (6) can be derived as

RDT=
(1−τ)

cμP̄t
G

4,1
2,4

(
1

cμP̄t

∣∣∣∣−1, 0
−1,−1,M − 1,N − 1

)

�(N)�(M) ln 2
, (24)

where Gmnpq (z | a1···ap
b1···bq ) denotes the Meijer G-function

[44, eq. (9.301)] and The special case M = N of (24) has
been derived in [15, eq. (12)]. That same derivation can be
used to prove (24). Thus, the details are omitted here. The
average throughput RDT depends on parameters τ , N, M,
Pt and μ. However, insights can be derived from numerical
evaluation of (23).

3) AVERAGE BER OF BPSK

The BER expression of the WD-IRS link with the linear EH
model (6) and BPSK modulation is given by

P̄BER = 1

�(N)

∫ ∞

0
xN−1e−x

⎡
⎣1

2

⎛
⎝1 −

√
cμP̄tx

1 + cμP̄tx

⎞
⎠
⎤
⎦
M

×
M−1∑
k=0

(
M − 1 + k

k

)⎡⎣1

2

⎛
⎝1 +

√
cμP̄tx

1 + cμP̄tx

⎞
⎠
⎤
⎦
k

dx.

(25)

This is result is similar to Proposition 3. Thus, the proof is
omitted.
This integral (25) can be very efficiently and simply

calculated by the generalized Gauss-Laguerre quadrature
described in Appendix A.

4) AVERAGE BER OF BDPSK

The BER expression of the WD-IRS link with the linear EH
model (6) and BDPSK modulation is given by

P̄BER
(a)= 1

2�(N)

∫ ∞

0

xN−1e−x[
1 + cμP̄tx

]M dx
(b)= 1

2
(
cμP̄t

)N �

(
N,N −M + 1; 1

cμP̄t

)
, (26)

where (a) is obtained from Proposition 4; Step (b) is obtained
from [44, eq. (9.211.4)] and �(a, b; z) is the confluent
hypergeometric function in [44, eq. (9.211.4)].
In the next subsection, we derive the performances for the

rational EH model.

D. RATIONAL EH MODEL
1) DELAY-LIMITED TRANSMISSION MODE

Similar to Proposition 1, the delay-limited throughput of the
WDT link with the rational EH model (8) can be given by

RDL = R∗

⎡
⎢⎣1 −

∫∞
0 γ

(
M,

γth
cqrat(P̄tx)

)
xN−1e−xdx

�(N)�(M)

⎤
⎥⎦. (27)

Since (27) is not closed-form, the relationships between
RDL and the parameters, for example, γth, N, andM from (27)
are not directly visible. However, (27) is extremely easy to
compute. Thus, insights can be obtained – see Section VII.

2) DELAY-TOLERANT TRANSMISSION MODE

The throughput of the WD-IRS link in this case with
nonlinear EH model (8) can be given as

RDT = (1 − τ)E
[
log2

(
1 + cPrat‖g‖2

)]
(a)= (1 − τ)

�(N)�(M)

×
∫ ∞

0
IM−1

(
1

cqrat
(
P̄tx
)
)

xN−1e−x(
cqrat

(
P̄tx
))M dx. (28)

By replacing q(·) in Proposition 2 to qrat(·), we
obtain (28). The integral in (28) can be readily calculated
by using Lemma 1 and the Gaussian-Laguerre quadrature
(Appendix A).

3) AVERAGE BER OF BPSK

The BER of the WD-IRS link and the nonlinear EH
model (8) and BPSK modulation can be obtained by

P̄BER = 1

�(N)

∫ ∞

0
xN−1e−x

[
1

2

(
1 −

√
cqrat

(
P̄tx
)

1 + cqrat
(
P̄tx
)
)]M

×
M−1∑
k=0

(
M − 1 + k

k

)

×
[

1

2

(
1 +

√
cqrat

(
P̄tx
)

1 + cqrat
(
P̄tx
)
)]k

dx. (29)

By replacing q(·) in Proposition 3 with qrat(·), we can
obtain (29).

4) AVERAGE BER OF BDPSK

Proposition 5: The BER of the WD-IRS link with the rational
EH model (8) and BDPSK modulation can be expressed as

P̄BER =
∑M

k=0

(M
k

)(MP̄t
β

)k(
β
A

)N+k
�(N + k)

2�(N)

× �

(
N + k,N −M + k + 1; β

A

)
. (30)

Proof: By using Proposition 4, we write the BER as Step
(a) in the following:

P̄BER
(a)= 1

2�(N)

∫ ∞

0

xN−1e−x[
1 + cqrat

(
P̄tx
)]M dx

(b)= 1

�(N)

∫ ∞

0

xN−1e−x(
1 + c MP̄tx

MP̄tx+β

)M dx

(c)= 1

2�(N)

∫ ∞

0

xN−1e−x
(
MP̄tx+ β

)M
[Ax+ β]M

dx
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(d)=
∑M

k=0

(M
k

)(MP̄t
β

)k(
β
A

)N+k
�(N + k)

�(N)

× �

(
N + k,N −M + k + 1; β

A

)
, (31)

where A = (1 + c)MP̄t; Step (b) follows from the ratio-
nal model in (8); Let u = Ax

β
in (c), and with the help

of [44, eq. (9.211.4)], (d) is obtained after some algebraic
manipulations. �
Remark 5: Although (31) gives exact value of the average

BER of BPSK, it does not show the direct relationships
between the parameters N, M, β, and Pt because it contains a
confluent hypergeometric function. However, by considering
the large antenna case (N → ∞), we can obtain simpler but
accurate performance expressions.

E. LARGE ANTENNA CASE
Wireless systems with an especially high number of anten-
nas, e.g., tens or even hundreds of antennas, are called
massive MIMO. Systems with as many as 96 to 128 anten-
nas have been demonstrated. MIMO network can multiply
the capacity of a wireless connection without requiring more
spectrum. Thus, large capacity improvements are possible.
More antennas translate into more possible signal paths,
which improves and data rate and link reliability [53], [54].
In the following, we consider the PS to be massive MIMO,

e.g., N → ∞. In this case, we will see a channel hardening
effect.
Let the WPT channel gain be X = ‖h‖2 and in this case,

X
d−→ N (N,N). Recall the received power at the WD is Pr =

P̄t‖h‖2. Thus Pr
d−→ N (P̄tN, P̄2

t N). In the previous section,
we dealt with the problem of computing average throughput
and BER in the format E[Y], where Y is a function of Pr,
i.e., Y = g(Pr). But evaluating E[Y] is not direct. To avoid
this issue, we can expand Y around the mean of Pr, which
is θ = P̄tN. The quantity Y is expanded as

Y = g(θ) + g′(θ)(Pr − θ) + 1

2
g′′(θ)(Pr − θ)2 + · · · (32)

By taking the expected value of both sides, we find

E[Y] = g(θ) + 1

2
g′′(θ)E

[
(X − θ)2

]
+ · · · (33)

The right side can be approximated as

E[Y] ≈ g(θ) + E, (34)

where the error term is given by

E = 1

2
g′′(θ)P̄2

t N. (35)

In general, it is difficult to estimate the magnitude of this
error term. But in order to get at least some sense of this
error term, we can evaluate it for the linear model in (26).
In this case, we find g(x) = 1

(1+tx)M where t = cμP̄t. By
evaluating, this term for (35), we find that

E ≈ M(M + 1)

tMP̄Mt NM+1
= O

(
1

NM+1

)
. (36)

Thus, this error term vanishes rapidly when the number of
PS antennas is large enough. Therefore, we expect (34) to
be highly accurate in this case.
The asymptotic performance for large antenna case with

the new EH model (1) can be derived by following
the approximated results obtained in (34) as following
propositions.
Proposition 6: When the number of PS antennas increases

without bound, i.e., N → ∞, the asymptotic average
throughput of delay-limited mode for the WD-IRS link with
the NLEH (1) is given by

RDL = R∗
[

1 − 1

�(M)
γ

(
M,

γth

cq
(
P̄tN

)
)]

. (37)

Compared to the exact result in (14), the asymptotic
result (37) is closed-form and simpler.
Proposition 7: When the PS antenna increases, N → ∞,

the asymptotic average throughput of delay-tolerant mode
for the WD-IRS link with the NLEH (1) is given by

RDT = (1 − τ)

�(M)
(
cq
(
P̄tN

))M IM−1

(
1

cq
(
P̄tN

)
)

. (38)

Proposition 8: When the energy harvesting at the WD is
modeled according to the NLEH model (1), the asymptotic
average BER of BPSK over WD-IRS link for large N is
given by

P̄BER =
[

1

2

(
1 −

√
cq
(
P̄tN

)
1 + cq

(
P̄tN

)
)]M

×
M−1∑
k=0

(
M − 1 + k

k

)[
1

2

(
1 +

√
cq
(
P̄tN

)
1 + cq

(
P̄tN

)
)]k

.

(39)

In the large antenna case, we can simply (39) as

P̄BER ≈
[

1

2

(
1 −

√
cPmax

1 + cPmax

)]M

×
M−1∑
k=0

(
M − 1 + k

k

)[
1

2

(
1 +

√
cPmax

1 + cPmax

)]k

(40)

where N → ∞.
Proposition 9: When the WD utilizes NLEH (1) model

to harvest energy, the asymptotic average BER of BDPSK
over WD-IRS link for large N is obtained by using (18) as

P̄BER = 1

2
[
1 + cq

(
P̄tN

)]M . (41)

Equation (41) can be further simplified as

P̄BER = 1

2
∑M

k=0(cPmax)
k
. (42)
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The asymptotic expressions for the AM, LM, and RM
models are easily derived similarly. We omit the details for
brevity.

F. IMPACT OF TRANSMIT POWER CONTROL
In massive MIMO systems, power scaling laws describe how
fast the transmission power can decrease with the increas-
ing of the number of antennas while maintaining certain
performance levels [55]. For example, [56] investigates mas-
sive MIMO relay networks with imperfect channel state
information, co-channel interference. Overall, energy sav-
ings are possible. The following proposition describes the
achievable throughput of our system when transmit power
control is implemented.
Proposition 10: When the number of PS antennas

increases without a bound (N → ∞), for transmit power
control Pt = P0

N , the average throughput of the delay-tolerant
mode for the NLEH model is given as

RDT = (1 − τ)

�(M)(cz)M
IM−1

(
1

cz

)
, (43)

where z = Pmax[ erf(a(P̄0+b))−erf(ab)
1−erf(ab) ] and P̄0 =

P0�1GPSGWD.
Proof: Recall that h ∼ CN (0, IN). When the number of PS

antennas increases without a bound, the law of large numbers
suggests that hHh

N
a.s.−−→ 1, where

a.s.−−→ denotes almost sure
convergence.

Recall γ = τηP�2GWDGIRS‖g‖2

(1−τ)σ 2 . For the NLEH model,

we have P = Pmax[ erf(a(P̄t‖h‖2+b))−erf(ab)
1−erf(ab) ] and SNR can be

written as γ = cPmax[ erf(a(P̄t‖h‖2+b))−erf(ab)
1−erf(ab) ]‖g‖2. Assume

Pt = P0
N , where P0 is a fixed value and P̄t = P̄0

N . When
the number of PS antennas increases (N → ∞), the SNR is
given as lim

N→∞ γ = cPmax[ erf(a(P̄0+b))−erf(ab)
1−erf(ab) ]‖g‖2 = cz‖g‖2.

Therefor, the throughput of the delay-tolerant mode is

RDT = E
[
log2(1 + γ )

]
= E

[
log2

(
1 + cz‖g‖2

)]

= (1 − τ)

�(M)(cz)M
IM−1

(
1

cz

)
. (44)

�
Remark 6: Note that (43) is a constant limit independent of

the number of antennas. It shows that when the PS antennas
N grows without a bound, the transmit power can be scaled
down proportionally to 1

N to maintain the same capacity.

V. RESOURCE ALLOCATION WITH NEW MODELS
In this section, we generalize the WPCN in Fig. 3 to a multi-
user scenario with K > 1 single-antenna WDs. We aim to
maximize the lowest demand on data rate, i.e., fairness, by
optimizing energy beamformer w ∈ CN×1 and time alloca-
tion τ . The multi-antenna PS transfers power to the WDs
with a common energy beamforming vector w in the WPT
phase subject to ||w||22 ≤ Pt [57]. While in the uplink, all

the WDs transmit information to the IRS simultaneously via
SDMA in the WDT phase, which thus has higher spectrum
efficiency than orthogonal user transmissions in TDMA [10].
We will jointly optimize the energy beamformer w and time
allocation τ to maximize the minimum rate of the uplink
WDT with the four EH models: NLEH, AM, LM, and RM.
The PS transfers the power with a common energy beam-

forming vector w in the WPT phase subject to ||w||22 ≤ Pt.
The harvested energy at kth WD, is then given as

Ek = τq
(
�̄1,k

∣∣hHk w∣∣2
)

(45)

where �̄1,k = �1,kGPSGWD where �1,k is the large-scale
path-loss between PS and the kth WD in the WPT phase
and q(Pr) is given as (1), (4), (6) and (8) for NLEH, AM,
LM, and RM, respectively.
In the WDT phase, all the WDs transmit their information

simultaneously to the IRS by consuming a fraction of the
harvested energy (ηEk,∀k). The transmit power of the kth
WD is given as

pk = ηGWDEk
1 − τ

= τηGWD

1 − τ
q
(
�̄1,k

∣∣hHk w∣∣2
)
. (46)

The signal received at the IRS in the WDT phase (y ∈
CM×1) can be expressed as

y = Gx + n, (47)

where G = [g1, g2, . . . , gK] is the channel matrix, x =
[x1, x2, . . . , xK]T ∼ CN (0,P) is the symbol vector with
covariance matrix P = diag(p1, p2, . . . , pK), and n ∼
CN (0, σ 2I) is the noise vector at the IRS. The IRS applies
zero-forcing (ZF) beamforming to decode the received data,
x, i.e., UH = (GHG)−1GH. Hence, the instantaneous SNR
in detecting xk is given as

γk = τ

1 − τ
γ̄k(w), (48)

where, γ̄k(w) = αkq(�̄1,k|hHk w|2), in which αk =
η�2,kGWDGIRS/[σ 2[(GHG)−1]k,k], where �2,k is the large-
scale pathloss between the kth WD and the IRS in the WDT
phase.
The achievable sum rate for the kth WD is then given as

Rk(w, τ ) = (1 − τ)log2

(
1 + τ

1 − τ
γ̄k(w)

)
, ∀k. (49)

In the following, we will optimize the energy beamforming
w and time allocation τ to maximize the minimum rate of
the WDs, as follows,

max
w∈CN ,τ∈R

{
min

1≤k≤KRk(w, τ )

}

s.t. ‖w‖2
2 ≤ Pt, 0 < τ < 1. (50)

The optimization problem in (50) can be solved in two
steps. First, for fixed τ , we optimize the beamforming vector
w, as

max
w∈CN

{
min

1≤k≤KRk(w, τ )

}
s.t. ‖w‖2

2 ≤ Pt. (51)
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Then, we optimize the value of τ , as

max
τ

min
1≤k≤KRk(w

†(τ ), τ ) s.t. 0 < τ < 1. (52)

where w†(τ ) is the conditionally optimal solution to (51).
Due to the non-decreasing property of log2(1 + x),

problem (51) can be formulated as

max
w∈CN

{
min

1≤k≤Kγ̄k(w)

}
s.t. ‖w‖2

2 ≤ Pt, (53)

which does not depend on τ . Hence, the optimal solution
to (53) can be written as w† = w†(τ ). Problem (52) can
then be formulated as

max
τ

(1 − τ) log2

(
1 + τ

1 − τ
min

1≤k≤Kγ̄k

(
w†
))

s.t. 0 < τ < 1. (54)

The optimization problem in (54) is a convex optimization
problem and can be solved numerically with computationally
efficient off-the-shelf convex programs solvers. However, the
beamforming optimization problem in (53) is challenging
and can not be directly solved with convex optimization
solvers. In the following, we will thus focus on this energy
beamforming problem.

VI. ENERGY BEAMFORMING OPTIMIZATION
The optimal energy beamformer w should lie in the col-
umn space of the channel matrix H which is given as
H = [h1,h2, . . . ,hK], to make the input power (Pr =
�̄1,k|hHk w|2) as large as possible under the constraint ‖w‖2

2 ≤
Pt [40], [57]. Therefore, the energy beamformer can be writ-
ten as w = Fv, where v ∈ C

r×1 is a weight vector and
matrix F ∈ C

N×r forms an orthonormal basis for the column
space of H with r = rank(H)(≤ min(N,K)) and FHF = I.
Hence ∣∣∣hHk w

∣∣∣2 =
∣∣∣h̃Hk v

∣∣∣2, (55)

where h̃k = FHhk. Therefore, the optimization problem
in (53) can be written as

max
v∈Cr

{
min

1≤k≤Kαkq

(
�̄1,k

∣∣∣h̃Hk v
∣∣∣2
)}

s.t. ‖v‖2
2 ≤ Pt. (56)

By introducing a non-negative variable t, the max-min
optimization problem in (56) can be written as

max
v∈Cr,t∈R+

t

s.t. αk q

(
�̄1,k

∣∣∣h̃Hk v
∣∣∣2
)

≥ t, ∀k,
‖v‖2

2 ≤ Pt, (57)

which is not convex because the first constraint from the
intersections of the nonconvex sets and q(Pr) is not con-
vex for nonlinear energy harvesting model. Hence, in the
following, for each EH model, we will find a locally opti-
mum solution for the value of v, i.e., w, through successive
convex approximation (SCA) algorithm [58] by solving a

set of sequential approximate convex subproblems. we must
note that although we are unable to comment on the quality
of the locally optimum solution, it has been shown that the
output of the SCA algorithm is close to the globally optimal
solution [59].

A. NEW ENERGY HARVESTING MODEL
With NLEH model, by substituting (1) in (57), the
optimization problem is given as

max
v∈Cr,t∈R+

t

s.t. αk Pmax

⎡
⎢⎢⎣

erf

(
a�̄1,k

∣∣∣h̃Hk v
∣∣∣2 + ab

)
− erf(ab)

1 − erf(ab)

⎤
⎥⎥⎦ ≥ t,

∀k,
‖v‖2

2 ≤ Pt, (58)

We may use t = e−t̃ for t̃ ∈ R, then

min
v∈Cr,t̃∈R

t̃

s.t. e−t̃ − αk Pmax

⎡
⎢⎢⎣

erf

(
a�̄1,k

∣∣∣h̃Hk v
∣∣∣2 + ab

)
− erf(ab)

1 − erf(ab)

⎤
⎥⎥⎦

≤ 0, ∀k,
‖v‖2

2 ≤ Pt, (59)

The nonlinear optimization problem in (59) is non-convex
because the first constraint is not convex. Consequently,
we solve it through SCA algorithm [58]. The essence of
SCA is to solve through solving a sequence of approximate
convex subproblems, which are obtained by approximat-
ing the non-convex constraints. In the SCA, the non-
convex constraint are typically convexified based on the
first-order Taylor series truncation. To do so, ρk(v) =
|h̃Hk v|2 is replaced with its linear approximation from
the first-order Taylor series around any feasible vector v̂,
as [40], [59]

ρ̂k
(
v, v̂
) =

∣∣∣h̃Hk v̂
∣∣∣2 + 2�

{
v̂H h̃kh̃Hk

(
v − v̂

)}
, (60)

where ρ̂k(v, v̂) ≤ ρk(v) due to the convexity of ρk(v).
The first constraint in (59) can be replaced with

ζk
(
t̃, ρ̂k

(
v, v̂
)) ≤ 0, ∀k, (61)

where ζk(t̃, ρ) = e−t̃ − αk[erf(a�̄1,kρ + ab) − erf(ab)].
Due to the convexity of ρk(v) and its first Taylor approx-

imation, ζk(t̃, ρk(v)) ≤ ζk(t̃, ρ̂k(v, v̂)) for the nonincreasing
function ζk(t̃, ρ) of ρ. Hence, equation (61) holds for any
vector v satisfying the first constraint in (59) and the optimal
solution of the approximate problem definitely belongs
to the feasible set of the original optimization problem
in (59).
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The SCA algorithm iteratively solves the following
problem:

max
vl∈Cr,t̃l∈R

t̃l

s.t. ζk
(
t̃l, ρ̂k(vl, vl−1)

) ≤ 0, ∀k,
‖vl‖2

2 ≤ Pt, (62)

where vl−1 is the solution obtained in the previous iteration
and v0 is selected randomly from the feasible set. Each
convex subproblem in (62) can be efficiently solved using
the convex optimization techniques such as the interior-point
methods.

B. ASYMPTOTIC MODEL
In this case, by substituting (4) in (57), the optimization
problem is given as

max
v∈Cr,t∈R+

t

s.t. αk Pmax

(
1 − e

−κ�̄1,k

∣∣∣h̃Hk v
∣∣∣2
)

≥ t, ∀k,

‖v‖2
2 ≤ Pt. (63)

The optimization problem in (63) is nonconvex because the
first constraint is not convex. We may solve the optimization
problem through the SCA algorithm and find an approximate
solution by replacing the |h̃Hk v|2 with its first order Taylor
expansion (its lower bound) given in (60). The convexity of
ρk(v) and the first-order Taylor approximation ensure that
the optimal solution of the approximate problem belongs to
the feasible set of the original optimization problem in (63).
Hence, we can replace the first constraint in (63) with

ζk
(
t, ρ̂k

(
v, v̂
)) ≤ 0,∀k (64)

where ζk(t, ρ) = 1
αk Pmax

t + e−κ�̄1,kρ − 1. Then we employ
SCA algorithm to iteratively solve the problem

max
vl∈Cr,tl∈R+

tl

s.t. ζk
(
tl, ρ̂k(vl, vl−1)

) ≤ 0, ∀k,
‖vl‖2

2 ≤ pt, (65)

where vl−1 is the solution which is obtained in the previous
iteration and v0 is selected randomly from the feasible set.
Each convex subproblem in (65) can be efficiently solved
using the convex optimization techniques such as the interior-
point methods.

C. LINEAR MODEL
In this case, by substituting (6) in (57), the optimization
problem is given as

max
v∈Cr,t∈R+

t

s.t. αk �̄1,kμ

∣∣∣h̃Hk v
∣∣∣2 ≥ t, ∀k,

‖v‖2
2 ≤ Pt, (66)

Algorithm 1: Optimal Beamformer With RM

1. Let v0 ∈ feasible set, λ0 = min
1≤k≤K

αkPmax|h̃Hk v0|2
|h̃Hk v0|2+�̄−1

1,kβ
, and i = 0.

2. Determine an optimal solution vi by solving (69) for
λ = λi.
3. If |F(λi)| < ε, vi is the optimal solution and λi is the
optimal value and STOP.
4. Let

λi+1 = min
1≤k≤K

αkPmax|h̃Hk vi|2
|h̃Hk vi|2 + �̄−1

1,kβ
.

Replace i by i+ 1 and repeat step 2.

As this problem does not have a closed-form solution [60],
we may use the SCA algorithm to find an approximate solu-
tion. Hence, using (60), the SCA algorithm iteratively solves
the problem

max
vl∈Cr,tl∈R+

tl

s.t. ζk
(
tl, ρ̂k(vl, vl−1)

) ≤ 0, ∀k,
‖vl‖2

2 ≤ Pt, (67)

where ζk(t, ρ) = t − (αk �̄1,kμ)ρ.

D. RATIONAL MODEL
With the RM model, the optimization problem is given as

max
v∈Cr

⎧⎪⎨
⎪⎩ min

1≤k≤KαkPmax

∣∣∣h̃Hk v
∣∣∣2∣∣∣h̃Hk v

∣∣∣2 + �̄−1
1,kβ

⎫⎪⎬
⎪⎭ s.t. ‖v‖2

2 ≤ Pt.

(68)

In order to solve (68) and find the optimal value of v, we
employ the well-known Dinkelbach procedure, which has
been introduced as an efficient method for solving quadratic
fractional programming problems [61], [62]. The conver-
gence properties of this algorithm are well established, and
the rate of convergence is at least superlinear [62].
Using the Dinkelbach-type procedure, the fractional objec-

tive function can be replaced by a parametric quadratic
function as follows [62]:

F(λ) = max
v∈Cr

{
min

1≤k≤K

(
αkPmax|h̃Hk v|2 − λ

(
|h̃Hk v|2 + �̄−1

1,kβ
))}

s.t. ‖v‖2
2 ≤ Pt. (69)

where λ ∈ R is a constant. Then, an iterative algorithm is
developed on λ to find a value λ∗ such that |F(λ∗)| < ε

(optimality tolerance).
Algorithm 1 summarizes the steps to find the optimal

solution of (69).
Note that in Algorithm 1, we have always λi <

min1≤k≤K(Pmaxαk). The optimization problem in (69) could
be solved similar to LM through SCA, by substituting |h̃Hk v|2
with its first-order Taylor expansion (its lower bound) given
in (60).
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TABLE 2. Simulation parameters.

Remark 7: In order to solve the convex subproblems of
the iterative algorithms for NLEH, AM, LM and RM respec-
tively given as (62), (65), (67) and (69) (similar to LM), we
have applied interior-point methods. The SCA with NLEH
requires a computational complexity estimate of at least
O(r3) to obtain the Newton steps of O(r) variables given
by the linear equations for each iteration of interior-point
method, while AM function requires a computational com-
plexity estimate of O(r3) to obtain the Newton steps of
O(r) variables [40], [63]. Moreover, for LM and RM, in
each iteration, we solve a SOCP with a per-iteration worst
case complexity estimate of O(r3).

VII. NUMERICAL AND SIMULATION RESULTS
Herein, we provide extensive numerical results based on
our analytical derivations and simulation results based upon
Monte-Carlo simulations. The latter helps us to validate the
former. Table 2 provides the key parameters. The NLEH
model (1) parameters are obtained by standard curve fitting
using the data set [21, Fig. (17.d)]. The parameters of the
other three models are then computed based upon Section
II. We assume Pse = 0 in Section VII, which results in
a = 0.0086, b = 11.8689 and Pmax = 10.219 μW.

A. THROUGHPUT OF THE DELAY-LIMITED MODE
Fig. 4 plots the average throughput of delay-limited mode
versus the PS transmit power (Pt) for different numbers
of IRS antennas (M). Fig. 4. yields several observations.
First, the throughput for the four EH models increases
first and then converges to a plateau as Pt increases.
This coincides with the delay-limited throughput analytical
results obtained in Section IV, for example, (14), (19), (23)
and (27). Second, among these models, The LM model
suggests the largest throughput, which indicates the overop-
timistic nature of LM. Finally, one sees that increases M
can improve the delay-limited throughput; for instance, with
Pt = −14 dBm and NLEH model, average throughput
increases from 1.6 bits/s/Hz for M = 1 to 2.7 bits/s/Hz
for M = 2. The reason is that the IRS uses MRC to receive
signals, more antennas can improve the performance.
Fig. 5 shows the effect of transmit rate (R) on the

average throughput of delay-limited transmission mode for
four different EH models. Obviously, the values of average

FIGURE 4. Average throughput of delay-limited transmission mode versus Pt for
τ = 0.3, R = 5 bits/s/Hz, N = 4, and η = 0.4. The markers represent simulation points.

FIGURE 5. Average throughput of delay-limited transmission mode versus R for
Pt = −10 dBm, τ = 0.4 and η = 0.4, N = 2, and M = 2.

throughput rise first and then drop to 0. According to (13)
and (79), the average throughput of delay-limited mode is
given as RDL = R(1−τ)[1−Pr(γ < 2R−1)]. From this equa-
tion, we can obtain that RDL → 0 when R → 0 or R → ∞,
which matches the results shown in Fig. 5. Besides, the upper
bound on the average throughput is R(1 − τ). In order to
achieve highest average throughput of delay-limited mode,
we choose the values of R as R = 5.5 bits/s/Hz for LM and
NLEH mode, R = 5 bits/s/Hz for AM and RM.

B. THROUGHPUT OF THE DELAY-TOLERANT MODE
Fig. 6 shows the average throughput of delay-tolerant mode
versus the transmit power (Pt) at the PS for EH time frac-
tion τ = 0.6, number of PS antennas N = 2, number of
IRS antennas M = 2, and power amplifier efficiency at WD
η = 0.8 or η = 0.4. The throughput improves with increas-
ing η since more harvested energy is used for information
transmitted in the WD-IRS link. The average throughput is
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FIGURE 6. Average throughput of the delay-tolerant mode versus Pt for τ = 0.6,
N = 2, and M = 2. The markers represent simulation points.

FIGURE 7. Average throughput of delay-tolerant mode versus N for Pt = −15 dBm,
τ = 0.7 and η = 0.6. The markers represent simulation points.

also improved by increasing the transmit power at the PS.
However, the trends of the increment are different for the
linear EH model and nonlinear EH models. Specifically, the
throughput with nonlinear models tends to be saturated to
maximum values (3.8 bits/s/Hz for η = 0.8 and 3.3 bits/s/Hz
for η = 0.4) when the transmit power of the PS is high
enough. However, the average throughput of LM model
grows monotonically as the PS transmit power increases.
Clearly, this model fails to match the saturation property of
practical EH circuits.
Fig. 7 plots the average throughput of delay-tolerant trans-

mission mode versus the number of PS antennas (N) for
transmit power Pt = −15 dBm, energy harvest time fraction
τ = 0.7, and power amplifier efficiency at WD η = 0.6. The
number of IRS antennas (M) is either 2 or 4. It is seen that
the value of average throughput for M = 4 is larger than
that M = 2 which indicates adding more antennas at the IRS
improves the throughput. We see that the asymptotic results

FIGURE 8. Average throughput of delay-tolerant mode versus τ for N = 2, M = 3,
and η = 0.6. The markers represent simulation points.

(dashed lines) quickly approach the exact (solid lines) and
simulation curves as the number of AP antennas increases.
Besides, increasing the number of PS antennas boosts the
average throughput of delay-tolerant mode when N ≤ 7 and
for N > 7, the saturation status is shown in nonlinear models
whereas the curves of LM increasing without bound. Thus,
LM is not appropriate for modeling the practical EH system.
Especially when the transmit power is large. Fig. 8 plots the
average throughput of delay-tolerant mode versus EH time
fraction τ to demonstrate the impact of τ to this mode. It
can be seen that a throughput-optimal EH time exists for
four EH models. The optimal EH time for four EH mod-
els are around τ = 0.2, which balances the downlink EH,
and uplink information transfer, perfectly. Moreover, aver-
age throughput can be improved by increasing the transmit
power at the PS.

C. BER PERFORMANCE
In Fig. 9, the average BER of BDPSK versus transmit power
(Pt) at the PS is investigated. The BERs of nonlinear EH
models, i.e., NLEH, AM and RM models, first decrease and
then flatten as the transmit power of the PS increases. In
contrast, the LM model suggests that the BER decreases
arbitrarily as Pt increases. These coincide with the charac-
teristics of four EH models shown in Fig. 1. Therefore, using
the LM in WPCN system design may result in misleading
and wrong conclusions. However, nonlinear EH models show
more practical performances. Moreover, Fig. 9 also shows
adding more antennas at the PS reduces BER of the system
significantly.
Fig. 10 shows the BER of BDPSK versus the number

of PS antennas (N) for transmit power Pt = −18 dBm,
power amplifier efficiency at WD η = 0.4, and number
of IRS antenna M = 2. Fig. 11 plots the BER of BPSK
versus N for Pt = −20 dBm, τ = 0.5, and M = 2. The
red horizontal lines in both figures are asymptotic results
derived from (42) and (40), respectively. It can be seen that
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FIGURE 9. P̄BER versus Pt for τ = 0.4, N = 2 and η = 0.6. The markers represent
simulation points.

FIGURE 10. P̄BER versus N for Pt = −18 dBm, M = 2, and η = 0.4. The markers
represent simulation points.

red lines are lower bound for nonlinear EH models whereas
LM does not have lower bound. Increasing the number of PS
transmit antennas decreases the BER in both figures. Dashed
lines are asymptotic results which gradually tend to the exact
values (solid lines) as N increases in both figures. It is also
observed that LM has smallest BER values of BDPSK and
BPSK but this only works for small transmit power region.
In Fig. 10, BER of BDPSK for τ = 0.5 outperforms the one
for τ = 0.3 and in Fig. 11, we see that BER is improved
by increasing η.

D. RESOURCE ALLOCATION
Fig. 12 and Fig. 13 depict the max-min rate of the
four EH models versus the number of antennas at the PS
(N) for transmit power Pt = −15 dBm, power amplifier
efficiency at WD η = 0.6 and the number of IRS anten-
nas M = 7. The number of WDs (K) are either 3 or 5.
In order to investigate the performance improvement by

FIGURE 11. P̄BER versus N for Pt = −20 dBm, M = 2, and τ = 0.5. The markers
represent simulation points.

FIGURE 12. Max-min rate versus N for K = 3, M = 7, Pt = −15 dBm and η = 0.6.

designing energy beamforming in the WPT phase, we also
consider the WPCN system powered by energy broadcasting
without beamforming, i.e., the omni-directional beamform-
ing [64]. The energy broadcasting is of low complexity
and being widely used in commercial RF-energy-harvesting
products [65]. For omni-directional beamforming, the PS
broadcasts energy in all directions, i.e., the weight vector
w = √

Pt/N[1 1 · · · 1]T .
Fig. 12 demonstrate the max-min rate for K = 3.

As expected, compared to omni-directional beamforming,
optimal design of the energy beamformer significantly
improves the performance of the WDs in terms of achievable
rate. Considering the optimal performance, the achieved rate
through the NLEH is lower than that for the LM because
Ph < Pl ( coincides with the comparison presented in
Fig. 2). Moreover, RM achieves the lowest rate. In par-
ticular, to achieve a max-min rate at 5.5 bits/s/Hz, the
NLEH, AM and RM respectively require about 11, 14 and 20
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FIGURE 13. Max-min rate versus N for K = 5, M = 7, Pt = −15 dBm and η = 0.6.

FIGURE 14. Max-min rate versus Pt for K = 3, N = 5, M = 7 and η = 0.6.

antennas at the PS, while the LM requires fewer PS antennas,
10 antennas.
We also evaluate the performance of the WPCN with a

larger number of WDs, K = 5, in Fig. 13. It is observed
that the max-min rate decreases by increasing the number
of WDs. This is because the common energy beamformer
applied for all the WDs, should cover a larger number of
WDs with different channel conditions. Another reason is
that, the RIS which has a fixed number of antennas, needs
to decode the received data from more WDs.
Fig. 14 demonstrates the max-min rate of the four EH

models versus transmit power Pt at the PS for number of
WDs K = 3, number of PS antennas N = 5, number of
IRS antennas M = 7 and power amplifier efficiency at WD
η = 0.6. As expected, the max-min rate for the nonlinear
EH models increases first and then converges to a plateau
as Pt increases. Besides, among these models, LM offers
the largest max-min rate, which indicates the overoptimistic
nature of LM.

VIII. CONCLUSION
The linear EH model is the de facto standard for performance
analysis and resource allocation of WPCNs. However, it fails
to represent the saturation region of practical EH circuits.
To overcome this issue, we proposed the new nonlinear EH
model based on the error function. The model is described
by three parameters, which can be determined by a best-
fit search of an experiment data set. We also suggested the
asymptotic model for the high transmit power regime, which
consists of two parameters only. For comparative evaluation
purposes, we also analyzed the linear as well as rational EH
models.
To evaluate these models, we studied the average through-

put of delay-limited and delay-tolerant transmission modes
of the single-user network (Fig. 3) as well as average BER of
BPSK and BDPSK. We also investigated the impact of large
number of antennas at the PS and the impact of power con-
trol. Moreover, we investigated resource allocation for the
multi-user WPCN to maximize the rate fairness under the
proposed EH models. The results were validated via Monte-
Carlo simulations and the four models were compared in
Section VII.
Our main findings can be summarized as follows:

1) The newly proposed NLEH and AM models reach the
saturation state, which coincides with the practical EH
circuits character. The rational EH is also moderately
accurate. However, the standard linear model is too
optimistic in the high transmit power regime. Thus,
its use for design and analysis purposes should be
made with abundant caution.

2) The throughput and BER performances can be
improved by increasing the number of antennas at
the PS and/or at the IRS and by increasing the WD
power amplifier efficiency. However, for nonlinear EH
models, the performance saturation occurs for large
transmit powers.

3) The performance of the WPCN significantly improves
by designing the optimal beamformer in the WPT
phase.

A. FUTURE RESEARCH TOPICS
Our study of performance analysis and resource allocation
for WPCNs with nonlinear/linear EH models points to sev-
eral interesting future directions. Firstly, the new nonlinear
and asymptotic EH models can be used to study simul-
taneous wireless information and power transfer (SWIPT)
systems [66]. Secondly, these new models may also be
extended for EH applications of secure cooperative com-
munications networks, secrecy performance [7], resource
allocations and full duplex systems [67] as well. Thirdly, our
non-linear EH models may be studied over other propagation
environments such as line-of-sight channels and Nakagami-
m channels. These may arise particularly when the wireless
power transfer takes place over short distances. Finally, the
analytical formulas in this article have been developed for
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the special case of Pse = 0. Thus, these may be generalized
for non-zero sensitivity values.

APPENDIX A
GENERALIZED GAUSS–LAGUERRE QUADRATURE
When analyzing the performance of the network (Fig. 3),
we find that the following integral must be computed often:

I =
∫ ∞

0
g(x)

xαe−x

�(α + 1)
dx. (70)

Unfortunately, since g(x) is a complicated function in most
cases, a closed-form solution to (70) is elusive. Fortunately,
the evaluation of (70) is extremely simple with numerical
quadrature. Since the details of this method are not widely
available, we briefly describe it herewith. It is based on the
Gauss-Laguerre quadrature. The main idea is to use function
w(x) = xαe−x, 0 ≤ x < ∞, to generate a set of orthog-
onal polynomials. Then, g(x) in (70) is expressed as the
weighted sum of these polynomials. Note that if g(x) is a
finite polynomial, then this expansion will be exact and error
free. However, this is not the case in general. In any case,
with this polynomial expansion, we can compute (70) as

I =
n∑
i=1

wig(xi) + En, (71)

where En is an error term. The nodes {xk} are the roots
of generalized Laguerre polynomials and weights {wk} are
selected such that En = 0 if g(x) is a polynomial of degree
≤ n [68]. Of course, in our computations, g(x) is not a
polynomial, but it is a smooth function which can be approx-
imated by a polynomial with sufficiently high degree. This
means En → 0 if we choose n large enough. Fortunately,
the nodes xk and weights wk can be computed easily. This is
due to the fact that {xk} are the eigenvalues of the following,
symmetric tridiagonal Jacobi matrix [69]:

Jn =

⎡
⎢⎢⎢⎢⎢⎢⎣

u0
√
v1√

v1 u1
√
v2

√
v2

. . .
. . .

. . . un−2
√
vn−1√

vn−1 un−1

⎤
⎥⎥⎥⎥⎥⎥⎦

(72)

where uk = 2k+ α + 1 and vk = k(k+ α), k = 0, . . . n− 1.

Thus, the eigenvalues of this matrix and the formula (72)
can be easily computed in any software environment such
as MATLAB with only a few lines. For instance, we give
the following MATLAB code:

function[x, w] = GaussLagurre(n, a)
% Generate nodes and weights for
% Gauss-Lagurre quadrature.
u = (2 * (0 : n-1) + a + 1);
v= sqrt((1 : n - 1) .^2 + a * (1 : n-1));
[V, D] = eig(diag(u) + diag(v, 1)
+ diag(v, -1));
[x, i] = sort(diag(D));

Vtop = V(:, i)’;
w = Vtop(:, 1).^2;

APPENDIX B
NECESSARY INTEGRAL
The following integral (73) frequently arises in the problems
of ergodic capacity analysis and others. This integral has
been derived in [70, eq. (78)] as a summation of incomplete
upper gamma function, which is more complicated than (74).
For this reason, we give a proof below.
Lemma 1: Let us consider

In(u) =
∫ ∞

0
e−uxxn log2(1 + x)dx, (73)

where n ≥ 0 is a positive integer and u > 0. We can prove
that

In(u) = log2(e)

[
euE1(u)

n∑
k=0

n!(−1)k

k!un−k+1

+
n∑

k=1

k∑
l=1

l−1∑
m=0

n!(−1)k+l

lm!(k − l)!un−k+1−m+l

]
,

(74)

where n! is the factorial and E1(x) = ∫∞
1

e−xt
t dt is the

exponential integral function.
Proof: We note that

In(u) = (−1)n
dnI0(u)

dun
(75)

for n = 0, 1, . . .

It is easy to show that

I0(u) = log2(e)
eu

u

∫ ∞

1

e−ut

t
dt

︸ ︷︷ ︸
=E1(u)

. (76)

The n-th derivative of I0(u) can be derived as follows:

dnI0(u)

dun
(a)= log2(e)

dn

dun

(
eu

u
E1(u)

)

(b)= log2(e)
n∑

k=0

(
n

k

)
dn−k

[
u−1
]

dun−k
dk[euE1(u)]

duk

(c)= log2(e)
n∑

k=0

(
n

k

)
(−1)n−k(n− k)!

un−k+1

dk[euE1(u)]

duk

(d)= log2(e)
n∑

k=0

n!(−1)n−k

k!un−k+1

dk[euE1(u)]

duk
. (77)

The above steps are based upon the standard formula for the
derivative of the product of two functions.
The k-th derivative of euE1(u) can be derived as follows:

dk[euE1(u)]

duk
(a)= dk

duk

(
eu
∫ ∞

1

e−ut

t
dt

)

(b)= dk

duk

(∫ ∞

1

e−u(t−1)

t
dt

)
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(c)= (−1)k
∫ ∞

1

(t − 1)ke−u(t−1)

t
dt

(d)= (−1)k
∫ ∞

1

k∑
l=0

(
k

l

)
tl(−1)k−l e

−u(t−1)

t
dt

(e)=
[
euE1(u) +

∫ ∞

1

k∑
l=1

(
k

l

)
tl(−1)l

e−u(t−1)

t
dt

]

(f )=
[
euE1(u)+

∫ ∞

1

k∑
l=1

(
k

l

)
tl−1(−1)le−u(t−1)dt

]

(g)=
[
euE1(u) +

∫ ∞

0

k∑
l=1

×
(
k

l

)
(t + 1)l−1(−1)le−utdt

]

(h)=
[
euE1(u) +

∫ ∞

0
(−1)l

k∑
l=1

l−1∑
m=0

(
k

l

)

×
(
l− 1

m

)
tl−1−me−utdt

]

(i)=
[
euE1(u) + (−1)l

k∑
l=1

l−1∑
m=0

(
k

l

)(
l− 1

m

)

× (l− m− 1)!

ul−m

]
.

(78)

Since the above steps are self-explanatory, we omit the
details. By substituting (78) in (77) and after some manip-
ulations, we obtain (74). �

APPENDIX C
PROOF OF PROPOSITION 1
Since the received signal power at the IRS is random, it is
possible that the SNR may drop below the required threshold,
resulting in an outage. Thus, OP is defined as

Pout = Pr
(
γ < γth

) = Pr

(
‖g‖2 <

γth

cPh

)
, (79)

where γth = 2R − 1 is a predetermined threshold.
In order to evaluate (79), we first average over ‖g‖2 while

keeping Ph constant:

Pout |Ph =
∫ γth

cPh

0

1

�(M)
yM−1e−ydy

(a)= 1

�(M)
γ

(
M,

γth

cPh

)
, (80)

where the above follows from the fact that ‖g‖2 is Gamma
distributed and the incomplete Gamma function is given
by [44, eq. (5.531.1)].
Second, since Ph is a function of ‖h‖2, we must average

the conditional outage (80) over the PDF of ‖h‖2. This can

be done as follows

Pout =
∫ ∞

0
Pout |Ph f‖h‖2(x)dx

= 1

�(N)�(M)

∫ ∞

0
γ

(
M,

γth

cq
(
P̄tx
)
)
xN−1e−xdx. (81)

Finally, inserting (81) into (13), the average throughput of
delay-limited mode can be expressed as (14).

APPENDIX D
PROOF OF PROPOSITION 2
Starting from the definition of the EC, we have

Ce = E

[
log2

(
1 + cPh‖g‖2

)]
(a)= E

[
1

�(M)

∫ ∞

0
log2(1 + cPhy)y

M−1e−ydy
]

(b)= E

[
1

�(M)
(cPh)

−M
∫ ∞

0
log2(1 + x)xM−1e

− x
cPh dx

]

(c)= E

[
(cPh)−M

�(M)
IM−1

(
1

cPh

)]

(d)= 1

�(N)�(M)

∫ ∞

0
IM−1

(
1

cq
(
P̄tx
)
)

xN−1e−x(
cq
(
P̄tx
))M dx, (82)

where Step (a) is obtained by substituting the PDF of ‖g‖2

into the definition of ergodic capacity; Let x = cPhy we
obtain Step (b); Step (c) follows the Lemma 1; (d) is due
to averaging (c) over ‖h‖2.

APPENDIX E
PROOF OF PROPOSITION 3
The average BER of BPSK for a communication link that
has a single antenna transmitter and multiple receive anten-
nas with maximal ratio combining has been studied in
[71, Sec. (14.4)]. The received SNR in this system is given
by γ = c‖g‖2. This system is thus comparable to our WD-
IRS link in Fig. 4, if Ph is assumed to be constant. Using
this analysis, we find

P̄BER = E

[
Q

(√
2cPh‖g‖2

)]

(a)= E

[[
1

2
(1 − η1)

]M M−1∑
k=0

(
M − 1 + k

k

)[
1

2
(1 + η1)

]k]
,

(83)

where η1 =
√

cq(P̄t‖h‖2)

1+cq(P̄t‖h‖2)
and the Gaussian Q-function is

given by Q(x) = 1√
2π

∫∞
x e−t2/2dt = 1

2
√

π
�( 1

2 , x
2

2 ). Step (a)
above is obtained by [71, eq. (14.4.15)]. Averaging over
‖h‖2, we have (17).
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APPENDIX F
PROOF OF PROPOSITION 4
The conditional BER of BDPSK can be expressed as
Pc(x) = 1

2e
−x. Thus, the average BER is related to the MGF

method [49]. Since by definition MGF of X is the expected
value of random variable etX , where for the problem at hand
X is the received SNR at the IRS, we first derive the MGF
of it as

M(t) = E

[
e−cPh‖g‖2t

]

(a)= E

[
1

1 + ctq
(
Pt‖h‖2

)
]M

(b)= 1

�(N)

∫ ∞

0

xN−1e−x[
1 + ctq(Ptx)

]M dx, (84)

where (a) is obtained by taking the expectation over the
distribution of ‖g‖2, which is Gamma distributed and thus
follows from and then averaging over ‖h‖2, we can have (b).

Thus, the average BER of BDPSK can be obtained
via (84), which results in (18).
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