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ABSTRACT The recent research trends for achieving ultra-reliable and low-latency communication
networks are largely driven by smart manufacturing and industrial Internet-of-Things applications. Such
applications are being realized through Tactile Internet that allows users to control remote things and
involve the bidirectional transmission of video, audio, and haptic data. However, the end-to-end propagation
latency presents a stubborn bottleneck, which can be alleviated by using various artificial intelligence-
based application layer and network layer prediction algorithms, e.g., forecasting and preempting haptic
feedback transmission. In this paper, we study the experimental data on traffic characteristics of control
signals and haptic feedback samples obtained through virtual reality-based human-to-machine teleopera-
tion. Moreover, we propose the installation of edge-intelligence servers between master and slave devices
to implement the preemption of haptic feedback from control signals. Harnessing virtual reality-based tele-
operation experiments, we further propose a two-stage artificial intelligence-based module for forecasting
haptic feedback samples. The first-stage unit is a supervised binary classifier that detects if haptic sample
forecasting is necessary and the second-stage unit is a reinforcement learning unit that ensures haptic
feedback samples are forecasted accurately when different types of material are present. Furthermore, by
evaluating analytical expressions, we show the feasibility of deploying remote human-to-machine teleop-
eration over fiber backhaul by using our proposed artificial intelligence-based module, even under heavy
traffic intensity.

INDEX TERMS Human-to-machine applications, reinforcement learning, supervised learning, ultra-low
latency communication.

I. INTRODUCTION

THETACTILE Internet (TI) envisions a telecommunica-
tion network that supports and empowers human users

to immersively control and manipulate both real and vir-
tual remote things or machines [1]. Within the next few
decades, the Internet-of-Things (IoT) will play an essential
role in our daily lives as well as in industrial manufac-
turing (Industry 4.0). In this technical evolution process of

IoT, enabling the interaction among machines and humans
over the Internet appears as a fundamental requirement [2].
The IEEE P1918.1 standards working group defined TI as
“A network (or network of networks) for remotely access-
ing, perceiving, manipulating, or controlling real or virtual
objects or processes in perceived real-time by humans or
machines” [3] and some primary use cases considered are
teleoperation, immersive virtual/augmented reality (VR/AR),
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and industrial automotive control [4]. The authors of [5]
indicated that there is an overlap in the concepts and tech-
nologies related to IoT, 5G and TI, such as ultra-low-latency
(1-10 ms) and high-reliability (99.999%) communication
channels, high-bandwidth, and secure network infrastruc-
ture with integrated edge computing intelligence. Most of
these applications involve remote immersion that is achieved
through bilateral exchange of multi-modal information, e.g.,
a combination of audio, video, and haptic information over
the Internet with reaction latencies of 100 ms, 10 ms, and
1 ms, respectively [1].
The term “haptics” refers to both “kinesthetic perception”,

i.e., forces, torques, position, and velocity experienced by
the muscles, joints, and tendons of the body and “tactile
perception”, i.e., surface texture and friction sensed by dif-
ferent types of mechanoreceptors in the skin [6]. The latency
requirements of haptic communications are dependent on
the intensity of control dynamics involved in the applica-
tion scenario. For applications with “low dynamics” like
remote surgery and “intermediate dynamics” like a collabo-
ration of users in virtual or real environments, it is possible
to involve human users in a closed global control loop
between the human users and the teleoperators, thus lead-
ing to human-to-machine (H2M) applications [7]. A typical
H2M communication system consists of a “master subsys-
tem” and a “slave subsystem” that interact over a network, as
shown in Fig. 1. A human operator at the master subsystem
end generates and transmits control signals, i.e., position and
velocity data through motion sensors, over a communication
channel. In return, the slave subsystem receives that data and
responds back with force reflection/feedback of the remote
environment, in the form of kinesthetic or vibrotactile force
feedback data [8].
In order to maintain the system stability and transparency,

haptic sensor readings from kinesthetic devices are typi-
cally sampled, packetized and transmitted at a rate of 1 kHz
or higher [9]. The authors of [10]–[12] performed stability
analyses to show that there is a relationship between the
sampling rate, the overall stiffness shown, and the damping
of the system to ensure system stability. An H2M system
that operates with lower sampling rates may still be used
to perform certain jobs but the average stiffness at lower
sampling rates is higher than that of a higher sampling rate.
Thus, H2M systems may require greater damping for stabi-
lizing hard contacts. For teleoperation systems, kinesthetic
information processing requires a thousand or more haptic
data packets per second to be transferred between the master
and the slave devices. Such a high packet rate will result in
the use of large amounts of network resources in tandem with
audio and video data transmission, leading to inefficient data
communication. Therefore, in teleoperation systems, haptic
data reduction or packet rate reduction becomes a necessity.
Some latest technical advancements that facilitate the

realization of low-latency H2M and TI applications are
software-defined networking (SDN), network function vir-
tualization (NFV), and edge computing, to name a few.

SDN is an important feature of 5G networks that decouples
the control and data planes and provides centralized con-
trol of network elements. In a centralized control network,
the management of traffic within a network becomes easier
and mobility can be managed more efficiently [13] and
with less latency while taking advantage of abstraction [14].
With NFV, virtualization and softwarization of network func-
tions are possible that reduce the dependency on hardware,
which in turn increases the reliability of the network and
simplifies the sharing of resources among various network
functions [15]. Edge computing solutions like cloudlets can
play an important role in haptic communications where com-
putations for stability control can be offloaded from the
remote teleoperator [16]. By using the aforementioned NFV
and cloudlets, “intelligence” can be efficiently distributed
across network edges [17].
Note that the ultra-low latency communication between

local master-slave pairs residing within the same wireless
coverage area can be easily supported by advanced wireless
technology such as 5G, WiFi, or Bluetooth. Nonetheless,
data between remote master-slave pairs need to traverse
through the optical front/back-haul segments [18]. Thus, it
becomes challenging to meet the stringent latency require-
ments of H2M applications without being limited by the
master-slave distance. This challenge can be overcome by
preempting the haptic feedback from slave devices [19] and
transmit this feedback from an intermediate artificial intel-
ligence (AI)-enhanced H2M server. With this approach, the
master receives the haptic feedback samples much quicker
than the round-trip time of the master-slave pair and thus,
remote H2M communications that meet stringent latency
requirements can be deployed without being limited by the
master-slave distance.
Recently, the authors of [20] proposed an edge sample

forecast module that relies on historical data to forecast
haptic feedback to the master. However, with this model,
user experience can be significantly impacted by dynamic
H2M applications where a certain diversity is present among
various haptic feedback samples. Thus, in this paper, we
propose an Event-based HAptic feedback SAmple Forecast
(EHASAF) module that exploits a two-stage AI model con-
sisting of an artificial neural network (ANN) unit followed
by a reinforcement learning (RL) unit to forecast haptic
feedback to the master. The ANN-based supervised learning
unit decides when the master controller should start receiv-
ing haptic feedback samples and the RL unit ensures that the
proper values of the haptic feedback samples are delivered.
Thus, the master controller device receives proper haptic
feedback samples within the expected quality of experience
(QoE) time (DQ). Moreover, the transmission of redundant
haptic feedback samples is also reduced to a great extent.
Our primary contributions in this paper are as follows:

• Firstly, we study various statistical characteristics of
the control and haptic feedback data obtained from
our virtual reality (VR) teleoperation experiments. We
create histograms for various test scenarios from the
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FIGURE 1. A schematic diagram of remote teleoperation showing communication between master and slave devices over a network.

packet arrival timestamps and successfully fit them with
generalized Pareto distribution with optimal parameters.

• Secondly, we propose a two-stage AI-based haptic sam-
ple forecast unit, EHASAF. The first-stage uses ANN
to implement a supervised learning algorithm on con-
trol signals from VR gloves to detect if forecasting
of haptic feedback samples is necessary. We show that
our designed ANN-based supervised learning algorithm
can detect haptic feedback forecasting events from our
experimental control signal data with ∼ 99% accuracy.

• Thirdly, we propose a second-stage RL unit that uses a
linear reward-inaction algorithm for run-time prediction
of proper haptic feedback samples at every iteration.
Through numerical evaluation, we perform a sensitiv-
ity analysis of the RL unit and investigate the impact
of exploration and exploitation on the accuracy of the
RL unit. Our results indicate ∼ 92% accuracy for four
different haptic materials with 90% mutual correlation
in haptic feedback samples.

• Finally, we present the closed-loop latency for data
transmission between master and slave devices over
an optical fiber backhaul network against the overall
network traffic intensity. In this context, we show that
the deployment of remote H2M teleoperation is infeasi-
ble for a 40 km master-slave closed-loop network with
more than 65% overall traffic intensity. However, such
deployment is possible by using our proposed EHASAF
module with an intermediate H2M server.

The rest of this paper is organized as follows. In Section II,
we review some recent works done in this area. In Section III,
we briefly discuss our considered network architecture to
facilitate remote H2M applications. In Section IV, the details
of our experimental setup, the ANN-based binary classi-
fier unit and the RL unit are presented. In Section V, the
performance of the proposed EHASAF module is evalu-
ated. Finally, in Section VI, our primary observations and
achievements by using the proposed EHASAF module are
summarized.

II. RELATED WORKS
In this section, we review recent research related to bilat-
eral teleoperation over TI network infrastructures. We keep
the focus of our discussions on ultra-reliable low-latency
communications (uRLLC) and H2M applications. A compre-
hensive survey on uRLLC related research and standards like
IEEE time sensitive network (TSN) and IETF deterministic
networks (DetNet) is given in [21]. The primary objective
of both TSN and DetNet is to define a common network

architecture that realizes uRLLC while meeting some guar-
anteed bounds on latency, jitter, and packet loss. In [22], the
authors provided an overview of TI services and haptic com-
munications and thoroughly discussed the 5G functionalities
that can achieve guaranteed low-latency transmission over
wireless networks. The authors of [23] proposed a single-cell
sparse multiple-access wireless network resource assignment
system that would optimize the data transmission rates for
haptic users subject to transmission power and latency con-
straints. The authors of [24] proposed a time-division packet
drop mechanism for duplexing cellular systems that satis-
fies the quality-of-service (QoS) requirements of the finite
transmitting power and optimizes the queue state information
and the transmission policy by depending on channel state
information. For achieving low per-packet in-order deliv-
ery delays for 5G and TI applications, the authors of [25]
proposed a low-complexity Stochastic Earliest Delivery Path
First (S-EDPF) protocol while considering uncertainty and
time-variation in path delays. Moreover, the authors of [26]
analyzed TI and discussed the system design of uRLLC in
new radio (NR) and long-term evolution (LTE) technologies
from a physical layer and medium-access control perspective.
The next important aspect and challenge is to enhance

the human operators’ QoE, following the design of uRLLC
networking infrastructures that lays the foundation for the
TI. Only when the human operator obtains sufficient multi-
modal sensory feedback, especially the sense of touch, a real
immersion in the remote environment possible. In this con-
text, the authors of [27] applied skin deformation feedback
on multiple fingerpads that provide multi-degree-of-freedom
interaction force direction and magnitude information to
human operators and showed improvement in performance
and QoE. In [28], the authors explored the robotic embod-
iment by employing augmented reality feedback to the
human operators that allows them to execute tasks with
better accuracy, dexterity, and visualization. The authors
of [31] introduced Tactile Robots (TR) as the next evo-
lutionary step in robotic systems and described the enabling
technologies for the embodiment of the TI via smart wear-
ables. In [30], the authors conducted a trace-driven study for
proposing a multi-sample-ahead-of-time sample forecasting
scheme that compensates for the delay in haptic feedback
samples over FiWi networks. Some researchers aimed at
multi-robot task allocation for the TI, e.g., the authors of [29]
presented a task allocation strategy which provides a suit-
able host robot selection and computation offloading to
collaborative nodes. Furthermore, the authors of [32] used
mixed-integer programming techniques for solving single
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FIGURE 2. Local and remote teleoperation master-slave pairs using H2M servers over TDM or WDM-PON based FiWi networks.

TABLE 1. Comparison with existing tactile Internet works.

robot task planning problems. In Table 1, we highlight the
primary contributions of our current paper over some of the
aforementioned works.

III. HUMAN-TO-MACHINE NETWORK ARCHITECTURE
Fig. 2 illustrates an example of network architecture where
different combinations of local and remote H2M master-
slave pairs are connected over FiWi access networks. The
wireless access points (WAP) are integrated with optical
network units (ONUs) of a time division multiplexed (TDM)
or wavelength division multiplexed (WDM) passive optical
network (PON) as fiber backhaul network. The ONUs in a
typical PON is situated at a distance of 10-20 km from the
central office (CO) and the distance is nearly 100 km for

long-reach PON. For local H2M teleoperation (shown by
the purple circle), the intermediate distance between master
and slave devices is very short, usually, a few meters and
hence, wireless technologies like 5G new radio, WiFi, or
Bluetooth can support them. However, when we consider
remote H2M teleoperation scenarios like intra-PON master-
slave devices (shown by the green circle) and inter-PON
master-slave devices (shown by the pink circle), then relying
on optical front/back-haul segments becomes essential [33].
It is important to note that the end-to-end propagation

latency still presents a bottleneck for remote H2M teleoper-
ation scenarios as light cannot travel faster than 2 × 108 m/s
within an optical fiber. If each of the master and slave devices
is connected to an ONU of a 100 km long-reach PON,
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FIGURE 3. Different components of VR H2M experimental setup and haptic
feedback samples corresponding to different types of material.

then only the end-to-end propagation latency becomes 1 ms.
Nonetheless, such remote H2M teleoperations can be made
feasible with various AI-enhanced edge-computing servers
to predict bandwidth demands or forecast haptic samples,
indicated as “H2M server” in Fig. 2. These H2M servers
can be installed at the network edge to support a group of
ONUs, or at the remote node or CO, depending on given
cost, bandwidth, and latency constraints.

IV. SYSTEM MODEL
In this section, we briefly describe our VR based H2M exper-
imental setup and the statistical characteristics of control
and haptic feedback signals. Then we discuss the EHASAF
module consisting of a supervised learning algorithm imple-
mented by an ANN unit to predict if haptic feedback samples
required to be forecasted, followed by an RL algorithm to
forecast proper haptic feedback samples to the master device.

A. EXPERIMENTAL SETUP AND NETWORK STATISTICS
In any H2M experimental setup, the hardware design param-
eters like sampling frequency, the number and type of sensors
and actuators determine the volume of input and output
data [35]. The slave haptic subsystem can either be a phys-
ical device interacting with a remote physical environment
or a virtual pointer like a virtual hand, operating in a vir-
tual environment. Simulated virtual worlds are hassle-free
to reproduce and can allow connectivity with multiple users

FIGURE 4. Distribution fitting corresponding to empirical histograms of timestamps
of control signals and haptic feedback from different tests.

to communicate with each other in a virtual space over a
local network or the Internet in some situations. To study the
characteristics of the control signals from a master device
and the corresponding haptic signals from a slave device,
we created a VR based H2M experimental setup as shown
in Fig. 3(a).
The master device consists of a pair of VR gloves and

each glove has two orientation sensors on the thumb and
wrist with 9 degrees-of-freedom, and five flexible sensors on
five fingers for tracking movements and applied forces [36].
The sensor sampling rate is 200 Hz and the control signals
are transmitted over a wireless interface to the computer
where a VR application for touching a virtual ball (the
slave device) is run. The wireless interface is a customized
Bluetooth interface that can support a maximum master-slave
distance of 30 meters [36]. Quaternion and Euler’s angles
are used to record the thumb, wrist, and finger joints’ ori-
entation data [37]. Moreover, two flex sensors per finger
record the normalized tension on each finger. Hence, each
instance of control signal from either hand contains a total
of (4 × 2) + (5 × 5 × 3) + (5 × 2) = 93 elements. When
any finger touches the virtual ball and depending on the
type of material of the ball, e.g., metal, foam, wood, or
plastic, the VR application sends different haptic feedback
samples to the haptic actuators of the corresponding finger.
The haptic feedback samples, with amplitude values that lie
within 0 to 255, as shown in Fig. 3(b), are transmitted to
the master device within 100 ms. The signal latency of the
haptic feedback is 10 ms and the maximum force felt is 0.9
gram-force [36].
To characterize the traffic pattern of control signals and

haptic feedback of VR based H2M teleoperation, we perform
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FIGURE 5. Logical links between master, H2M server, and slave devices.

three different test scenarios in our experimental setup, e.g.,
grabbing a virtual ball, grabbing a virtual cube, and grab-
bing a virtual circular cube (cube with circular facets). The
histograms obtained from the timestamps of control signals
for all three test scenarios are shown in Fig. 4(a). Similarly,
the histograms obtained from the timestamps of haptic feed-
back for all three test scenarios are shown in Fig. 4(b).
Note that we scaled these histograms from a mean of 10 ms
to 1 ms for compatibility with standard H2M teleoperation
QoE requirements. We observe that all these distributions
well fit a generalized Pareto distribution [38]. Recall that
the probability density function fX(·) of a generalized Pareto
distribution X with shape parameter k �= 0, scale parameter
σ , and threshold parameter θ is given by:

fX(x|k, σ, θ) =
(

1

σ

)(
1 + k

(x− θ)

σ

)−1− 1
k

, (1)

for θ < x, if k > 0, or for θ < x < (θ − σ
k ) if k < 0. For

k = 0, the density becomes an exponential distribution as
follows:

fX(x|0, σ, θ) =
(

1

σ

)
exp

(
− (x− θ)

σ

)
, (2)

for θ < x. The optimal distribution parameter values in terms
of goodness-of-fit, empirical and fitted means and variances
are summarized in Table 2. We also ensure through Chi-
square goodness-of-fit (GoF) test that the distribution fittings
are accurate with a 5% significance level.

B. AI-BASED HAPTIC FEEDBACK SAMPLE FORECAST
MODULE
We consider the case in which H2M server is situated
between the master and slave devices and hence, the network
is divided into two logical segments, i.e., master-H2M server
(MH) and H2M server-slave (HS), as shown in Fig. 5. We
denote the latency between master and H2M server as tMH
and the latency between the H2M server and slave as tHS.
Hence, the total end-to-end latency between control signal
generation at the master device and reception of the corre-
sponding haptic signal is DMS = 2×(tMH+tHS). However, if
DMS > DQ, then the user experience degrades. To overcome
this issue, we install the proposed EHASAF module in the
H2M server that acts as a proxy of the slave device.
(a) EHASAF - ANN Unit: The first stage of the EHASAF

module is an ANN unit corresponding to each of the thumb,

index, middle, ring, and baby fingers of both hands (as shown
in Fig. 6) and detects each finger’s actions, i.e., whether
it is going to touch the virtual object or not. A typical
ANN can be viewed as a universal approximator, which can
approximate any linear/non-linear function to any arbitrary
degree of accuracy [39]. Therefore, an ANN can be used
for function approximation, regression analysis, and data
classification. Usually, there are multiple hidden layers in
an ANN, consisting of a network of artificial neurons to
represent a linear combination of certain parameterized non-
linear functions. During the training phase, the weights of the
interconnections among the neurons are determined based on
the trained data. Once the network is fully trained, the ANN
can be used for producing a suitable output based on any
input data. From our VR based H2M experiments, the wrist
and thumb coordinates and the rotation and tension of each
finger are considered as inputs to the ANN. The ANN corre-
sponding to each finger uses supervised learning algorithms
to act as a binary classifier. These ANNs try to minimize
the mean-squared error (MSE) in the classification [40] and
the outputs of each ANN are “touch” or “no-touch.” Thus,
the training data for each ANN corresponding to each finger
can be considered a vector of (5×3)+2 = 17 elements and
we denote it by x. The output of the classifier is denoted by
a variable y ∈ {touch, no-touch} and w denotes the weight
parameter vector. Therefore, for a set of input vectors {xn},
where n = 1, . . . ,N and a corresponding set of labels {tn},
we minimize the MSE function as follows:

E(w) = 1

2

N∑
n=1

{y(xn,w) − tn}2. (3)

As our multi-layer ANN uses forward-propagation and
backward-propagation methods to implement this binary
classifier, the time-complexity is given by O(n0n1 + n1n2 +
· · · + nini+1 + . . . ), where ni is the number of neurons in
the ith layer [4]. This complexity can be further improved
by some specialized training algorithms like the Levenberg-
Marquardt algorithm, which does not compute the exact
Hessian matrix but, computes the gradient vector and the
Jacobian matrix [41]. With a cost function like MSE, that
has the form of a sum of squares, the Hessian matrix can be
approximated as H = JTJ and the gradient can be computed
as g = JTe, where J is the Jacobian matrix that contains
first derivatives of the network errors with respect to the
weights and biases, and e is a vector of network errors. With
this approximation of the Hessian matrix, the Levenberg-
Marquardt algorithm reduces to the following Newton-like
update rule:

x(k+1) = x(k) −
[
JTJ + μI

]−1
JTe. (4)

When the scalar μ is equal to zero, then (4) is the same
as Newton’s method but, when μ > 0, then (4) reduces
to a gradient descent algorithm with a small step size. As
Newton’s method is very fast and highly accurate near an
error minimum, we aim to shift towards Newton’s method
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TABLE 2. Generalized Pareto distribution fitting corresponding to control signals and haptic feedback timestamp histograms.

FIGURE 6. AI-based EHASAF module with cascaded ANN and RL units.

as soon as possible. To achieve this, we decrease μ after
each successful step and increase after a step if there is an
increase in the MSE cost function. In this way, the MSE cost
function is always reduced at each iteration of the algorithm.
Note that, this complexity is applicable only for the train-
ing or calibration phase and does not affect the run-time
complexity of the system. If it is a no-touch event, then
no immediate haptic feedback is required to be transmitted
to the master. However, when any finger touches the object,
the EHASAF module starts to generate haptic samples every
(DQ − tMH) interval. Therefore, the master device receives
a haptic feedback sample after every DQ interval, satisfying
both user experience and network latency constraints.
(b) EHASAF - RL Unit: If there are different types of

material involved, it is important to correctly forecast the cor-
responding haptic feedback samples. Hence, we implement
an RL unit that uses a customized linear reward-inaction
algorithm for this purpose [42]. When a finger touch is
detected by the ANN at ith time-slot, the RL units ran-
domly chooses a material (m(i)

k ), where k ∈ {1, . . . ,K}, and
forecasts the first haptic feedback sample. To forecast the
haptic feedback sample correctly, initially, the RL unit uses
its prior knowledge of haptic feedback profiles of all the

materials. After every (tMH+2×tHS) interval, the H2M server
receives the actual haptic feedback sample from the slave
device and computes the reward (r(i)), which is then nor-
malized error in haptic sample forecasting. With this reward
value, the RL unit updates its probability distribution for
choosing a haptic material in the (i + 1)th timeslot. When
(2 × DQ − tMH) ≥ (tMH + 2 × tHS), then the H2M server
receives the haptic feedback sample before generating the
next haptic sample and the RL unit works at its best; oth-
erwise, the RL unit takes more time to detect the actual
material and the user experience consequently degrades. As
we are forecasting haptic feedback samples, hence we are
gaining an additional time buffer of DQ interval. A sum-
mary of the working principle of the RL unit, if a touch
event is detected by ANN at the ith time-slot, is given in the
following:

(i) The RL unit randomly chooses a material (m(i)
k ) from

all possible K materials.
(ii) We denote the haptic feedback sample chosen by the

RN unit at ith time-slot by h(i)
HM and the actual haptic

sample generated at the slave device by h(i)
SM . Thus,

we define the value of the reward received at the
H2M server as r(i) = |h(i)

SM − h(i)
HM|/255, such that

0 ≤ r(i) ≤ 1.
(iii) The probability distribution of the RL unit for choosing

a material in (i+ 1)th timeslot is updated according to
the following update rule:

p(i+1)
m = p(i)

m + αr(i)
(
e(i)k − p(i)

m

)
, (5)

where 0 ≤ α ≤ 1 is the learning rate parameter and
e(i)k is an indicator vector with unity at the kth index.

Note that (5) is a linear reward-inaction automaton and
this algorithm shows very strong convergence properties in
practice. As it is an RL-based algorithm, it relies on com-
monly used exploration and exploitation mechanisms [42].
A smaller value of α indicates more weight on explo-
ration whereas a larger value of α indicates more weight
on exploitation. As an example case, we consider the four
haptic feedback profiles shown in Fig. 3(b) that has nearly
75% degree of similarity based on the mutual correlation
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FIGURE 7. (a) Actual haptic feedback samples and (b) RL unit forecasted haptic
feedback samples.

among themselves. Fig. 7a shows the actual haptic feed-
back samples generated by the slave devices. If we choose
α = 1, i.e., aggressive exploitation and less exploration,
then an instance of the RL unit forecasted haptic feedback
samples are shown in Fig. 7b. In this case, the forecasted
samples are 92.59% accurate to the actual haptic feedback
samples.

V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed
EHASAF module. From our experimental setup, we col-
lected several instances of both control signal and haptic
feedback data of all the experiments, i.e., grabbing a vir-
tual ball, a virtual cube, and a circular cube of different
materials with both hands. We implemented an ANN in
MATLAB that contains 2 hidden layers with 10 and 5 nodes,
respectively, and used the Levenberg–Marquardt training
method for training because of its faster convergence rate as
compared to conventional gradient descent algorithms for
moderate-sized feedforward neural networks [41]. Fig. 8
shows the accuracy of the binary classification performed
by the ANN with the control data from 800 instances of
“grabbing a virtual ball” test scenario. The mean square
error decreases gradually with the number of epochs. We
used 70% of the data for training, 15% data for validation,
and 15% for testing to achieve a prediction accuracy of
∼ 99%. A similar degree of accuracy was also observed in
the other test scenarios.
When the ANN detects a finger touching the virtual ball,

the EHASAF module starts to generate and forecast haptic
feedback samples. With only one material involved in the
testing, the feedback is 100% correct, but if there are multiple
materials to choose, then the accuracy of the forecasted hap-
tic feedback samples decreases. In Fig. 9, we consider that
the learning rate parameter (α) varies from 0.1 to 1.0 and
four sets of data that have an average degree of similarity in
terms of average mutual correlation coefficient 0.25, 0.50,
0.75, and 0.90, respectively. The total duration of each hap-
tic feedback burst is 100 ms and consequent samples are
forecast after every 1 ms interval. We observe that the aver-
age haptic feedback sample forecasting accuracy increases
as the degree of similarity increases. It is also interesting to

FIGURE 8. Accuracy of binary classification implemented by ANN.

FIGURE 9. RL forecasted haptic feedback accuracy vs. parameter α.

FIGURE 10. RL forecasted haptic feedback accuracy vs. frame delay.

observe that, when the degree of similarity is lower, more
exploration provides relatively better accuracy, whereas when
the degree of similarity is higher, then a better accuracy is
achieved through more exploitation.
In order to extract the best performance from the RL

unit, at every iteration, each actual haptic feedback sample
from the slave device must reach the H2M server before
the generation of the next haptic feedback sample. If we
can ensure that (2 × DQ − tHM) ≥ (tMH + 2 × tHS), then
the H2M server receives the haptic feedback samples before
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FIGURE 11. End-to-end network latency over fiber backhaul vs. overall traffic
intensity of a 20 km 1G-EPON with 16 ONUs.

FIGURE 12. Comparison of closed-loop master-slave network latency vs.
master-slave-H2M server latencies over fiber backhaul.

generating the next haptic sample and the RL unit works at
its best; otherwise, the RL unit takes more time to detect
the actual material and the user experience consequently
degrades. Thus, in Fig. 10 we observe the impact of delay
in receiving haptic feedback samples from the slave device to
H2M server, where each number of delayed frames implies
1 ms delay. Nonetheless, we observe that the accuracy of the
RL unit does not degrade very drastically, rather gradually.
This implies that the EHASAF module is quite robust in
terms of handling delay in packet arrivals. Even when the
network is overloaded and the master-slave packet delay is
significant, the EHASAF module still ensures that the master
receives reasonably accurate haptic feedback samples within
every DQ interval.

To investigate the end-to-end latency between master and
slave devices over a TDM-PON based fiber backhaul, we
consider a 20 km 1G-EPON with 16 ONUs. We consider
that a master device is directly connected to an ONU and a
slave device is connected to another ONU. The remaining
14 ONUs are transmitting Poisson distributed background
traffic. We use optimal distribution fitting parameter values
from Section IV to characterize the control signal and haptic
feedback traffics. The master device transmits only control
signals with a packet size of 100 B and a bandwidth of

16 Mbps is required for both the gloves. On the other hand,
the slave device transmits 360◦ video and audio data along
with haptic feedback [43]. The video data has a packet size
of 1.5 kB and requires a bandwidth of 30 Mbps (average) to
60 Mbps (maximum). The audio data has a packet size of 100
B and requires a bandwidth of 512 Kbps. The haptic feed-
back data has a packet size of 80 B and requires a bandwidth
of 1.28 Mbps. With this configuration, the intermediate dis-
tance between the master and slave devices is 20 + 20 = 40
km and the end-to-end propagation latency is 0.2 ms. We
consider that the H2M server is situated at the CO and hence,
its distance from both the master and slave is 20 km with
a propagation latency of 0.1 ms. For computing the average
uplink and downlink network latency of the fiber backhaul,
we refer to the analytical expressions derived in [44] and
whereby the authors previously verified the accuracy of these
expressions through network simulations.
In Fig. 11, we show the average uplink and downlink laten-

cies of all the ONUs. We also show the one-way latencies of
the master-slave and slave-master paths in this figure. The
results indicate that when the overall network traffic intensity,
i.e., background plus H2M traffic intensity is more than 80%,
then the slave to master latency exceeds 1 ms. Furthermore,
in Fig. 12 we compare the closed-loop master-slave latency
with the latency of master to slave and slave to H2M server.
We observe that the closed-loop master-slave latency exceeds
1 ms when the overall network traffic intensity is higher
than 65%. In this case, remote H2M teleoperation can not
be implemented because the haptic feedback samples from
the slave device will reach later than 1 ms to the master
device. However, the latency between the H2M server and
the master device remains below 0.5 ms even with 90%
overall network traffic intensity. Therefore, our results indi-
cate that we can still implement remote H2M teleoperation
by using our proposed EHASAF module in the H2M server
at the CO.

VI. CONCLUSION
The primary objective of this paper is to facilitate remote
H2M applications with AI-enhanced servers over FiWi
access networks. We believe that our contributions are
fundamental that will encourage more future research on
edge-intelligence for immersive TI communications [45]. In
this paper, we have fitted generalized Pareto distribution with
optimal parameter values to the histograms obtained from
the timestamps of control signals and haptic feedback from
three different VR based H2M teleoperation test scenarios.
To deploy remote H2M teleoperation, we have proposed the
idea of installing AI-enhanced H2M server between master
and slave devices that supports the preemption of haptic feed-
back from control signals. Moreover, we have proposed a
two-stage AI-based EHASAF module to forecast haptic feed-
back samples from the H2M server to the master device. The
first stage of the EHASAF module is a supervised learning
unit that implements a binary classifier by using an ANN to
detect if haptic sample forecasting is necessary with ∼ 99%
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accuracy. The second stage of the EHASAF module is a
reinforcement learning unit that ensures ∼ 90% accuracy in
the forecasted haptic feedback samples with four different
types of material and average mutual correlation coefficient
of 0.9. We have also ensured that the EHASAF module is
robust in terms of delayed packet arrivals. Finally, by using
analytical expressions for fiber backhaul latency, we show
the feasibility of deploying remote H2M teleoperation over
a 20 km 1G-EPON with 16 ONUs by using our proposed
EHASAF module in an intermediate H2M server, even under
heavy traffic intensity.
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