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ABSTRACT Recent advancements in Software Defined Networks (SDN), Open Radio Access Network
(O-RAN), and 5G technology have significantly expanded the capabilities of wireless networks, extending
beyond mere data transmission. This progression has led to the emergence of Virtual Networks (VN) and
Network Slicing, enabling industries to enhance their services and applications by establishing virtual
networks that utilize shared physical infrastructure. Many works in the literature have considered optimizing
the allocation of on-demand slices, assuming the absolute availability of resources and their accurate
load. However, accurately allocating future network slices remains challenging due to the error in load
prediction, diverse Key Performance Indicators (KPIs), resource price variations, and the potential for over-
or under-provisioning. This study presents a two-phase intelligent approach to address these challenges.
The framework proactively predicts different slice loads while considering prediction errors in optimizing
future slices with varied KPIs in a cost-efficient manner. Specifically, our method utilizes historical load
data per service and employs Al-based forecasts for service load prediction. Subsequently, it employs a
Deep Reinforcement Learning (DRL) agent on O-RAN’s virtual Control Unit (vCU) and virtual Distributed
unit (vDU) to correct errors in prediction and optimize the cost of slice allocation based on service
KPI requirements, ultimately pre-allocating future network slices at reduced costs. Through experimental
validation against various baselines and state-of-the-art solutions, we demonstrate the efficacy of our
proposed solution, achieving a notable reduction (37-51%) in the average cost of allocated slices while
inquiring about (1.5-7%) of additional resources compared to the state-of-the-art.

INDEX TERMS Reinforcement learning, network slicing, load prediction, smart health, error-correction.

. INTRODUCTION

VER the past two decades, wireless technology has

become the dominant force in networking. The devel-
opment of new-generation networks, like 5G and 6G, aimed
at meeting the growing demands for communication and
computation capabilities in various industries and sectors [1].
These networks have opened up new possibilities for
applications with strict requirements, such as Ultra Reliable
Low Latency Communication (URLLC), Massive Machine
Type Communication (MMTC), and Enhanced Mobile
Broadband Communication (eMBBC). The requirements

for these applications/services vary and may include a
focus on low latency, high reliability, low cost, minimal
energy consumption or higher data rates. These varying
performance requirements are defined by a set of Key
Performance Indicators (KPIs) that need to be met for
different services [2].

To meet the KPIs for diverse services, there is an
increasing need for timely, efficient, and flexible decision-
making in managing network infrastructure and available
resources, as well as determining the best traffic routing.
In order to improve network management, we no longer
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perceive networks as mere collections of hardware (i.e.,
Devices and cables). Instead, the concept of Software-
Defined Networking (SDN) [3] was introduced to replace
complex network devices with software running on commod-
ity machines. SDN gained popularity with the introduction
of Network Function Virtualization (NFV) [4], where SDN
provides centralized control and facilitates easy configuration
updates, while NFV emulates network functions such as rout-
ing and firewalls. Furthermore, Open Radio Access Network
(O-RAN) promotes flexible interfaces and structured decom-
position of RAN elements (e.g., Central unit (CU) and Radio
intelligent Controller (RIC)), allowing efficient resource
allocation and enhanced network programmability [5].
Today, various services request their needs as a graph
of Virtual Network Functions (VNFs), specifying the nec-
essary network functions and data routing between VNFs.
To accommodate this, Network Slicing [6] was proposed
to support multiple services with varying demands and
requirements, such as latency and reliability. These slices are
characterized by mutual isolation and can be independently
controlled, managed, and created based on the varying
demands of different services, effectively transforming a
physical network into a set of virtual network slices.
However, designing accurate network slices for diverse
services is a complex problem, since it involves allocating
both computational and network resources while considering
diverse KPIs, which turns the problem to be an NP-
hard problem [7]. This calls for proposing many heuristic
approaches that reserve fixed network slices for different
services, which results in over- or under-provisioning of
resources. Additionally, most of the current work relies on
optimizing slices through various techniques or heuristics
that lack support for different KPIs or assume the availability
of on-demand resources, as in the collaboration between
AT&T (as tenant) with Microsoft Azure (as the provider) [8],
and others like Verizon and Amazon Web Services [9].
Moreover, it was previously demonstrated in [10] that prior
resource acquisition using predictions will help reduce the
tenant’s overall costs than on-demand resource acquisition.
In contrast to prior studies outlined in Section II, which
were limited to conventional traffic load forecasting for
network slicing, static non-adaptive network slicing, solely
resource-optimized slicing without routing (predicting opti-
mized resources only e.g., [11]), and fixed resource pricing
frameworks, this paper employs Artificial Intelligence (AI)
techniques on multiple levels to devise a precise, economical,
and adaptive network slicing strategy to provision the
requirements of various services’ future loads proactively.
In the first phase of the framework, our solution begins
by collecting per-service historical load records along with
Al-based forecasted resource and KPI requirements of each
slice. Then, in the second phase, an error-correcting and slice
optimization Deep Reinforcement Learning (DRL) agent is
deployed, which learns the prediction error distribution and
services KPI requirements. After that, the agent intelligently
pre-allocates various future network slices with a lower
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pricing, aiming to minimize the cost of creating end-to-
end network slices for each service while adhering to KPI
constraints to ensure quality of service (QoS).

Thus, in this paper, our contributions can be summarised

as follows:

1) We first formulate the problem of network slicing as an
optimization problem to minimize the cost of different
slices through optimal routing and resource assignment
given different KPIs and constraints. Then, we present
a two-phase Al-based framework which is named
Error-aware, Cost-effective, and Proactive Network
Slicing Framework (ECP). ECP proactively provisions
minimal-cost future network slices with a high degree
of accuracy. Indeed, ECP proactively creates network
slices in advance at a minimal cost, ensuring these
slices are closely in sync with what would be con-
sidered optimal (assuming full knowledge of future
loads and optimized using convex programming). The
effectiveness of this alignment is evaluated based on
three critical aspects: 1) the overall cost efficiency of
the slices, 2) the precision in estimating and reserving
the necessary resources, and 3) the extent to which the
slices meet predefined KPIs. The proposed framework
takes into account the dynamic changes in network
demand and pricing for each service, addresses future
resource scarcity by allocating resources in advance,
and considers various services’ KPIs.

2) In the first phase of ECP, we develop a deep predictive
model that forecasts hourly per-service load for two
example healthcare services: Remote Surgery (RS)
and Remote Monitoring (RM). This predictive model
aims to provide accurate load predictions for these
specific services. In the second phase, we intro-
duce an error-correcting Deep Reinforcement Learning
(DRL) model. This DRL model leverages the per-
service hourly predicted load and prediction errors
to create dynamic, cost-efficient, KPI-supported, and
pre-allocated network slices. Notably, our DRL model
has a unique capability: it learns from errors gener-
ated by the predictive model, enabling it to correct
inaccuracies and optimize load predictions effectively.
To identify the best-performing models for ECP, we
conducted an extensive evaluation encompassing both
the predictive and DRL phases. This comprehensive
evaluation involved exploring multiple alternatives
and conducting thorough comparisons against various
benchmarks and baselines. Our goal was to assess the
performance of these models in terms of total cost,
the number of reserved resources, and adaptability to
network changes.

3) Given that ECP can accurately estimate and allocate
various network slices in advance, we have introduced
the concept of dynamic resource pricing. This approach
allows our system to take advantage of lower resource
prices as the allocation moves further away from the
utilization phase. However, a tradeoff is involved: as
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we prioritize cost reduction, we may sacrifice some
accuracy in our resource estimation, a tradeoff we aim
to optimize.

4) Finally, we propose four variants of ECP, each incor-
porating a different technique to enhance prediction
accuracy for precise optimization of network slices.
These variants are then compared to the state-of-the-
art approach and various baselines, with performance
evaluated in terms of total cost, the number of reserved
resources, and adaptability to network changes.

Finally, we remark that the proposed framework can benefit
tenants (e.g., Hospitals) and network service providers (i.e.,
Telecom or cloud providers who provide physical or virtual
resources to tenants). Indeed, tenants can benefit from leasing
optimized slices in advance at discounted prices. Meanwhile,
service providers will be able to plan ahead more efficiently,
reduce the need for on-demand resources, and support a
bigger number of tenants.

Following this introduction section, the rest of the paper
is organized as follows: In Section II, we introduce a
literature review. Section III covers our proposed system
model and the problem formulation. Section IV discusses
our proposed solution, whereas Section V presents the
performance evaluation of our framework and discussion.
Finally, Section VI concludes this paper.

Il. LITERATURE REVIEW

In this section, we discuss the related work regarding load
prediction, dynamic pricing, network slicing allocation and
optimization.

Over the past years, predicting patient load in healthcare
entities has been a fundamental area of research in the
medical field. For instance, accurately forecasting the daily
number of surgeries in healthcare entities is crucial for
optimizing staffing, room allocation, and other hospital-
based resources. However, it’s worth noting that inaccurate
predictions, as observed in scenarios like patient counts
and surgery volumes, can substantially escalate a hospital’s
overall operational costs [12]. Thus, many techniques have
been adopted in the literature to tackle this prediction
problem, using simple statistical models, such as the auto-
regressive integrated moving average (ARIMA) and seasonal
ARIMA (SARIMA) models. For example, ARIMA and
SARIMA were used in [13] to know the surgical volume,
while they were used in [14] to forecast the daily in-
patients. Moreover, due to the non-linearity nature of the
forecasting dataset, machine and deep learning models, such
as Recurrent Neural Network (RNN) and its improved
version Long Short Term Memory (LSTM), were also used in
many works such as [15] for emergency patients prediction.

Similarly, in networks, forecasting the volume of users
manifests under load or traffic estimation. It is also defined
formally as the prediction of inbound and outbound traffic at
different levels of the network (e.g., Devices and links). The
importance of such predictions is that they form the basis
of different anomalies and security discovery techniques in
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networks [16]; they also help the satisfaction of service
level agreement (SLA) [17]. In [18], the authors used
reinforcement learning to predict the end-to-end real-time
network traffic under a dynamically changing environment.
Like medical load forecasting, predictive deep learning
models (e.g., LSTM) have outperformed statistical models
in network load prediction in different scenarios [19], [20].
A recent study by [21] used LSTM and Random Forest to
predict network slicing KPIs compliance but did not address
automated resource fine-tuning for varying resource needs,
which we address. Additionally, many of the literature works,
e.g., [22], [23] focused only on optimizing the resources
without the inclusion of the routing in their optimization,
which we have incorporated.

Building upon the works above, this paper leverages traffic
prediction to learn the daily network needs in order to
optimize and design pre-provisioned, cost-effective network
slices.

In addition to traffic forecasting, many works have focused
on the VNF placement problem, which includes finding the
location of VNFs and the number of computational resources
allocated for any service. For instance, the authors in [24]
showed how the placement problem could be modelled as
an assignment problem that even a relaxed version of it is
considered an NP-hard problem. Hence, a near-optimal solu-
tion is presented. Other works (e.g., [25] and [26]) focused
on the connection between the placement of VNFs and the
associated traffic. Moreover, some related works focused on
predicting the network load to ease the challenge of VNF
placement, such as [27] and [28]. While the latter focused
on identifying the resources based on a forecasting process,
the former used the demand’s Spatio-temporal variation to
reserve the least resources per VNFE. In [29], the authors
showed the effect of running multiple VNFs on a single
node, which can cause a high amount of interference; thus,
they created a mechanism to quantify the VNF interference
and proposed a way to lazily migrate VNFs from one node
to another which helped increasing the overall throughput.
On the contrary, different works focused on improving the
end-to-end delay and throughput. For instance, [30] focused
on VNF placement and routing using network slicing while
leveraging graph theory and accounting for different KPIs,
showing near-optimal performance. Our work requires no
restrictions on VNF placement as we utilize the current
existing VNFs to build optimal slices.

While most of the above literature did not focus
on using artificial intelligence (AI) to optimize a con-
siderable number of network slices, other works have.
This includes [28], which employed a Reinforcement
Learning (RL) technique to forecast traffic volume, result-
ing in almost perfect placement of VNFs with the least
expense. Additionally, [31] demonstrated an intelligent traffic
management method to make QoS provisioning possi-
ble in SDN settings based on multimedia. The authors
suggested an RL approach that chooses the best rout-
ing algorithm from a selection of centralized routing
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algorithms to optimize network return and enhance QoS
provisioning.

Although many studies in the literature have explored fixed
cost models for end-to-end resource provisioning and slicing
admission control [32], [33], only a few have investigated the
impact of dynamic pricing and how it relates to the timing
of resource provisioning on the overall cost. A very recent
work [34] was the first to illustrate a dynamic pricing scheme
based on a ride-hailing pricing model for the admission
of different slice requests. Indeed, that paper aimed to
maximize the long-term profit (from the network company’s
point of view) by optimally accepting or declining different
network slicing requests using RL. The paper, however,
assumes that the service requester already gives the optimal
number of resources for a network slice. On the other hand,
our work does not assume that information is beforehand;
thus, we create the optimal resource allocation for the
services.

Moreover, it is essential to mention that many different
resource providers have adopted computational resources
dynamic prices, such as Amazon’s AWS [35] and Huawei.
However, network dynamic pricing was not introduced. We
argue that the dynamic price of network resources (e.g.,
Bandwidth) is essential since a network slice would only
function as expected if both computational and network
resource requirements are fulfilled. This need is amplified
when using network slices for medical services (e.g., Remote
surgeries) where latency is critical and thus, reserving
and guaranteeing part or all needed resources is essential.
Therefore, there is a need to involve a changing price for
the network resources like computational resources. It is also
worth noting that very recent work by [36] showed another
direction of dynamic pricing by engaging the network
operators and their usage into a competitive resource pricing
game through the usage of game theory and multi-agent
reinforcement learning to provide competitive pricing for
slicing users.

In light of the above work, our project creates an Al-
powered framework for predicting the network demand for
different services and customizing optimal network slicing
accordingly. Additionally, we incorporate a dynamic pricing
model to estimate the cost of the futuristic resources and
a prediction error estimation model to account for load
prediction errors. To our knowledge, this is the first work
to consider load prediction with end-to-end network slice
optimization considering dynamic pricing and the prediction
error.

lll. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we present the proposed system
model. First, we introduce terminologies such as Virtual
Network Function (VNF), service, and the considered
Key performance indicators (KPIs). Then, we present
the problem formulation, combining different aspects
altogether.
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FIGURE 1. Considered System model, framing the solution in the Open RAN
architecture.

A. SYSTEM MODEL

Figure 1 shows the considered model that is framed within
the O-RAN 5G architecture. Our solution operates within the
O-RAN architecture’s service management and orchestration
(SMO) layer. It takes input from various services/flows,
including per-service KPI, actual and Al-predicted historical
loads, available CPU resources, and the network’s current
state, which is provided by the edge computing platform.
Then, utilizing the O-RAN intelligent controllers (RIC), we
deploy a DRL agent to perform tasks on the virtual Control
Unit (vCU) and virtual Distributed Unit (vDU). These tasks
include configuring vBS functions, enabling per-service VNF
routing, and collaborating with the NFV virtual infrastructure
manager (VIM) to configure cloud-based CPU resources
schedulers along the routing node according to the O-RAN
specification. Without losing generality, we will focus on
healthcare services as an example without limiting the kind
of services our system can consider. Indeed, our focus will be
on two different healthcare services, namely Remote Surgery
(RS) and Remote Monitoring (RM) [37]. In what follows,
we will explain different model details in our system.

1) SERVICE GRAPH AND VNF

To support the work of various services (such as remote
monitoring), each service should be assigned a unique
network slice to meet its tight QoS demands. Each service
requires a sequential series of VNFs connected in a graph
with a particular order (i.e., Service Function Chaining
(SFC)) [30]. A VNF may run on single or multiple nodes of
different capabilities (i.e., Different resource amounts). As
seen in Figure 2a, VNFs may represent a variety of functions
such as event filtering and feature extraction [38].

Each service has specific goals to achieve, and its
performance can be measured by meeting the associated
KPIs. It is also important to mention that according to the
service, some KPIs may be prioritized over others depending
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FIGURE 2. (a) The service graph for different medical applications, each block
represents a VNF. (b) The Corresponding physical graph where the VNFs are running.

on the service being provided. For example, in a remote
surgery service where a patient is being treated remotely, the
latency/delay KPI is prioritized over the cost KPI. On the
other hand, telemonitoring may care more about cost KPI
than latency as the monitoring is done over long periods. We
also note that not all KPIs must be fulfilled per service [39].
Additionally, it’s assumed that intermediary processing nodes
will either reduce the data with a factor € or keep it as it
is. In other words, the data is not increased from one node
to another.

2) COMPUTING AND NETWORK RESOURCES

By focusing on the VRAN CU/DU segment depicted in
Figure 1, we observe the virtual graph alongside its cor-
responding physical graph illustrated in Figure 2(b). These
graphs showcase the entirety of processing and commu-
nication resources available across different levels within
the system. In Figure 2(b), the graph’s vertices represent
the different cloud’s Extreme Edge Devices [40] (hereafter,
referred to as nodes), while the edges indicate the connection
between two nodes. Because network nodes u € U differ in
their computing resources (e.g., CPU and Memory), the max
amount of resources of type k in node u is defined as a, (k).
Moreover, a node possesses a processing delay, defined as
D,. Similarly, an edge corresponds to a specific link y € ),
with a transmission delay Dy.

Additionally, a collection of interconnected nodes and
links, forming a complete route from start to finish, is
denoted as a path g € G. The designation of a specific path
chosen by a service s is termed the service flow f € F.
In our system, we define multiple services. Each service
has only one choice of end-to-end path, (i.e., one flow per
service), therefore the system has multiple flows.

Moreover, each link y has a physical bandwidth limit W,
hence, we define the link capacity constraint across all flows
as in Eq. (1), with ¢y reflecting the data amount of a service
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TABLE 1. Table of notations.

Notation Description

u, U Node: computing node that runs a VNF
service, Set of all nodes.

g, G Path: a group of nodes and links, Set of all
paths.

g* Denotes the selected path for a certain flow.

y, YV Link: a connection between 2 nodes, Set of
all links.

s, S Service, Set of all services.

v, V VNF, Set of all VNFs.

fF Flow, Set of all flows.

B(f,u,u+1) Processing data of f from node u to u + 1.

Ny Number of links in a path g.

Os Number of patients per service s.

ay (k) Maximum amount of type k resource in u.

Nu(t) Reliability of u at time ¢.

dp(u), dp(f,9)

Du.y
cul(t, k)

vau

B(y, f)
Dy, and Dy,
Dy ¢

Wy
My (®)
Tfy
Tk, fyu

Oy
dn(f,9)
cy(t)
dg T
RT’f
DT,f
St.g
Of,9.y

¥ and ¢
N

dcurr: hcurr

dcounta hecount

S AT Ry

Processing delay at u, total processing delay
of f for g.

Processing delay at node w for flow f.
Cost of reserving k resources in w at t.
Data percentage of flow f that will be
processed at node wu.

The amount of data of flow f passing
through link y.

Processing delay caused by u, Transmission
delay caused by y.

Communication latency of flow f passing
through link y .

Link capacity/Bandwidth of y.

Reliability of link y at time ¢.

Amount of data in f passing through y.
Number of resources reserved of type k at
u from flow f.

Access delay for link y.

Network delay for f passing through g.
Cost of data transmission in link y at ¢.
Total delay per flow.

Reliability threshold for a given flow f.
Total delay threshold for given flow f.
Path selection indicator for f.

Link selection indicator for flow f passing
through g.

Prediction horizon and Input size.

A general variable to indicate the number
of services, inputs, and others.

Current weekday and hour indicator.
Maximum Number of days and hours used
for training.

A factor that represents the urgency of need-
ing a resource.

MDP components: state, action, transition

probability, reward, and discount factor

flow f passing through y.

Dy =W, Yyey

feF

ey
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TABLE 2. Table of acronyms.

Acronym | Definition

Al Artificial Intelligence.

ARIMA Auto-Regressive Integrated Moving Average.

CU Central Unit.

CVX Matlab Software for Disciplined Convex Programming.

DRL Deep Reinforcement Learning.

ECP Error-aware, Cost-effective, and Proactive Network Slicing
Framework.

KPIs Key Performance Indicators.

LSTM Long Short-Term Memory.

MDP Markov Decision Process.

MBBC Enhanced Mobile Broadband Communication.

MMTC Massive Machine Type Communication.

NFV Network Function Virtualization.

NN Neural Network.

O-RAN Open Radio Access Network.

PPO Proximal Policy Optimization.

QoS Quality of Service.

RAN Radio Access Network.

RIC RAN Intelligent Controller.

RM Remote Monitoring.

RS Remote Surgery.

RNN Recurrent Neural Network.

SFC Service Function Chaining.

SLA Service Level Agreement.

SMO Service Management and Orchestration.

SDN Software Defined Networking.

SARIMA | Seasonal Auto-Regressive Integrated Moving Average.

URLLC Ultra Reliable Low Latency Communication.

VN Virtual Networks.

VIM Virtual Infrastructure Manager.

vCU Virtual Control Unit.

vDU Virtual Distributed Unit.

VNF Virtual Network Function.

Similarly, the total reservation of resources of type k from
all flows at a particular node u, denoted as 7, is bounded
by the node’s maximum capacity a,(k), therefore Eq. (2):

> ngu<ak), Yuel )
feF

3) KEY PERFORMANCE INDICATORS

Various KPIs can assist the requirements and performance of
different services. Our system considers two service KPIs:
end-to-end delay and end-to-end reliability.

For each service path, the delay is divided into two
components: network delay and computation delay. While
the network delay is caused by data transmission across
multiple network links, the computation delay is generated
by the computing edge nodes running different VNFs and
processing every flow. As defined in Eq. (3), the sum of all
edge/link delays Dy along a certain path g defines the total
network delay of a service flow d,(f, g).

du(f,8) =) Dyy 3)

yeg
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Here D,y s is defined as Dy s = (B(fvf) + 6y). Where SV’f)

represents the transmission delay for the data of flow f
passing through link y and 6 signifies the channel access
delay that could occur during the data flow.

Moreover, in terms of processing latency, the VNF
instances are modelled as queuing models of type M/M/1-PS
under the processing paradigm in [30], which simulates how
a multi-threaded program operates inside a virtual machine.
We also note that different processing models can also be
incorporated into our system. Thus, the processing latency
per node D, for a flow f, denoted as D, is defined in

Eq. (4):

1

= Fepa W) B 1) @
Such that €7, depicts the percentage of data that will be
processed at a VNF v hosted on u and €7 ,B(f, u) is the
processed traffic at node u. Ideally, €7, will equal 1 where
no compression or data extraction is done to the flow data.
During our simulations, €7, was set to 1 as the VNF
operations included did not perform any data compression
to the different flows. r¢y, is the number of processing
resources in u per flow f and r¢p,(u) is the rate at which
the CPU can execute instructions at node u. Summing all
edge nodes’ processing delay D, s within a path g gives us

dy(f, g):
> Duy )

ueg

dp(f’ g =

It is worth mentioning that the allocated computing
resources play a more prominent role in Eq. (5) than any
network and storage resources. Thus, the allocated CPU
provides an extra degree of flexibility to the trade-off
between cost and performance. A high number of CPUs
will reduce processing time but will increase costs, unlike
other resource types (e.g., Storage space), where additional
quantities would not affect the delay. Thus, the total delay
per flow df 7 can be calculated as the summation of both
network and computational delay dr 1 = d,(f, ) + dp(f, g)
and therefore each flow should abide by its end-to-end delay
constraint Dr s which is given by Eq. (6):

dr,r < D1y (6)

4) RELIABILITY

To ensure high-quality network slices, it is crucial to consider
the reliability of the intermediary nodes and links that
connect the VNFs. Since network slices typically consist of
multiple VNFs hosted on different nodes, the failure or drop
in performance of any of these intermediary nodes or links
can negatively impact the overall performance of the network
slice. Therefore, it is essential to consider reliability as one
of the key metrics when designing and deploying network
slices.

To simulate a realistic state of links and network nodes,
each node u and link y respectively have reliability param-
eters 7y and 7y, which indicate the node’s or link’s
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ability to operate successfully at time ¢. When calculating the
reliability of a single path g, which is a group of nodes and
links, we need to consider the reliability of each intermediary
node u and link y. Therefore, the reliability of a path is
calculated as the multiplication of the individual reliability
of each node and link along that path. The resultant of
the multiplication should abide by the system’s reliability
threshold Rr s, which ensures that the overall reliability of
the network slice meets the required standard as seen in

Eq. (7):
TTTTm® - ny® = Rey (7

ucg yeg

B. PROBLEM FORMULATION

Our network slicing system’s ultimate purpose is to provide
complete and optimal in-advance network slices that fulfil
the KPIs required by various services given their estimated
network load (from the predictive phase, as will be men-
tioned later) with minimal cost. This functionality utilizes
the intelligence of an intelligent DRL-based framework
installed on the O-RAN’s RIC that can estimate the service
loads and reserve network slices for multiple services (i.e.,
both computation and network resources). The major steps
required by our system can be summarised as follows:

o Collecting the different required KPIs from multiple
services (e.g., Delay).

o Estimate the load for different services (based on the
predictive models from the first phase).

« Reserve the end-to-end path with the required services’
virtual network and computational (which can be
reserved from a gateway cloud provider) resources.

Since the main goal is to optimize the cost of all reserved
slices, it is essential to note the different costs. Estimating
the total per-slice cost can be presented as the summation
of two different costs ¢, (t, k) and cy(f) where c,(t, k) is the
price per unit resource k at node u (processing cost) at a
particular time . ¢y (¢) is the fee for transferring data unit
per time unit on a link y (network cost) at time .

Following the model described in [34], ¢, (¢, k) and cy(?)
values can be defined as in Eq. (8):

cu(t, k) =1 -dpy - cy(k)
o) =71-dpy-cy ®)

Where t is the urgency of the resource and is calculated as
the logarithm (base 2) of the number of days until reserving
the resources N; (i.e., T = m). d, represents the
duration for reserving the resources. We simulate a real
scenario and consider varying reservation times for each slice
based on the service requirements. For example, a service
like remote surgery only operates for five hours daily, so
the service duration is limited to 5 hours. It is important to
note that Ny has a maximum fixed value of 8 to prevent
excessive reductions in resource prices when users reserve
resources in advance.
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Now that we have explained the related KPIs and the
primary goal of our optimization problem (cost minimization
of slices), we explain the problem formulation in the
following. Whenever our system receives the estimated loads
from the predictive model (Explained in: Section IV-A) along
with each service KPI requirements, it starts solving the
following problem P allocating the necessary path and virtual
computing resources along the path as follows:

P:  min (C) 9)
S.g-au(f k)
S.t.
stg[dn(f’ g) + dp(fa g)] =< DT,f’
Vfe F,Vgeg (10)
[T m@n® =S RryNfeF (1)
ueg,yeg
D opgy Ty < Wy, Vye, (12)
feF
B(f,u,u+1)=¢r, - B(f,u—1,u),
YuelU,vf € F, (13)
Zof,g,y =Ng-Srg, VfEF,Vgeg, (14)
Yyeg
Y Spe=1. VfeF, (15)
geg
D rpu < auk), Yuel, (16)
feF
ofey €10, 1}, Vge g, Vfe F,¥ye), (17)
Sre 0,1}, VgeGVfeF (18)

where the cost objective C is defined as,

=YY S, [Z et kau(f b
fos “ok

+ ) y(OB(f.Y)
ed)

Our optimization problem P aims to allocate the necessary
resources per service flow and traffic route to reduce the
overall cost while satisfying different KPIs for all different
services. Problem P contains two different decision variables,
namely Sf, and a,(f,k). While the former represents a
binary selection of a path g for a flow f (i.e., the end-to-end
path with all links along that path), the latter illustrates the
number of computational resources per each node’s VNF
along that path. The cost function, C, shows these decision
variables’ impact on the system’s overall cost.

A set of constraints has been defined to guarantee the
satisfaction of all different KPIs. Firstly, constraints (10)
and (11) guarantee the satisfaction of delay and reliability,
respectively. Secondly, constraints (12), (16) and (13) ensure
that maximum physical link bandwidth, max computing
resources per node and flow conservation are not violated.
Thirdly, constraints (14) and (15) together dictate the
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FIGURE 3. The proposed solution ECP consists of two phases illustrated on the two rows of the graph.

selection of all links (N, indicates the number of links of a
path) along the selected path g and only choosing a single
path per flow apiece. Finally, the constraints (17) indicate
the binary choice of all links along the chosen path and (18)
narrows the choice of only one path per flow.

IV. THE PROPOSED SOLUTION (ECP)

In this section, we will discuss the design of our Error-aware,
Cost-effective and Proactive Network Slicing Framework
(ECP), as illustrated in Figure 3. Our system consists of two
main phases. The first phase estimates future load, while
the second phase allocates minimized-cost network slices
according to the estimated load and respecting different KPIs
as presented in P.

A. PREDICTIVE MODEL (PHASE 1)

To have accurate network slicing per service, each service
network’s demand must be precisely known. Thus, we opt to
accurately forecast the number of daily inpatients and assess
different techniques as statistical, machine and deep learning
techniques.

To test our predictive pipeline, we adopt a sample dataset.
The dataset has been collected from [14]. It illustrates the
number of daily inpatients for a large hospital in China for
about 39 weeks. We adopted and modified the dataset to fit
our use, as will be described next.

After acquiring the data, several steps were done to pre-
process and fit the data to our needs, which will be discussed
next.

Firstly, the dataset shape has been modified to account
for different types of techniques/models but with the same
amount of records in each (35 weeks of data for training and
four weeks for testing). For example, we have used a window
size of 1-7 days for the statistical and machine learning
models to forecast future loads. A similar technique has
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been used with deep learning models by using the dataset’s
sequential characteristics.

Secondly, we perform three sets of predictive models to
seek the best model from all of them for predicting the
daily load to be used in the next phase (Load optimization,
Section IV-B). The sets of models used can be summarized
as follows:

o The first set of the predictive model is the window-based
statistical and simple machine learning models. This
set includes Random Forest regressor [41], Extra Tree
regressor [42], ARIMA [43], SARIMA-NARNN [14],
and Long short term memory (LSTM)-based model
(only 3-day window-based model) [44].

o The second set of models consists of deep single-
step sliding-window-based LSTM models, each with a
different window size ranging from 1 to 5 days. These
models produce a single upcoming value from a sliding
window of N values. This set of models is widely used
in literature (e.g., [45]) and was selected to evaluate the
performance of various sliding window sizes N in the
given scenario.

o The third set envisions the set of Deep multi-step
forecasting LSTM models, which takes N values to
predict M values in the future. In this case, we test
models with varying prediction horizons ¢ (e.g., 7-9,
and 21-9) or changing input size ¢ (e.g., £-7 and ¢-14)
where every configuration is of the form (¢ — ). For
example, the (7-1) configuration would represent an
input of seven days of values to predict the next value.
The (35-7) model would indicate the input of 35 days
to forecast seven values of the upcoming seven days.
This model set was chosen as it is widely used in the
literature.

The performance comparison of these models will be
presented in Section V.
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Thirdly, after estimating the number of daily inpatients
from the aforementioned models, we performed the follow-
ing steps to get the number of hourly patients prepared for
the next phase:

1) Using the predicted daily number of inpatients, we
assumed a percentage of the daily inpatients to be
used in the two healthcare services. For example, in
our case, this percentage was set to 15%, divided into
10% and 5% for remote monitoring and remote surgery
services, respectively.

2) According to a local hospital working schedule, each
service’s daily number of patients has been further
divided into hourly inpatients (i.e., The 5% of inpa-
tients for remote surgery was divided by the number
of daily hours specialized for surgery). In our case, we
had 5 hours of daily surgery and 12 hours of remote
monitoring.

3) For each projected number of patients per service, the
total expected data amount per hour was estimated
as the multiplication of the predicted number of
patients by each service required bandwidth. For
remote surgery, we assumed transmission of a high-
definition video of 5 Mbps [46], whereas, for remote
monitoring, we assume light traffic of 0.5 Mbps.

B. NETWORK SLICE CREATION AND OPTIMIZATION
(PHASE 2)

After obtaining the predicted hourly network demand per
service from the previous phase, this phase is focused on
allocating a minimal-cost and adequate network slices for
different services, which includes the optimal allocation of
communication and computational resources for the different
considered services while taking into consideration the
different constraints to be respected (As in Eq. (9)) and the
nature of the resources price fluctuation. We also consider
and correct the prediction error from the previous phase.

Since network demand constantly changes, we opt to use
a dynamic optimization approach. Because of its ability to
adapt to different service requirements and manage highly
complex environments, with low complexity [47], [48], Deep
Reinforcement Learning (DRL) was used as the primary
method of optimizing network slices. In our case, DRL was
used to ensure the optimal choice of paths and resources
while the state of the network might be unstable (e.g., When
some network links fail). DRL was also used to learn and
rectify the errors from our prediction phase.

Unlike predictive machine learning areas, which focus on
predicting a value or a class, DRL is a subtype of machine
learning which focuses on intelligently interacting in an
environment for optimal behaviour. Moreover, DRL does
not use a training dataset to train the model. Instead, it
generates similar data by interacting with the environment
and getting rewards or penalties that illustrate the action’s
goodness performed by the agent.

Because learning in an environment with many states is
complex, DRL models the learning process as a Markov
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Decision Process (MDP). An MDP consists of the 5-element
tuple, which is (S, A, 7, R, y) where the agent is constantly
monitoring the state S of an environment and performing an
action A to obtain a reward R that has been discounted by y
plus the new state S’. When an action is performed, a state is
changed with probability 7. After successfully training the
agent for many episodes, it will be able to successfully map
states to actions that result in the largest cumulative reward,
referred to as a policy w, with the assistance of a learning
algorithm. But before using DRL to solve our problem, we
must first convert it to MDP, in which we will describe the
environment, actions, and rewards.

1) STATE

To  properly represent various states of  our
system/environment, the state space included three different
elements. The first element is the set of the reliability of
all links used in the physical graph {r;, : Yy € Y}, this will
be useful as it will indicate any problems with intermediary
nodes, which might disable some end-to-end paths. The
second element of the system state is the set of the predicted
number of patients per service {o : Vs € S}. This information
is essential for the decision-making process in the system, as
it gives the agent an idea of the amount of resources that need
to be allocated per service. Additionally, the state includes a
counter that tracks the current weekday d.,;»- and hour Ay,
allowing the system to take into account the current time
and adjust its operations accordingly. Altogether, forming
the state space per timestep S; as in (19):

S = ({rly tVye y}, {os : Vs €S}, dewrr, hcurr)

2) ACTION

Prior to any action, an exhaustive list of all possible paths
is given to the DRL agent. Then, at each timestep (in our
case, an hour), the DRL assigns paths to services based
on the path encoding variable p;. For instance, assuming
we have only two services, a value of p; = 3 indicates
[0, 3], which assigns the first and fourth paths for the first
and second services, respectively. This representation of path
selection was used to reduce the number of variables in the
action space. Moreover, the agent will allocate the necessary
intermediary processing resources along each selected path
g* per service flow f. Thus, the action space is represented
as in (20):

19)

A= (pr {refu - Yu € g5, ¥f € FY}) (20)

3) REWARD

We reiterate that our agent undergoes training to choose
the optimal slice for each service ahead of time. This slice
comprises both the paths and the allocation of resources
along those paths. During training, the agent ensures adher-
ence to all previously discussed KPIs, utilizing knowledge
of the environment’s state. Importantly, this training occurs
without access to the actual load data for any of the
services. Therefore, our training entails providing the system
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with load predictions and improving its decision-making
through an accurate rewarding function. Within our reward
function, we evaluate the agent’s performance on how well
its combination of paths and resources fulfils the KPIs of
the true load while simultaneously minimizing the total cost,
relying solely on predicted load data.

Accordingly, the goal of the reward function is twofold:
first, it directs the agent into reserving slices that adhere
to various KPIs according to the actual demand while only
knowing the predicted demand. Indeed, the agent only sees
the predicted demand (see {o; : Vs € S} in &) and is
penalized based on the actual demand {o; : Vs € S} that is
available only at training phase. This will enable the agent
to understand the error distribution within the forecast model
over the prediction period.

Second, out of all slices that adhere to the KPIs, it instructs
the agent to find the least-cost set of slices for the set of
services.

In light of the above, we have created the reward function
ry, which is divided into two parts: The first is punishing
the agent for violating certain KPIs constraints for the actual
demand data, defined in the first and second rows of r; as
cl and c2. Indeed, if the agent’s action does not comply
with each service’s KPI (e.g., Delay D or reliability R), the
difference between the required (subscript req) and attained
(subscript att) KPI multiplied by a scaling factor (e.g., «)
will be given as a penalty. For example, in delay KPI, the
penalty is the difference between the required delay Dy,
and the attained delay D, multiplied by a scaling factor «.

Finally, if the agent finds the optimal configuration per
all slices that minimizes the total cost and abides by all
constraints for the actual load, it will be rewarded, as seen
in the last row of r;.

Thus, (21) represents the reward function:

_ﬂA(Rath Rreq) if Ryy < ]Rreq (c1)
_WA(Datt, Dreq) if Day > Dreq (c2)
(] Yooy 0) > ClCuin, Cmaxl, if —(cl, c2) Vf € F

2y

ry =

Furthermore, we acknowledge that the minimum total
cost of reserving multiple network slices is subject to
change over time, given the hourly variations in demand
leading to different hourly optimal configurations and costs.
Hence, we have chosen to retain the lowest prices per load
configurations obtained by the agent each hour, denoted
as Cyin. For example, suppose we have two services with
hourly load requirements of 1500 Mbps and 2000 Mbps,
respectively, and the agent found a minimum price of slices
to be 150 USD. In this load configuration, our C,,;, would
be saved as C,,;;,[1500, 2000] = 150 USD. After that, the
agent will be rewarded a value between (1 and 0) on how
close its current configuration’s total cost C is to the same
configuration’s best cost Cp;, among all hourly loads. We
also note that C;, is constantly updated if a new least cost
is found. This will direct the agent to always converge on
finding a lower-cost set of slices. Moreover, if the agent
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TABLE 3. Simulation parameters.

Parameter Value
PPO learning rate 0.0003
PPO batch size 128
gamma 0.97

Predictor NN struct. 2 LSTM layers (32 neurons) + 64
neurons

PPO Actor and Critique struct. 2 layers of 64 neurons

N 2

RM rate 0.5 Mbps

RS rate 5 Mbps

Dreq 10 (RM) & 8 (RS)
Rreq 0.999

PPO num. of steps 2048

PPO optimizer Adam

PPO’s gae lambda 0.95

PPO’s clip range 0.2

PPO’s entropy coefficient 0

num. of daily hours forRM and RS 12 & 5

num. of KPIs used 2 (Delay & Reliability)
num. of service types 2 (RM & RS)

violates any of the given constraints for any of the services,
it will not receive the positive reward, hence the condition
if —(cl,c2).

4) DRL ALGORITHM

Among different Deep Reinforcement Learning (DRL) algo-
rithms, we chose to address our network slicing allocation
problem by leveraging an efficient Deep Reinforcement
Learning (DRL) method, specifically the Proximal Policy
Optimization (PPO) algorithm [49]. PPO provides three
different features, making it the most suitable DRL algorithm
in our scenario. First, it inherits the ability of fast training
from A2C by getting multiple trajectories from different
parallel agents at once. This helps accelerate the training
and convergence to the highest reward policy. Second, PPO
adopts the trust-region policy update, which indicates that
whenever an agent learns a new policy, the new policy
will not be completely different from the current policy;
this reduces the agent’s divergence during the training.
Moreover, having a trust region will enable finding a fine-
tuned number of resources needed for intermediary nodes,
consequently reducing total network slicing costs. Third,
PPO supports high-dimensional actions, which supports the
scalability needed when scaling up our problem.

C. ECP ALGORITHM

Combining both phases, the full details of the ECP can be
seen in Algorithm 1. In lines 1 and 2, our algorithm starts
by initializing the inputs of the two phases of the system.
For example, from the predictive phase, these inputs include
the actual and predicted hourly load forecasts for different
services {o; : Vs € S}. From the network slicing optimization
phase, the maximum number of training episodes Eqy,
PPO’s buffer size By, the max number of simulation hours
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Algorithm 1 ECP
1: Input: Episode counter E ounter, Max num. of Episodes
E,q, buffer size By, allocation map M, simulation
hours per day heouns, different services hourly forecast
{05 : Vs € S} and actual loads. {0} : Vs € S}.
2: Init PPO’s Actor & Critiq NN 6, and buffer B.
3: while E ounter < Epgx do
4:  Reinitialize ENV.
5 for each d., € decouny do
6: for each h., € heouns do
7: Form the per-timestep environment state S; using
deyrrs heyrr and the hourly forecast of all services
{os : Vs € S} (using any prediction model or
variants).
Feed the environment state to the agent.
: Select a; tuple per service as in (20).
10: Save chosen path’s links and their intermediary

nodes in M.
11: if Z:fe}' rry > Wy, Yy€ ) then
12: Split link bandwidth equally among demand-

ing services sharing y & update M.
13: end if
14: if Zfe}‘ ay(f, k) > a,(k), Yu € U then
15: Split node resources proportionally among
demanding services sharing u & update M.
16: end if

17: Using M, apply action a; from (20) and transfer
data.

18: Calculate reward ry1 using (21).

19: Save trajectory (sy, as, F+1, St+1) in B.

20: end for

21:  end for
22:  for m mini-batch in B do

23: Compute rewards-to-Go R;. )
24: Compute the advantage estimate A7*.
25: Update Actor & Critig NN

26:  end for
27 Ecounter +=1
28: end while

per episode fcounr, PPO’s actor and critique neural network
(NN) weights are added in addition to other utilities such as
allocation map M, which records the links bandwidths and
the number of resources held by each of the services across
all links and nodes.

After ECP initialization, the training phase starts, and
it’s categorized into data collection (lines 4-20) and PPO’s
learning stages (lines 21-25). Data collection starts by
iterating over a specific number of training hours per episode
(e.g., 12 hours from 8 AM to 8 PM); these hours represent
a timestep where there is a load for a set of services S
which we need to optimize. Thus, we iterate over each hour
h, and with the help of our predictive models, we get the
hourly load forecast for all services {o; : Vs € S} along
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with actual hourly loads and other variables forming the
environment state (19). Presented by this environment state,
our PPO agent samples an action a; (as in (20)) using the
actor’s policy neural network, which includes the choice of
an end-to-end path and number of reserved nodes’ resources
per that path for each of the services. This information is
stored in M.

Next, a; is checked to not to violate any network or
computational constraints and rectify any error. For instance,
the first test (lines 10-12) checks if the agent has a link y
that is allocated by multiple services with a total requesting
bandwidth bigger than its limit Wy; in that case, the link’s
bandwidth is divided equally among the requesting services
and the record is updated in M. The second test (lines 13-15)
checks if the summation of allocated resources across each
node is higher than its limit; if so, then the resources of
the competing services will be divided proportionally among
the demanding services (i.e., More resources are given to the
service with higher demand) and M is updated. After a; is
checked and M is updated, the agent performs the allocation,
the reward is calculated as in (21), and the trajectory is saved
in the buffer B.

After the data collection finishes, the PPO learning stage
starts (lines 21-25), where a mini-batch m is sampled from
the buffer, and three main steps follow. The first is computing
the reward-to-Go R, per each trajectory in m. Next is
computing the advantage estimate A7 that identifies how an
action is better than others in a given state and accordingly
updates PPO main policy (actor’s NN) and value-function
(critique NN) networks.

Considering the two phases within the ECP algorithm, we
assess its testing computational complexity by identifying the
maximum complexity between these phases. First, the initial
phase leverages Long Short-Term Memory (LSTM) for
prediction, entailing a computational complexity expressed
as O(T - Iy - I). Here, T represents the sequence length,
with experimental values ranging from 1 to 5. Additionally,
[ denotes the number of LSTM layers, which is set to 2
in our case, and Iy signifies the number of neurons per
layer, set to 32 in our specific configuration. Secondly,
in the second phase of testing, we employ the Proximal
Policy Optimization (PPO) algorithm, where the inference
complexity aligns with that of a typical neural network,
characterized by O(D - X). In this context, D represents
the data dimension, encompassing 5 state variables. The
complexity of the forward pass is defined by X, involving 2
layers, each containing 64 neurons. As a result, the overall
computational complexity of the ECP algorithm remains
constant.

V. PERFORMANCE EVALUATION & DISCUSSION

In this section, we evaluate the performance of our proposed
solution. First, we explain the environmental setup and
then assess the system by testing each Phase individually,
followed by a test of the entire system.
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FIGURE 4. The prediction performance of Sets 1, 2 and 3 in predicting the next seven days’ load. (a) shows the prediction of classical machine learning algorithms (b) shows
the effect of different window sizes of the LSTM model on the prediction. (c) shows that changing input length affects the prediction output.

A. ENVIRONMENT SETUP

To create a realistic environment, we assumed the presence
of two healthcare services: remote monitoring and remote
surgery. The RL will be trained in allocating the necessary
hourly resources for the entire week for both services. Each
service has a unique delay KPI: 8 milliseconds for remote
surgery and 10 milliseconds for remote monitoring as in [50].
Furthermore, we have set a maximum required reliability
of 0.999, which signifies that each service must ensure the
highest level of reliability to prevent service failure. These
values were chosen to emulate real-world scenarios.

The second row of Figure 3 shows the simulated scenario
with the chosen values of nodes and links. We assume the
existence of two layers of nodes (e.g., Nodes A & B are
at layer 1). The nodes run the same VNF among the same
layer, and each layer simulates different distributed VNF
(e.g., One layer can represent Al-based data filtering VNF
service). We also note that our model is applicable to any
type of VNF. Additionally, each layer includes two nodes,
each with a different capability. Two of the four nodes are
assumed to be weaker nodes, while the others are assumed
to be more robust nodes with more resources; this was
done to simulate the real world, where different options for
processing nodes might exist, for example, weaker nodes
are cheaper but in many cases would not have the sufficient
number of processing for the needed task. Similarly, we
assume the existence of different bandwidth links with the
trade-off of price and bandwidth (e.g., Strong links have
higher bandwidth but are costly). Further, since we assume
the capability of provisioning network slices ahead of time,
the cost per computational resource and transfer of gigabytes
of data for the on-demand and saving (ahead of time) options
are also considered. Computational node costs were based
on Huawei reserved instance costs with 2 and 4 CPUs for
one hour of use.

B. EVALUATING PREDICTIVE MODEL

After training the different sets of models (mentioned in
Section IV-A), we evaluated their performance using the
determination coefficient R? for the first simple models and
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Root Mean Square Error (RMSE) for the second and third
sets of models, as both were time-series models. The testing
prediction was made to predict the load of the last seven
days of the dataset.

Starting with Set 1, we present and visualize the results of
various models versus the ground truth in Figure 4 (a). The
findings indicate that the LSTM-based model had the highest
accuracy compared to other statistical, machine learning, and
fused models [14], with the highest R? coefficient. As a
result, we evaluated variations of the LSTM model to find
the best prediction model for facilitating the training of RL in
the next Phase. In Figure 4 (b), the different variations of the
window-based LSTM are presented with an optimal window
size of 3. The performance of the models in Set 3 can also be
seen in Figure 4 (c), where the prediction performance was
the worst among all the models. Additionally, we calculated
the Mean Absolute Percentage Error (MAPE) for predicting
different ¥ with a fixed input of 7 days of readings (e.g.,
The performance of 7-1, 7-2, ..., 7-7). The MAPEs of
all the models can be seen in Figure 5, which shows how
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FIGURE 6. Exp 1: Convergence behaviour of our RL-based solution (a) cost convergence, (b) shows reward convergence, and (c) shows the delay error satisfaction

convergence.

the prediction error % increases as the prediction horizon
increases. This prediction error will be used in a later variant
of our solution.

C. EVALUATING DRL-BASED NETWORK SLICING

This section aims to evaluate our DRL-based network slicing
(second phase only) against other baselines. The input
of this Phase is the predicted load (from the first Phase
Section IV-A) along with the actual load, which is taken
as a guideline for the agent action, not included in the
environment state. On the other hand, the output is the list
of minimal-cost hourly network slices for seven days of
the services that will abide by different KPIs. The created
slices are then reserved by each service operator ahead of
time.

To test the second Phase of our approach, it was necessary
to obtain predictions of network traffic demand from one
of the prediction models developed in the first Phase. We
used the 7-7 predictive model from Set 3, which takes seven
previous inputs to generate seven predicted loads. While this
model was not the best performing in prediction accuracy, we
chose it also to showcase the ability of deep reinforcement
learning (DRL) to correct inaccuracies in the prediction
model if given access to ground truth data. Secondly, the
output of the predictive model, along with the actual load,
was provided to our DRL, which will work on (1) reserving
the minimal cost network slice via choosing the best paths
and resources along these paths for two services (RS and
RM). Moreover, given the actual load of the predicted values
(as a constraint), the RL will also work on correcting the
prediction values by reserving the needed computational and
network resources that abide by the real constraint, only
seeing the predicted load as a guideline. This works by
adapting to the prediction error distribution seen during the
training period.

In this Phase, the list of conducted experiments can be
summarised as follows:

o In the first experiment, we assess the agent’s learning

by viewing the convergence of the total cost for the
selected network slices per the prediction duration for.
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« In the second experiment, we compare our RL-slicing
against the optimal (CVX-based optimizer) and
maximum-fixed demand with saving prices and on-
demand pricing schemes.

o In the third experiment, we evaluate the adaptability
when the number of network service patients suddenly
increases twice (simulating a pandemic or an emer-
gency). The exploratory nature of RL will help avoid
problems when the network changes unexpectedly.
This shows that in situations where the load increases
unexpectedly, RL could still adapt to the environmental
changes by increasing the number of resources or
choosing a different path that satisfies the demand.

1) FIRST EXPERIMENT

After training the agent for about 20 thousand training
episodes, we can see that our network-slicing solution learns
the minimal-cost network slicing for the hourly demand of
a whole week as in Figure 6 (a). The figure shows the
aggregated cost of 17 network slices per day for two services
(12 for RM, 5 for RS) and the total costs for reserving the
total number of slices per week. Moreover, in Figure 6 (b),
we show the reward convergence, which illustrates how the
RL satisfied all the constraints and optimized the total cost.
Finally, Figure 6 (c) is one of the most critical graphs, which
shows how our solution was able to correct the prediction
error resulting from the low-accuracy model (of phase 1) by
following the error distribution between the ground truth and
predicted values. It is important to mention that we do not
always assume the existence of ground truth; in such cases,
we will only follow certain solution prediction variants (e.g.,
prediction + some error), as discussed in the next section.

2) SECOND EXPERIMENT

To determine the effectiveness of our RL-based method for
allocating the least expensive hourly slices, we compare
it to two baselines. The first is the on-demand optimal
(CVX-based) baseline, inspired by [S1], which assumes
a perfect knowledge of the demand. This method works
by convexifying the problem via enumerating the list of
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FIGURE 7. The figure demonstrates the effectiveness of our RL-based solution
compared to the optimal and fixed-demand baselines under two pricing schemes
(on-demand and savings).

paths. Then, for each path, it runs a convex optimizer that
chooses the cost resources per the nodes along the paths
that satisfy the constraints and saves the solution with its
cost in a candidate set. Then, the least cost combination of
the candidate set is chosen to be the solution. The second
baseline is a maximum-based strategy that assigns the least-
cost fixed slice based on the highest hourly demand observed
in the past. Additionally, to highlight the effect of dynamic
pricing on each solution, we compare two pricing schemes:
on-demand and savings, which refer to the cost of reserving
resources on-demand and in advance. The results displayed
in Figure 7 reveal that the performance of RL and the
optimal solution were very similar in allocating the optimal
hourly load over a six-day period in both pricing criteria.
In some instances, RL resulted in lower prices than the
optimal solution. This could be due to the better refinement
of resources that RL can achieve compared to the CVX-based
solution. Moreover, as seen in the same figure, the fixed-
demand policy can result in high hourly costs compared to
other solutions.

3) THIRD EXPERIMENT

The illustration in Figures 8 demonstrates the flexibility of
the RL solution. The experiment involved waiting for the
agent to reach a stable state and then doubling the number
of patients for both services. The outcome shows that the
RL agent can adjust to the changed demand by allocating
additional resources and attaining stability after roughly 500
iterations. Figures 8(a) and 8(b) depict the re-stabilization in
terms of cost and reward, respectively.

D. EVALUATING ECP PERFORMANCE

In this section, we assess the overall system’s performance,
incorporating both predictive and RL-based slicing elements.
Unlike the evaluations performed in the prior section, which
leveraged actual load data to steer the RL toward precise
resource allocation, this assessment assumes that no accurate
load information is obtainable and that all predictions are
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focused on forecasting future weeks for which information
is yet to be available.

Resource allocation depends on daily inpatient projections.
Matching or surpassing these projections ensures sufficient
resources for slices, while projecting fewer patients can lead
to unmet KPIs and performance degradation. Hence, to better
estimate the real load, we have designed multiple variants of
our solution, which works on modifying the predicted value
from our predictive model and then optimizing the resources
using the second Phase. The first and second variants modify
the predicted model by adding and subtracting a constant
average error percentage from the predicted value. The
constant error used in this case was the maximum prediction
error given to the DRL agent. The third variant, namely
“Predicted 4+ Dynamic Error”, incorporates the weekday
error % distribution learned by the RL during the training of
the agent in Phase (ii) (see Section V-C). i.e., the difference
between the actual and predicted load of many weekly
weekdays. Averaging that error in addition to the model’s
prediction gives us the fourth variant (Predicted + Avg.
Dynamic Error).

To better understand the system’s performance, we test
our system with the aforementioned variants for the duration
of 4 sequential weeks. We have chosen the best-performing
model among the different models tested in phase 1, the
LSTM window-based model of 3 days. In Figures 9, we can
see the estimations of the different variants for predicting
the daily inpatients against the actual load (herein called
Original). After getting the weekly load estimations per
different variants, we train our DRL-based cost-optimization
on it. The total weekly cost convergence of the different
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ECP variants for the first two weeks (first two out of 4
testing weeks) can be seen in Figures 10. We note here
that total cost converging on a same or lower cost value
than the original demand from different variants does not
indicate reserving the actual loads’ slices with lower or same
cost; it only shows that whatever estimated load has been
successfully optimized by RL.

To accurately assess the cost of the different solutions,
it is crucial to allocate the necessary resources on-demand,
which was achieved by adding additional computational
resources to the pre-allocated path of the affected service
until all the services are satisfied. We then analyze the cost
of each solution by calculating the average cost reduction
percentage between the cost of each solution. Each test was
repeated three times per week to obtain reliable performance
measurements, and the average result is presented. The
results in Figures 11 demonstrate that the different variants
of our system had a significant cost advantage over reserving
the slices on-demand with the variants predicted + constant
and dynamic error on the lead. On average, the cost
advantage was 37-51%, which is similar to the cost of
accurately allocating the slices ahead of time, as shown
by the Ground Truth. This remarkable performance is due
to the accurate load estimation achieved by combining our
predictive model with the error estimation methods. This
approach formed an upper bound on the load that triggered
our system to reserve almost all resources ahead of time,
thereby reducing the cost.
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FIGURE 11. The convergence of various ECP variants over a period of four weeks.

An interesting observation from the same graph is that
when the number of patients is vastly underestimated,
the cost of rectifying the selected network slices can
be higher than on-demand resource allocation. This is
because a significant underestimation can result in choosing
an inefficient path, demanding a significant amount of
resources to correct. In contrast, on-demand allocation can
deterministically choose the best route with fewer resources.

Additionally, we compare the average number of resources
used by the different variants to the optimal number of
resources used in the On-Demand solution. Figures 11(b)
reveals that the different variants of our system require a
greater number of resources, primarily due to overestimation
in prediction. However, this increased resource usage is
offset by the lower cost of pre-reserving the slices. Our
observations also show that greatly underestimating the load
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can result in a significantly higher resource reservation than
on-demand allocation.

In Figures 12, we complement ECP’s cost analysis by
showing the tradeoff of choosing relaxed delay thresholds
on the total cost for the two adopted services using an
instance of pricing scheme (e.g., On-demand pricing). The
figure shows that the more stringent the requirement, the
more expenditure. Finally, to show the scalability of ECP, we
incorporate a more significant scenario consisting of more
edge nodes and multiple requesting services. Specifically,
we considered three edge nodes per level and various slices
with different KPIs. Results shown in Figures 13 shows how
the system handled the services with ease and increasing
cost due to the saturation of links.

VI. CONCLUSION AND FUTURE WORK

In this paper, we introduced ECP, an artificial intelligence
framework that predicts network demand and pre-allocates
optimized network slices for various services with reduced
costs. The solution consists of two phases. The first phase
involves forecasting the daily demand, while the second
phase uses DRL to dynamically optimize the various network
slices while taking into account the various KPI constraints,
prediction errors, and the dynamic pricing of resources. To
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accurately evaluate the system, we conducted a series of
tests to validate each solution phase. This included testing
multiple models for Phase 1 and evaluating convergence,
effectiveness vs. optimal, adaptability, and correction for
Phase 2. Since there is always uncertainty about future
load, we introduced four different variants to enhance the
predictive models. With the addition of our optimization
reinforcement learning, we compared their performance
against the state of the art. Our results showed that our
system had a superior ability to allocate lower-cost future
slices, with an average improvement of 37-51% compared to
the state of the art, using only 1.5-7% additional resources.
In forthcoming endeavours, we aim to extend our framework
by enhancing its scalability through the implementation of
distributed Multi-Agent Reinforcement Learning (MARL) in
routing and resource allocation. Using the MARL approach,
each network slice will be managed by a dedicated agent
tasked with predicting the service’s load and optimizing its
operations altogether, thus enhancing the overall scalability.
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