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ABSTRACT This paper presents a novel autonomous management system for satellite-based Non-
Terrestrial Networks (NTN). It addresses the challenges of managing the operations of Low Earth Orbit
(LEO) constellations for the Internet of Things (IoT), emphasizing intermittent connectivity and resource
constraints. This work contributes with the description of the scheduler module alongside a customized
formulation of a novel multi-objective optimization problem and its associated mathematical framework.
The resultant optimization algorithm is elaborated. This Constellation Management System (CMS) is
validated through a real-world scenario, revealing substantial improvements of up to 40% in task assignment
and throughput rates when compared to a best-effort baseline. This study underscores the CMS’s potential
to enhance IoT communication with LEO constellations through resource-efficient and business-aware
satellite operations scheduling.

INDEX TERMS Autonomous management, IoT, non-terrestrial networks, operations scheduling, resource
optimization, satellite communications.

I. INTRODUCTION

INTEGRATING satellite systems with terrestrial telecom
infrastructures, a goal pursued through initiatives such as

the Third Generation Partnership Project (3GPP), has gained
prominence. This is evident in endeavors like the develop-
ment of Non-Terrestrial Networks (NTN) and the expansion
of radio protocols like New Radio (NR) and Narrow-Band
Internet of Things (NB-IoT) for satellite connectivity [1],
[2]. This trend is also reflected in the research community,
where concerted efforts are underway to establish a seam-
less integration between satellite and terrestrial networks,
commonly referred to as the Satellite-Terrestrial Integrated
Network (STIN) [3]. A significant focus lies on augmenting
the growing Internet of Things (IoT) ecosystem with satellite
connectivity facilitated by NTN. In pursuit of this integration,
both Low Earth Orbit (LEO) and Geosynchronous Equatorial

Orbit (GEO) solutions are being explored [4]. This paper
focuses on LEO constellations as NTN. Often deployed to
enable global coverage, these constellations may use Store
and Forward (S&F) mechanisms for data delivery in sparse
constellations [5]. However, managing the operations of
these LEO constellations, particularly for telecom purposes,
presents significant challenges. The complexity arises from
integrating diverse elements of a heterogeneous environment,
the resource-constrained nature of New Space satellite
platforms, and the need to integrate mobile network business
criteria into satellite operations.
Satellite mission planning has historically been the

purview of governmental space agencies, leveraging sophis-
ticated tools such as the Advanced Planning and Scheduling
Initiative (APSI) developed by the European Space
Agency (ESA) [6], and the Automated Planning/Scheduling
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Environment (ASPEN) and the Extensible Universal Remote
Operations Planning Architecture (EUROPA) by the National
Aeronautics and Space Administration (NASA) [7], [8]. A
pivotal shift occurred at the dawn of the 20th century, marked
by the proliferation of commercial satellite constellations.
With this surge, private companies emerged as key players,
developing their own mission planning tools or adapting
existing ones from governmental agencies [9]. In contem-
porary times, notable commercial constellations, like those
from Planet, have garnered significant attention. Despite
their advancements, challenges persist in satellite mission
planning [10]. Therefore, current research in the field aims
to streamline and automate mission planning processes like
the Hands-Off Operations Platform (HOOP) tool [11].
Existing planning tools from space agencies suffer from

a lack of adaptability, often remaining static after the
conclusion of specific missions. Conversely, commercial
solutions pose limitations due to their closed and proprietary
nature, hindering their utility for research and innovation.
Moreover, current commercial constellations rely on in-
house management tools, often incorporating semi-manual
procedures, which can introduce inefficiencies and com-
plexities into operations. Furthermore, while research in
satellite mission planning is ongoing, a notable gap exists in
the coverage of telecommunication constellation use cases
compared to Earth Observation (EO) missions. Addressing
these challenges is imperative for advancing the state of
the art in satellite mission planning and realizing the full
potential of commercial satellite constellations across various
domains.
The need for efficient and autonomous management

systems for the New Space telecom LEO constellations
becomes clear in this context. Though available, traditional
satellite-by-satellite operations and commercial solutions
often fall short of meeting the intricate requirements of
this evolving landscape. As the focus of current operations
management research tends to gravitate toward EO missions,
tailored solutions are needed to effectively address the
distinct challenges of the telecom use case within the New
Space paradigm [12]. Therefore, the authors proposed an
autonomous and reactive constellation management system,
integrated with the 6th Generation (6G) Core Network (CN)
to enhance the NTN architecture by extending IoT roaming
services with a LEO satellite constellation using S&F.
This innovative system and its architecture referred to as
the Constellation Management System (CMS), is described
in [13].
The CMS aims to bridge the gap between satellite

and network operations, particularly within a satellite-based
NTN. Given that satellite operations directly influence
network service quality within such environments, it is
noteworthy that, to the authors’ knowledge, no existing
management framework for satellite operators adequately
addresses this impact on service provision. The novelty of
the CMS is that it addresses this gap by introducing a
novel approach that not only considers the ramifications of

satellite operations on service delivery but also provides a
mechanism for integrating all requisite agents to automate
NTN operations. Additionally, the CMS facilitates seamless
integration of terrestrial networks with satellite-based NTN,
offering the capability to generate 3GPP-compliant operation
plans.
This paper contributes to thoroughly describe the

scheduler module, a pivotal component within the CMS
architecture. Furthermore, the paper delves into formulating a
novel Multi-Objective Optimization (MOO) problem, specif-
ically tailored for the satellite and Ground Station (GS) task
scheduling problem in the NTN use case. A detailed mathe-
matical framework is presented to address this optimization
challenge. This work also presents the optimization algorithm
derived from the model and mathematical formulation,
showcasing its relevance and applicability within the CMS
framework. To substantiate the proposed solutions, the paper
offers a validation phase utilizing a real-world scenario by
a satellite operator named Sateliot [14]. The performance
of the CMS is assessed through a comparative analysis,
pitting its capabilities against those of a manual best-
effort operator, thus providing insights into its efficacy and
potential advantages.

II. CHALLENGES
In resource-constrained constellations, the intricate rela-
tionship between satellite operations and service provision
becomes particularly pronounced. The challenge lies in
maintaining a delicate balance, where the limitations of
available resources must be navigated to ensure the seamless
delivery of intended services. A central predicament in this
landscape revolves around the formulation of operations
plans that align with critical business metrics. Effectively
integrating operational intricacies with overarching business
objectives is imperative to optimize satellite performance
and meet the desired service goals. The development of a
comprehensive task schedule emerges as a crucial facet in
addressing these challenges. This schedule not only dictates
the sequence of satellite operation modes but also serves as
the foundational contact plan for the satellites’ routing and
forwarding protocols, intricately connecting the operational
and communicative aspects of satellite constellations. These
challenges encompass various aspects such as architecture
design, scenario modeling, algorithmic implementation, and
space testing. This paper primarily deals with the challenges
regarding scenario modeling, including (1) metrics and con-
straints for IoT scenarios, (2) managing link discontinuities,
(3) incorporating business criteria and policies, and (4)
modeling protocol procedures, particularly those specified
by 3GPP in the context of NB-IoT.
Figure 1 shows the different procedural steps for user

authentication and registration to a 3GPP network with a
discontinuous link [5]. These steps are later used in the
model as tasks. The figure shows that the authentication
steps in a discontinuous NTN are separated at four different
points in time, according to satellite contacts with the ground
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FIGURE 1. 3GPP authentication procedures with discontinuous link.

nodes. At t1, during a contact between the satellite and
the IoT device or User Equipment (UE), the device sends
an attach request to the satellite. Since the satellite does
not have connectivity with a GS connected to the CN at
that moment, the satellite rejects the request while storing
the device for pending authentication. At t2, upon contact
between the satellite and a GS with connection to the CN,
the satellite requests authentication to the CN on the ground
of the pending devices (Pending Subscriber List (PSL)). The
CN provides the satellite with the Authentication Vectors and
Subscriber Information (AVSI) of the subscribed devices. At
t3, the satellite has another contact with the previous device
from t1. If the device was subscribed and the satellite is
carrying its AVSI, the attach request will result in the satellite
accepting the request and registering the device. Finally, at t4
the satellite has a contact with a GS. The satellite downloads
the generated contexts from newly registered devices to the
CN on the ground. During these contacts, the CN may
exchange context updates with the satellite from registered
devices.

III. SCHEDULER MODEL
Within the CMS, a modular architecture comprising var-
ious modules is employed, with particular emphasis in
this study placed on the scheduler module. This pivotal
module generates and optimizes task plans disseminated to
different system agents, including GS, satellites, and CN. As
previously discussed, the CMS is a conduit between the satel-
lite and network operations. However, satellite constellations
are ultimately managed by satellite operators. Therefore, the
selected approach leverages historical methodologies used
by satellite operators, adapting them to encompass network
operations requirements. Traditionally, satellite scheduling
has been addressed through task scheduling methodologies,
typically called the satellite task scheduling problem [15],
[16]. Numerous techniques exist for addressing this chal-
lenge, with Constraint Satisfaction Programming (CSP)

emerging as the chosen method within the CMS framework.
It’s imperative to note that the primary focus of this
study is not to ascertain the optimal solution for the
satellite scheduling problem per se, but rather to tailor it
to accommodate network metrics and constraints, thereby
enhancing the efficiency of NTN operations.
The scheduler is implemented using an open-source

scheduling framework named Optaplanner [17], which is
built upon a constraint satisfaction engine. The model
has three different hierarchical planning categories: (1) the
planning solution, (2) the planning entity, and (3) the
planning variable. The basic structure is that the planning
solution object contains one or more planning entities,
which in turn contain one or several planning variables. The
planning solution object is both the problem and the solution
of the optimizer. A planning solution with unassigned
planning entities is called the scheduling problem, and a
planning solution with planning variables assigned to their
planning entities is a potential solution. This means that the
input of the scheduler is a planning solution object with
unassigned or partially unassigned planning entities, and the
scheduler’s output is a planning solution with its planning
entities assigned. The planning variable object is the one
that the solver will change during the optimization process.
The solver changes the planning entity object by assigning
different planning variables to it. Therefore, the planning
variable object is the range of all the possible values the
planning entity might assign.
The data structure of the implemented model is

presented in Figure 2. The planning solution object, named
TaskAssignment, has the following attributes.

• A list of task objects, which are the main planning
entities of the model (TaskList). Tasks are assigned by
setting a satellite, target, and start time.

• A list of satellite objects, which are planning vari-
ables (SatelliteList). These objects contain the visibility
windows list obtained from the orbital propagation
simulator and relevant information and resources.

• A list of target objects, which are planning variables
(TargetList).

• The score, which holds the computed quality evaluated
from the constraints of the current solution object, will
determine the best solution (Score).

Note that the Task object has as attributes the three planning
variables of the model: the assigned satellite, start time, and
target. Additionally, each object has a series of attributes
that do not change during solving time and are fixed for
each object. These kinds of attributes are called problem
variables. Examples of the proposed model are the task
resource requirements (e.g., battery and memory), task
type, and solving information like the heuristic difficulty
of task assignment. There are 10 different task types
currently modeled: Attach Request (AR), PSL download,
Authentication Vectors (AV) upload, UE registration, context
download, context upload, Mobile Originated Download
(MODL), Mobile Originated Upload (MOUL), Mobile
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FIGURE 2. Satellite scheduling problem data model.

Terminated Download (MTDL), and Mobile Terminated
Upload (MTUL) data upload. These task types are defined
according to 3GPP procedures and the S&F scenario (see
Figure 1).

The satellite planning variable’s attributes are the satellite’s
initial available resources, like memory and battery levels,
overall satellite information like ID, and a list of windows
with the coming contacts from that satellite with all the
system’s targets. These windows are defined with the corre-
sponding target, start, and end times. The contact windows
come from a simulator software for orbital propagation [18].
The start time is a pure integer object with no attributes.
It is also important to remark that from the three planning

variable objects of the model, the satellite and target ones
are unique. Note in Figure 2 that one of their attributes is a
list of the tasks they have been assigned to by the scheduler,
named TaskSet. This attribute is key to evaluating model
constraints for individual satellites and targets. This list of
tasks must be automatically updated every time the solver
changes the planning entity. As such, these two planning
variables also change during solving time. This type of
attribute (the TaskSet) is known as a shadow variable, and
the planning variables are called a shadow planning entity
because they now work as a planning entity, which changes
during solving time, but only to update the TaskSet field.
A practical example is presented here to illustrate this

data model. The algorithm within the scheduler changes
the planning variables of the planning entities with each
optimization step. The object containing all the planning
variables, planning entities, and other necessary scenario
data is the planning solution. For this specific model, the
scheduler changes the satellite, target, and start time of one
or more tasks in each step. This means that the satellite,
target, and start time are the planning variables of each task,
which are the planning entities of the planning solution.

A. SCORE AND CONSTRAINTS
The score attribute of the planning solution is computed by
evaluating the defined system constraints with the current
satellite, target, and start time assignation to the different
tasks of the solution object. The solution score is one of
the main parameters used by the optimization algorithm to
generate new moves and take steps towards a higher score

solution. Due to the nature of the different constraints of the
considered system, the score is modeled as a hierarchical
three-level structure. This means the highest score is the one
with the higher first score level. In the case of a tie in the
first score level, the higher score is the one with the higher
second level score, and the same in the case of a tie in the
second score level. The three score levels are called hard,
medium, and soft scores:

• Hard score: The hard score is the aggregated score
resulting from evaluating the feasibility constraints of
the problem and the first score level. These constraints
dictate whether or not a given solution is feasible. These
include both temporal and physical constraints of the
domain. All feasibility constraints are modeled to reduce
the score if broken. Therefore, a feasible solution will
have a hard score of zero, and an unfeasible solution
will have a negative hard score.

• Medium score: The medium score is the aggregated
score resulting from the evaluation of the business
constraints of the problem. It is also the second priority
level. These constraints represent the highest level of
optimization criteria, and they are tied to the business
goals of the constellation and service operator. The
value of the business constraints rewards is always
positive. Thus, the higher the value, the better the
solution is.

• Soft score: The soft score is the aggregated score result-
ing from the evaluation of the operational constraints of
the problem and the last priority level. These constraints
are usually tied to improving the overall operation of
the constellation and its survivability.

1) FEASIBILITY CONSTRAINTS

This model implements the following feasibility constraints,
which impact the hard score level:

• Temporal bounds: It bounds the start and end time of
the tasks within a contact window from the simulation
timespan.

• Task uniqueness: It ensures that the task is assigned a
defined number of times. For example, a UE registration
shall only be conducted by a single satellite once, and
then the generated context shall be uploaded just once
to each other satellite.
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• Correct contact: It ensures that the assigned task is
within a contact window between the assigned satellite
and the correct task target.

• Task precedence: It ensures that the correct task types
precede specific tasks or meet the correct sequence
related to 5th Generation (5G) procedures and protocols.
There are three implemented precedence constraints for
the modeled scenario of S&F. The first one assures that
a satellite tasked with downloading the PSL of a UE has
been assigned earlier with an attachment request from
that same UE. The second one assures that a satellite
tasked with authenticating a UE upon an attachment
request is carrying the AV for that UE, either because
an earlier task has uploaded them or the satellite had
them on board from the start of the simulation. The
third one assures that every satellite with a data transfer
task to/from a UE has this UE context registered on the
local onboard database. This is modeled for the S&F
scenario [5].

• Overlapping tasks: It ensures that no time-overlapping
tasks are assigned to the same satellite or GS.

• Resource bounds: It ensures that each satellite’s specific
energy and memory resource bounds are not broken
with any assigned task.

• Target-specific memory: This constraint is similar to the
memory resource bounds constraint but for specific UE
data on-board the satellite. This assures, for example,
that a satellite tasked with an Mobile Terminated (MT)
download for a specific UE has some data previously
stored targeting that same UE.

2) BUSINESS CONSTRAINTS

The model implements the following business constraints,
which impact the medium score.

• Task assignation: It is necessary to solve the overcon-
strained nature of the problem. To give input to the
scheduler a higher number of tasks that can be assigned,
the scheduler has to be able to avoid assigning tasks.
As such, the solver will naturally not assign any task to
avoid constraint conflicts. To solve this, a reward has
to be given in the second score level per task assigned.
This way, the best score will have the most assigned
tasks while not breaking any feasibility constraints.

• Task prioritization: The operator can prioritize specific
tasks over others by tuning the reward scored when
assigning those tasks.

3) OPERATIONAL CONSTRAINTS

The model implements the following operational constraints,
which impact the soft score.

• Early tasks: Rewards solutions with early start times
assigned to their tasks. This way, a schedule will have
all its tasks as early as possible.

• Final resource state: Rewards solutions with task
sequences that leave the constellation satellites with
better memory and battery states.

• Mean latency: Rewards solutions with lower overall
mean latency in the assigned data transmission tasks.

• Synchronization time: Rewards solutions with the lower
time between the start of the scheduling and the start
time of the last of the pending synchronization tasks.
A synchronization task is a task to update the local
databases of the satellites.

IV. MATHEMATICAL FORMULATION
This section mathematically defines the constraints and
optimization criteria of the model.
Theorem 1 (MOO problem): The MOO problem is

expressed as follows [19]:

Minimize / Maximize F(x) = [F1(x),F2(x), . . . ,FC(x)]

subject to ga(x) ≤ 0, ∀a = 1, 2, . . . ,m

and hb(x) = 0, ∀b = 1, 2, . . . , e, (1)

where ga(x) are inequality constraints, hb(x) are equality
constraints and F(x) is a vector of objective functions.
Indices C, m, and e are the number of objective functions,
inequality constraints, and equality constraints respectively.
To relate our model with this mathematical formulation of

the MOO problem, the inequality and equality constraints are
the hard constraints, and the objective function is composed
of the medium and soft constraints.
First, the mathematical definitions required for the mathe-

matical expression of the constraints and optimization criteria
are presented. The model constraints are developed, and
finally, the optimization criteria are developed.

A. DEFINITIONS
1) INDEXES

To iterate through the main problem entities and variables,
the following indexes are defined:

• ∀i ∈ I ⊂ N to represent each task within I maximum
tasks.

• ∀j ∈ J ⊂ N to represent each contact time window
within J maximum windows.

• ∀k ∈ K ⊂ N to represent each satellite within K
maximum satellites.

• ∀l ∈ L ⊂ N to represent each node within L maximum
nodes.

• ∀y ∈ Y ⊂ N to represent each user node within Y
maximum user nodes.

• ∀r ∈ R ⊂ N to represent each task type within R
maximum types.

2) SPACES

With these indexes, the following spaces are defined:
Definition 1 (Task Types): This space is composed of the

different task types of the model. The current task types of
the model are defined here as AR, PSL download, AVSI
upload, attach, Context Download (CDL), Context Upload
(CUL), MOUL, MODL, MTUL, and MTDL.

∀r ∈ R Q = {
q1, q2, . . . , q|R|

} =
VOLUME 5, 2024 2117
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= {AR,PSL,AVSI,Attach,CDL,CUL,
MOUL,MODL,MTUL,MTDL} (2)

Definition 2 (Nodes): This space is composed of the
different nodes of a specific scenario. Each node is defined
by the node type ρ, which in this model can either be a UE
or a GS.

∀l ∈ L � = {
ψ1, ψ2, . . . , ψ|L|

}
(3)

ψl = {ρl} ρl =
{

1 if ψl is UE

0 if ψl is GS

Definition 3 (User Nodes): This space is composed of the
different user nodes of a specific scenario. Each user node is
defined by the node type ρ. Since all nodes from this space
are user nodes, ρ is always a UE.

∀l ∈ L, ∀y ∈ Y �UE =
{
ψUE

1 , ψUE
2 , ψUE|Y|

}

ψUE
y = ψl | ρl = 1 (4)

Definition 4 (Satellites): This space is composed of the
different satellites of a specific scenario. Each satellite is
defined by the initial memory and energy state (minit and
einit), the threshold memory and energy levels (mmax, emax,
and emin), and a list of the onboard AVSI and contexts at
the start of the simulation (Ak, and Ck).

∀k ∈ K, Ak,Ck ⊂ Y S = {s1, s2, . . . , s|K|}
sk =

{
minitk , einitk ,mmaxk , emaxk , emink ,Ak,Ck

}
(5)

Definition 5 (Contact Windows): This space is composed
of the different contact windows of a specific scenario. Each
contact window is defined by the start time of the window
τ ∗, the end time of the window ε, the satellite s, and node
ψ , which have potential contact opportunity during that time
window.

∀j ∈ J ∃!k ∈ K, ∃!l ∈ L W = {w1,w2, . . . ,w|J|}
wj =

{
τ ∗
j , εj, sk, ψl

}
(6)

Definition 6 (Tasks): This space is composed of the
different tasks of a specific scenario. Each task is defined
by its start time τ , its memory and energy requirements (m
and e), its duration δ, its type q, its assigned window w, its
destination node ψUE, and its weight � .

∀i ∈ I ∃!j ∈ J ∃!y ∈ Y T = {t1, t2, . . . , t|I|}
ti =

{
τi,mi, ei, δi, qi,wj, ψ

UE
y ,�i

}
(7)

Definition 7 (Specific Type Tasks): This space comprises
the all tasks of a specific type.

∀i ∈ I, ∀r ∈ R Tr ⊂ T | ϕri = 1 (8)

Definition 8 (Satellite Chronologically-Assigned Tasks):
This space comprises the different tasks ordered chronolog-
ically and assigned to a specific satellite.

∀i ∈ I, ∀k ∈ K Tk ⊂ T | νki = 1 ∧ τi < τi+1 (9)

Definition 9 (Satellite, Destination, and Type
Chronologically-Assigned Tasks): This space is composed of
the different tasks of a specific type, ordered chronologically
and assigned to a specific satellite and destination.

∀i ∈ I, ∀k ∈ K, ∀y ∈ Y ∀r ∈ R

Tk,y,r ⊂ Tk | ζ yi · ϕri = 1 (10)

3) SUPPORT PARAMETERS

The following support definitions are required for the spaces,
constraints, andoptimization criteria. For better understanding,
all support parameters are summarized in Table 1.
Definition 10: A parameter to indicate whether a contact

window is assigned to a task is defined as follows:

∀i ∈ I, ∀j ∈ J λi,j =
{

1 if ∃j | wj ⊂ ti
0 otherwise

(11)

Definition 11: A parameter to indicate whether a satellite
is involved in a contact window is defined as follows:

∀k ∈ K, ∀j ∈ J χk,j =
{

1 if ∃j | sk ⊂ wj
0 otherwise

(12)

Definition 12: A parameter to indicate whether a node is
involved in a contact window is defined as follows:

∀l ∈ L, ∀j ∈ J βl,j =
{

1 if ∃j | ψl ⊂ wj
0 otherwise

(13)

Definition 13: A parameter to indicate whether a certain
task is assigned to a certain satellite is defined using λ and
χ as follows:

∀i ∈ I, ∀j ∈ J ∀k ∈ K

νki =
J∑

j=1

λi,j · χk,j =
{

1 if ti is assigned to sk
0 otherwise

(14)

Parameter ν is certain to be either 0 or 1 due to con-
straint (54).
Definition 14: A parameter to indicate whether a certain

task is assigned to a certain node is defined using variables
λ and β as follows:

∀i ∈ I, ∀j ∈ J ∀l ∈ L

γ li =
J∑

j=1

λi,j · βl,j =
{

1 if ti is assigned to ψl
0 otherwise

(15)

Parameter γ is certain to be either 0 or 1 due to con-
straint (54).
Definition 15: A parameter to express whether a certain

task type is assigned to a certain task is defined as follows:

∀i ∈ I ∀r ∈ R ϕri =
{

1 if qr ⊂ ti
0 otherwise

(16)
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TABLE 1. Support parameters.

Definition 16: A parameter to express whether at least
one task of a certain type is assigned to a satellite is defined
using ν and ϕ as follows:

∀i ∈ I ∀k ∈ K ∀r ∈ R ξ rk =
{

1 if
∑I

i=1 ν
k
i · ϕri ≥ 1

0 otherwise

(17)

Definition 17: A parameter to express whether two
tasks are assigned to the same satellite is defined as
follows:

∀i1, i2 ∈ I | i1 �= i2, ∀k ∈ K

φki1,i2 =
{

1 if νki1 · νki2 = 1

0 otherwise
(18)

Definition 18: A parameter to express whether two
tasks are assigned to the same node is defined as
follows:

∀i1, i2 ∈ I | i1 �= i2, ∀l ∈ L

�li1,i2 =
{

1 if γ li1 · γ li2 = 1

0 otherwise
(19)

Definition 19: A parameter to express whether the start
time of a task comes earlier than the start time of another
task is defined as follows:

∀i1, i2 ∈ I | i1 �= i2 αi1,i2 =
{

1 if τi1 < τi2

0 otherwise
(20)

Definition 20: A parameter to express whether the end
time of a task comes earlier than the start time of another
task is defined as follows:

∀i1, i2 ∈ I | i1 �= i2 ϑi1,i2 =
{

1 if τi1 + δi1 < τi2

0 otherwise
(21)

Definition 21: Two parameters to express the resource
state of a satellite after n tasks are defined as follows:

∀i, n ∈ I, ∀k ∈ K, minitk ∈ R
+, mi ∈ R

mkn = minitk +
n∑

i=i
mi · νki (22)

∀i, n ∈ I, ∀k ∈ K, einitk ∈ R
+, ei ∈ R

−, E ∈ R
+

ekn = einitk +
n∑

i=1

(
ei · νki + E(τi − τi−1)

)
(23)
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Variable E represents the mean solar panels charge
over time. Variables mi and ei represent the spe-
cific task memory and energy resource consumption
respectively.
Definition 22: Four parameters to check if resources are

kept within the boundaries are defined as follows:

∀n ∈ I, ∀k ∈ K ηkn =
{

1 if mkn ≥ 0

0 otherwise
(24)

∀n ∈ I, ∀k ∈ K κkn =
{

1 if mkn ≤ mmaxk

0 otherwise
(25)

∀n ∈ I, ∀k ∈ K μkn =
{

1 if ekn ≥ emink

0 otherwise
(26)

∀n ∈ I, ∀k ∈ K σ kn =
{

1 if ekn ≤ emaxk

0 otherwise
(27)

Definition 23: A parameter to express whether a task i
has user node y as a destination is defined as follows:

ζ
y
i =

{
1 if ψUE

y ⊂ ti
0 otherwise

(28)

Definition 24: Two parameters to express whether a user
node is within the node collection of Ak and Ck of a satellite
are defined as follows:

Bky =
{

1 if ψUE
y ⊂ Ak

0 otherwise
(29)

Gky =
{

1 if ψUE
y ⊂ Ck

0 otherwise
(30)

Definition 25: Two parameters to express whether a des-
tination node of a task is within the node collections of a
satellite are defined as follows:

�k
i =

{
1 if

∑Y
y=1 ζ

y
i · Bky

0 otherwise
(31)

�ki =
{

1 if
∑Y

y=1 ζ
y
i · Gky

0 otherwise
(32)

Definition 26: A parameter to express whether at least one
task of type r is assigned to satellite k and with destination
node y is defined as follows:

∀i ∈ I, ∀k ∈ K, y ∈ Y, r ∈ R

ιk,ry =
{

1 if
∑I

i=1 ν
k
i · ζ yi · ϕri ≥ 1

0 otherwise
(33)

Definition 27: A parameter to express the memory state
of a satellite for a given user node, and after the completion
of n tasks is defined as follows:

∀i, n ∈ I, ∀k ∈ K,∀y ∈ Y, minitk ∈ R
+, mi ∈ R

mk,yn = minitk +
n∑

i=i
mi · νki · ζ yi (34)

Definition 28: A parameter to express whether all CUL
tasks (q6) have been assigned is defined as follows:

∀i ∈ I, ∀l ∈ L A =
{

1 if
∑I

i=1 ςi · ϕq6
i = ∑I

i=1 ϕ
q6
i

0 otherwise
(35)

The parameter ς is defined in constraint 54. It represents
whether a task has been assigned.
Definition 29: A parameter to express the latest start time

of the assigned synchronization tasks (q6) is defined as
follows:

τsync =
{
max(τi) | τi ⊂ ti ⊂ Tq6 if A = 1

�sim otherwise
(36)

For the mean latency computation, a series of variables
are defined. The latency is divided into Mobile Originated
(MO) and MT. For the MO latency, the MOUL (q7) and
MODL (q8) task types are used. Using the Tk,y,r task subset
for q7 and q8 is not enough since there must be at least an
upload and download task for the same destination node to
compute the latency. Furthermore, some tasks will not be
paired and thus need to be purged from the subset. This is
because the satellite can hold pending data in its memory.
Definition 30: The unpaired task subset of MODL to

purge the MODL task set from non-paired download tasks
within the satellite is defined as the subset Tk,y,r of tasks of
type q8, whose start time is earlier than the earliest start time
of the q7 task subset for the same user node and satellite.
Let τi(Tk,y,r) be the start time of an element of a Tk,y,r

subset, and τ1(Tk,y,r) be the start time of the first element
of a Tk,y,r subset. Then:

∀i ∈ I, ∀k ∈ K ∀y ∈ Y

Tk,y,q8
unpaired ⊂ Tk,y,q8 | τi

(
Tk,y,q8

)
< τ1

(
Tk,y,q7

)
(37)

Definition 31: The purged task subset of MODL is
defined with the unpaired subset as follows:

Tk,y,q8
purged =

(
Tk,y,q8 ∩ Tk,y,q8

unpaired

)c
(38)

Definition 32: The unpaired task subset to purge the
MOUL task set from non-paired download tasks within the
satellite is defined as the subset of tasks of type q7, whose
index are out of bounds of the Tk,y,q8

purged task subset.

∀i ∈ I, ∀k ∈ K ∀y ∈ Y

Tk,y,q7
unpaired ⊂ Tk,y,q7 | i >

∥∥∥Tk,y,q8
purged

∥∥∥ (39)

Definition 33: The purged task subset of MOUL is
defined with the unpaired subset as follows:

Tk,y,q7
purged =

(
Tk,y,q7 ∩ Tk,y,q7

unpaired

)c
, (40)

Definition 34: The unpaired task subset of MTDL to
purge the MTDL task set from non-paired download tasks
within the satellite is defined as the subset of tasks of type
q10, whose start time is earlier than the earliest start time of
the q9 task subset for the same node and satellite:

∀i ∈ I, ∀k ∈ K ∀y ∈ Y
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Tk,y,q10
unpaired ⊂ Tk,y,q10 | τi

(
Tk,y,q10

)
< τ1

(
Tk,y,q9

)
(41)

Definition 35: The purged task subset of MTDL is defined
with the unpaired subset as follows:

Tk,y,q10
purged =

(
Tk,y,q10 ∩ Tk,y,q10

unpaired

)c
(42)

Definition 36: The unpaired task subset to purge the
MTUL task set from non-paired download tasks within the
satellite is defined as the subset of tasks of type q9, whose
index are out of bounds of the Tk,y,q10

purged task subset:

∀i ∈ I, ∀k ∈ K ∀y ∈ Y

Tk,y,q9
unpaired ⊂ Tk,y,q9 | i >

∥∥∥Tk,y,q10
purged

∥∥∥ (43)

Definition 37: The purged task subset of MTUL is defined
with the unpaired subset as follows:

Tk,y,q9
purged =

(
Tk,y,q9 ∩ Tk,y,q9

unpaired

)c
, (44)

Definition 38: A set of �k,y
τ is defined if there exists a

MO or MT pair for a given satellite and node (UE):

�
k,y
τ,MO = {d1, d2, . . . , dIMO} | IMO =

∥∥∥Tk,y,q8
purged

∥∥∥ ⇐⇒
⇐⇒ Tk,y,q7

purged, T
k,y,q8
purged �= ∅

di = (
τ
q8
i − τ

q7
i

) | τ q8
i ⊂ ti ⊂ Tk,y,q8

purged ∧
∧ τ

q7
i ⊂ ti ⊂ Tk,y,q7

purged (45)

�
k,y
τ,MT = {d1, d2, . . . , dIMT } | IMT =

∥∥∥Tk,y,q10
purged

∥∥∥ ⇐⇒
⇐⇒ Tk,y,q9

purged, T
k,y,q10
purged �= ∅

di = (
τ
q10
i − τ

q9
i

) | τ q10
i ⊂ ti ⊂ Tk,y,q10

purged ∧
∧ τ

q9
i ⊂ ti ⊂ Tk,y,q9

purged (46)

Definition 39: The mean latency for a given UE and
satellite is defined as follows:

lat
k,y
MO = 1

IMO

IMO∑

i=1

di | di ∈ �k,y
τ,MO (47)

lat
k,y
MT = 1

IMT

IMT∑

i=1

di | di ∈ �k,y
τ,MT (48)

Definition 40: The mean latency for a given satellite is
defined as follows:

lat
k
MO =

∑Y
y=1 lat

k,y
MO

∑Y
y=1 ι

k,q7
y · ιk,q8

y

(49)

lat
k
MT =

∑Y
y=1 lat

k,y
MT

∑Y
y=1 ι

k,q9
y · ιk,q10

y

(50)

Definition 41: The overall mean latency is defined as
follows:

latMO = 1

K

K∑

k=1

lat
k
MO (51)

latMT = 1

K

K∑

k=1

lat
k
MT (52)

Note that this latency computation assumes that all satellites
in the scenario have been assigned with at least one MO and
one MT data transfer task pair for at least one destination
UE since it takes into account all satellites K to average the
latency.

B. CONSTRAINTS
Constraints in the mathematical formulation correspond to
the hard constraints of the model. The medium and soft
constraints correspond to the optimization criteria and are
explained in the next section. Constraints are divided into
general and 3GPP-specific constraints.

1) GENERAL

Definition 42: The temporal bounds of the task start and
end time are defined as follows:

∀i ∈ I ∃!j ∈ J | τ ∗
j ≤ τi < τi + δi ≤ εj (53)

Definition 43: The unique assignation of a task to a
contact window is defined using the λ parameter. This
constraint also defines the support parameter ς , which
indicates whether a task is assigned:

∀i ∈ I
J∑

j=1

λi,j ≤ 1 ⇒ ςi =
{

1 if
∑J

j=1 λi,j = 1

0 otherwise
(54)

Definition 44: The overlapping tasks constraint in satel-
lites is defined as follows:

∀k ∈ K, ∀i1, i2 ∈ I | i1 �= i2 αi1,i2 · φki1,i2 · ϑi1,i2 = 1 (55)

Definition 45: The overlapping tasks constraint in terres-
trial nodes is defined as follows:

∀l ∈ L, ∀i1, i2 ∈ I | i1 �= i2 αi1,i2 · �li1,i2 · ϑi1,i2 = 1 (56)

Definition 46: The memory limits constraint of a satellite
is defined as follows:

∀k ∈ K, ∀n ≤
∥∥∥Tk

∥∥∥ ηkn · κkn = 1 (57)

Definition 47: The energy limits constraint of a satellite
is defined as follows:

∀k ∈ K, ∀n ≤
∥∥∥Tk

∥∥∥ μkn · σ kn = 1 (58)

Definition 48: The memory limits constraint of a satellite
and for a specific node is described as follows:

∀k ∈ K, ∀n ≤
∥∥∥Tk

∥∥∥, ∀y ∈ Y mk,yn ≥ 0 (59)
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2) 3GPP-SPECIFIC

Definition 49: This constraint binds each task type to a
specific node type (i.e., UE or GS):

∀i ∈ I, ∀l ∈ L, ∀q ∈ {q1, q4, q7, q10} ϕ
q
i · γ li · ρl = 1

∀i ∈ I, ∀l ∈ L, ∀q ∈ {q2, q3, q5, q6, q8, q9} (60)

ϕ
q
i · γ li · (1 − ρl) = 1 (61)

Definition 50: The precedence constraint between a PSL
download task (q2) and an AR to the same satellite (q1) is
defined as follows:

∀k ∈ K, ∀i1, i2 ∈ I | i1 �= i2, q1, q2 ∈ Q

ϕ
q1
i1

· ϕq2
i2

· αi1,i2 · φki1,i2 = 1 ⇐⇒ ξ
q2
k = 1 (62)

Definition 51: The precedence constraint between a con-
text download (q5) and an attach (q4) is defined as follows:

∀k ∈ K, ∀i1, i2 ∈ I | i1 �= i2, q4, q5 ∈ Q

ϕ
q4
i1

· ϕq5
i2

· αi1,i2 · φki1,i2 = 1 ⇐⇒ ξ
q5
k = 1 (63)

Definition 52: The precedence constraint between an
attach (q4) and an AVSI upload task (q3) to the same satellite
uses the support parameter � to check if the authentication
vectors are already onboard the satellite:

∀k ∈ K, ∀i1, i2 ∈ I | i1 �= i2, q3, q4 ∈ Q

ϕ
q4
i · νki ·�k

i + ϕ
q3
i1

· ϕq4
i2

· αi1,i2 · φki1,i2 ≥ 1 ⇐⇒ ξ
q4
k = 1

(64)

Definition 53: The precedence constraint between a data
transfer to and from a UE (q7 and q10) and the context
upload task (q6) uses the support variable � to check if the
context is already onboard the satellite:

∀k ∈ K, ∀i1, i2 ∈ I | i1 �= i2, q6, qr ∈ Q, qr = {q7, q10}
ϕ
qr
i · νki · �ki + ϕ

q6
i1

· ϕqri2 · αi1,i2 · φki1,i2 ≥ 1 ⇐⇒ ξ
qr
k = 1

(65)

C. OPTIMIZATION CRITERIA
The optimization criteria is the approach followed to
minimize or maximize the objective function vector of
the problem (F(x)). In our case, the objective function is
computed using the space of all tasks (T). There are three
different solving approaches: (1) a priori articulation of
preferences, (2) a posteriori articulation of preferences, and
(3) no articulation of preferences. The proposed optimization
criteria for this work is a priori articulation of preferences.
Several global optimization methods exist for the a priori
articulation of preferences approach [20]. The proposed
method for this optimization criteria is a combination of the
lexicographic and weighted sum methods.

1) LEXICOGRAPHIC METHOD

This method involves ordering the objective functions based
on their importance and solving a sequence of optimization
problems one at a time, with each problem optimizing

one objective while respecting constraints introduced by
previous solutions. This means that the search space for each
subsequent objective function is constrained by the solutions
obtained by minimizing the previous objective functions in
the order of importance. In our model, we have two different
score levels for optimization constraints: medium and soft.
As such, we define two objective functions Fmedium(T)
and Fsoft(T) and proceed with an iterative optimization.
In the first iteration, the optimization problem maximizes
Fmedium(T) subject to the problem equality and inequality
constraints:

Step 1: Maximize Fmedium(T)

subject to ga(T) ≤ 0, ∀a = 1, 2, . . . ,m,

and hb(T) = 0, ∀b = 1, 2, . . . , e (66)

The solution of this optimization is T∗
medium. For the second

iteration, the optimization problem is to maximize Fsoft(T)
subject to the same problem constraints and additionally,
subject to a new constraint to not worsen the value of the
first optimization step:

Step 2: Maximize Fsoft(T)

subject to ga(T) ≤ 0, ∀a = 1, 2, . . . ,m,

and hb(T) = 0, ∀b = 1, 2, . . . , e,

and Fmedium(T) ≥ Fmedium
(
T∗
medium

)
(67)

2) WEIGHTED SUM METHOD

The weighted sum method is a particular case of the weighted
global criterion method with p = 1. This method combines
all the objective functions into a global function using the
weight vector (ω) and parameter (p). The weights are unique
for each objective function, and they indicate each objective’s
relative importance or priority according to the decision-
maker’s preferences. The parameter p is common to all
objective functions and governs the overall trade-offs among
them in the scalarization process. Higher p values yield
a focused global function on heavily weighted objective
functions, and low p values produce a more balanced global
function.

U =
C∑

c=1

ωc[Fc(T)]
p ⇒ p = 1U =

C∑

c=1

ωcFc(T) (68)

This approach allows the operator to select the appropriate
weights according to their business criteria. For that, the
objective functions have to be comparable, and have to be
transformed into normalized non-dimensional functions. For
this formulation, the proposed transformation method is as
follows:

Fnorm(T) = F(T)

|Fmax(T)| (69)

Following the weighted sum method, the functions that
aggregate all objective functions (Fmedium and Fsoft) can be
expressed as:

Fmedium(T) = ωassignFassign(T) (70)
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FIGURE 3. Scheduler algorithm.

Fsoft(T) = ωearlyFearly(T)+ ωstateFstate(T)+
+ωlatFlat(T)+ ωsyncFsync(T) (71)

These functions correspond to the score levels and their
respective constraints explained in Section III.
Definition 54: The Fassign contribution to the score is

defined using the task reward (�) as follows:

Fassign(T) =
∑I

i=1�i · ςi
∑I

i=1�i
(72)

Definition 55: The Fearly contribution to the score is
defined using the simulation duration (�sim) as follows:

Fearly(T) = 1

�sim

I∑

i=1

(�sim − τi) (73)

Definition 56: The Fstate contribution to the score is
defined using the final states of the satellite (mfinalk and efinalk )

as follows:

Fstate(T) = Fmemory + Fenergy (74)

Fmemory(T) =
K∑

k=1

mmaxk − mfinalk

mmaxk
where

mfinalk = minitk +
I∑

i=i
mi · νki (75)

Fenergy(T) =
K∑

k=1

efinalk

emaxk
where efinalk = einitk +

I∑

i=i
ei · νki

(76)

Definition 57: The Flat contribution to the score is defined
using mean MO and mean MT latency (latMO and latMT)
as follows:

Flat(T) = FMO(T)+ FMT(T) (77)

FMO(T) = �sim − latMO
�sim

(78)

FMT(T) = �sim − latMT
�sim

(79)

Definition 58: The Fsync contribution to the score is
defined using the maximum start time (τsync) as follows:

Fsync(T) = �sim − τsync

�sim
(80)

V. OPTIMIZATION ALGORITHM
The proposed scheduler uses a combination of two different
algorithms: a Construction Heuristics (CH) algorithm and
a Local Search (LS) algorithm. CH, like greedy search,
are good algorithms for finding a quick, feasible solution
using a presumably known underlying rule of the system.
In this way, the solution is not just feasible but also at least
coherent following this underlying rule. LS algorithms, on
the other hand, shine in finding better solutions by avoiding
getting stuck in local optima and constantly searching the
optimization space. This takes longer but delivers better
solutions than the CH algorithms. Since the results of a LS
algorithm depends on the initial solution or initial guess,
the best approach is to initialize the solution with a CH
algorithm and then refine it using a LS algorithm [21].

The algorithmic architecture is presented in Figure 3. The
CH algorithm takes an uninitialized solution object and
iterates over all its planning entities (i.e., tasks), assigning
them a satellite, target, and start time. Then, it produces
an initialized feasible solution to serve as the initial guess
for the LS algorithm. Note that the CH algorithms do not
require any termination criteria since the process ends when
all planning entities are initialized. The scheduler is modeled
for an over-constrained problem, meaning it might have more

VOLUME 5, 2024 2123



SINGLA et al.: ENHANCING SATELLITE NTN THROUGH ADVANCED CONSTELLATION MANAGEMENT

planning entities than those that can be assigned without
breaking any feasibility constraint. This means, for example,
that the initial task number introduced to the scheduler as
input is larger than the maximum amount of tasks that the
scheduler can assign with the given constraints. The CH
algorithm can assign null objects to the planning entities
to solve this. Then, an additional constraint is required in
the second score level, a business constraint to force the
maximum amount of assigned tasks.
The LS algorithm takes the initialized (yet unoptimized)

solution produced by the CH algorithm as an initial guess
for the LS optimization. During this optimization process,
the algorithm changes the planning variables assigned to the
planning entities and computes the score of the new solution.
This is called an optimization move. One of the generated
moves is selected as the following optimization step, from
which the next set of possible moves will be generated. The
generated moves and the acceptance criteria based on the
calculated score to take the next optimization step depend
on the LS algorithm used and its parameters. The LS phase
requires a termination criterion to end the optimization
process. This termination criterion can be a fixed duration
of the LS phase, a fixed number of optimization steps, or
setting a threshold when a specific score value is reached.
A more advanced termination criterion may be to end the
LS phase as soon as the score has not improved over a
fixed amount of time or optimization steps. The latter is
used in combination of a global time for the simulations
of this paper. The global time is set to five minutes and
the unimproved score time termination criteria is set to one
minute.

A. CONSTRUCTION HEURISTICS
The proposed CH algorithm used for the simulations of
this study is the first fit decreasing [22]. First-fit algorithms
do not require any strength comparison function like the
weakest and strongest fit since they assign planning entities
with the original given order. A strength comparison function
evaluates the planning value strength of planning entities.
In our case, this depends on the business criteria of the
constellation and service operator and is left out of the
construction heuristics phase because it is evaluated by the
business constraints’ score later on. The planning entities
are then only ordered by allocation difficulty, which is an
invariable notion of the scenario, regardless of the changing
business criteria that the operator might have. The first-fit
decreasing algorithm orders the planning entity list, namely
the unassigned TaskList, according to the allocation difficulty
assigned to each task. Decreasing means that the most
difficult entities to allocate are ordered first. The algorithm
is presented in Algorithm 1.

The difficulty assigned to each task depends entirely and
solely on the task type and objective target. This means
that a task targeting a specific UE has a higher allocation
difficulty assigned than a task targeting any system GS, for
example. There are four different difficulty levels, number

Algorithm 1 First Fit Decreasing Algorithm
Input: Uninitialized TaskAssignment
Output: Initialized TaskAssignment
1: Sort taskList according to task.difficulty
LOOP Process

2: for task in taskList do
3: if (task.satellite == null) then
4: for satellite in satelliteList do
5: for window in windowList do
6: Select a target and start time combination from

the window
7: if (feasible combination) then
8: Assign satellite, target, and start time to task

9: Break window and satellite loops
10: end if
11: end for
12: end for
13: end if
14: end for
15: return Assigned taskList

TABLE 2. Entity Allocation Difficulty

one being the most complex entities to allocate. The last
difficulty level is assigned to those entities or tasks targeting
GS or general target areas like countries. This is because
the constellation satellites will have more potential contact
windows with those targets than with a specific UE, for
example. Table 2 presents the proposed difficulty assignation
to the different task types of the model.

B. LOCAL SEARCH
Same as with the CH algorithms, the implemented schedul-
ing framework allows the usage of different LS algorithms.
The proposed LS algorithm used for the simulations of
this study is tabu search [23], [24]. The difference between
other algorithms is how the neighbor solutions and the next
optimization step are chosen. The tabu search algorithm
approach uses a tabu list of planning entities or variables
that cannot be changed as possible moves, to avoid coming
back to visited solutions and encourage exploration. This
is a useful approach to avoid getting stuck in a local
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Algorithm 2 Tabu Search Algorithm
Input: Initialized TaskAssignement
Output: Optimized TaskAssignment

Initialisation: Initialize tabu list
1: Evaluate initial solution
LOOP Process

2: for i = 0 to maxSteps do
3: Generate neighborhood
4: Select winning move
5: Update tabu list with that move
6: Update current solution with selected move
7: Check termination criteria
8: if (criteria met) then
9: Break optimization loop
10: end if
11: end for
12: return Final solution

optimum. The implemented tabu list size is 5% of the
system planning entities, which means that five percent
of last step planning entities are included in the tabu list
for the following steps and that the acceptor function will
cull any move generated by the move selector function
involving these planning entities. The forager function is set
to evaluate all the accepted moves and select the higher-
scoring solution as the next optimization step. This parameter
and others can be tweaked using a benchmark to increase
the algorithm performance for this specific scenario, but this
is out of the scope of the current study and is left to future
research. Algorithm 2 describes in pseudocode the selected
LS algorithm.

VI. SCENARIO
The selected scenario to validate and test the presented CMS
is a 16-satellite constellation of Sateliot. The constellation
comprises four polar planes separated by 45◦, each filled
with four equally separated satellites (90◦ phase difference).
The orbital altitude of all the LEO satellites is 600 km, and
the satellites’ true anomalies are offset 5◦. The keplerian
orbital elements of the described orbits can be seen in
Table 3. The five ground stations are KSAT Inuvik, KSAT
Tromso, AWS Punta Arenas, AWS CapeTown, and AWS
Sydney. The thirteen UE are located around the world in the
following countries: China, EEUU, Brazil, Canada, Spain,
India, Japan, Germany, France, U.K., Norway, Australia, and
United Arab Emirates (UAE) (see Table 4). The minimum
elevation angles considered for such UE are 50◦, 30◦ for
all GS, and 60◦ Field of View (FoV) for all satellites.
Last but not least, this scenario assumes that all users are
authenticated and their contexts are already onboard all
constellation satellites. Therefore, the scenario features only
data transfer task types, namely MOUL, MODL, MTUL,
and MTDL.
These are the fixed elements of the scenario and are mainly

used to compute the contact opportunities between the

TABLE 3. Satellite Keplerian orbital elements.

TABLE 4. UE coordinates.

constellation satellites and the rest of the elements, namely
the Sun, UE, and GS. However, a series of scenario elements
will vary depending on the constraint being validated or the
metric being evaluated.

• Initial task number: This is the number of tasks in the
input list of the scheduler. This number, combined with
the contact opportunities, dictates whether the scenario
is saturated. A non-saturated scenario is one where all
the tasks can be assigned to the satellites. On the other
hand, a saturated scenario is one where there are more
tasks to be assigned than the ones possible with the
available contact windows.

• Satellite resources: Instead of modifying the task
resource consumption, satellite resources are modified
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TABLE 5. Task memory consumption per UE [5].

to test resource saturation scenarios. The satellite has
two main resources: energy and memory capacity. Each
satellite starts with a defined initial battery, memory
level, and maximum capacity value.

• Priorities: Each task object has an attribute defined as
the task weight. This is the value that is going to
be used to compute some of the business constraints’
scores. Depending on the weight assigned to each task,
different types of task type and task target prioritization
are possible. For this study, tasks targeting priority UE
are assigned a weight value of 20, while tasks targeting
non-priority UE are assigned a weight value of 10.

The core focus of this paper is on the saturation of
the contact time and onboard reserved storage capacity
resources. As such, two scenarios are simulated: (1) a contact
time-constrained scenario and (2) a memory-constrained
scenario. Both scenarios use the aforementioned fixed
elements and a 24-hour temporal horizon. The assumption
for these scenarios is that the maximum capacity of the
contact link is used with the maximum number of served
users. To compute the maximum number of possible users,
the channel’s maximum capacity is defined according to
hardware tests. The capacity of the feeder link (channel for
satellite-GS communications) is 1.5 Mbps. The capacity of
the service link (channel for satellite-UE communications)
is 253.6 Kbps. Another aspect to be modeled is the memory
required per UE. This depends on the type of task being
conducted with the UE. For instance, the required data from
a context download task will differ from the required data
from a user data transfer task. Table 5 presents the memory
consumption per UE of every modeled task. For this study,
it is assumed that the average packet size is 33 Bytes and
that both MO and MT tasks consume the same amount of
memory resources per message and UE. The rest of the
values from the table are taken from the testbed results
presented in [5].

The baseline model is designed to emulate a semi-manual
traditional operator using a best-effort approach without
considering business criteria for the offered service. This
model is taken as the reference for this comparison. As such,
the main characteristics of this model are as follows:

• Only feasible constraints are considered. This means
that the model’s business and operational constraints are
not considered for the computation of the score.

• No local search refinement phase. The solver has a
unique CH phase.

• The CH algorithm used is simple first fit. This means
that the initial task list is not arranged following any
criteria (it is random).

Since the simple first fit algorithm has a certain degree of
randomness in the initial task list order, several simulations
shall be conducted for statistical performance.
The main objective of the validation is not to assess the

difference in performance between algorithms but rather to
evaluate the difference in performance when using a classical
satellite operations model (the one used by the baseline)
versus when using the presented novel model for NTN.
The comparison between the obtained schedules is based
on business criteria metrics like the throughput, latency, and
task prioritization of certain UE.

A. CONTACT TIME CONSTRAINED SCENARIO
For this scenario, the reserved onboard capacity of the
satellites is set at a constant value and high enough not
to saturate the satellite’s memory. For the given scenario
parameters, the reserved capacity per satellite is set to 20
MB.1 The parameter that changes is the amount of served
UE. Since the assumption is that the maximum capacity of
the channel is being used, incrementing the amount of users
results in incrementing the required task time to serve the
selected number of users. Table 6 presents the maximum
number of served UE for a one-minute duration task.
The most restricting tasks are the context uploads and

downloads. However, it is unreasonable to expect all UE
to generate all contexts at the time since this is only
necessary during registration procedures. Furthermore, for
the comparison simulations, only user data transmissions
tasks are simulated (i.e., MOUL, MODL, MTUL, and
MTDL), and the same amount of MO and MT tasks are
used as initial input. Therefore, the most restrictive tasks
are considered to be the user data transmission tasks using
the service link (MOUL and MTDL). Table 7 shows three
different task parameters depending on the maximum UE
served due to the maximum capacity of the service link
for user packets. These scenarios use the same contact
information for the serving nodes as the one presented in
this section (see Table 4). Instead of a single UE, these
coordinates now represent a high-density area to saturate the
scenario.

B. MEMORY CONSTRAINED SCENARIO
The domain of IoT applications is characterized by relatively
modest data traffic, typically obviating concerns regarding

1In this paper, the prefixes used for memory measures are decimal,
instead of the binary prefixes defined by the International Electrotechnical
Commission (IEC).
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TABLE 6. Number of maximum served UE per task.

TABLE 7. Task parameters depending on served UE for the considered link
capacities.

onboard memory saturation within the system. Nevertheless,
constraints on the satellite’s onboard memory may arise
from some considerations. Primary among these is the
need to control Quality of Service (QoS) and adapt to
different subscription models, requiring careful memory
allocation strategies. Additionally, potential deviations from
nominal functionality within the satellite constellation and
ground segment introduce further complexity. Operational
disruptions may render certain ground stations temporarily
inaccessible or compromise satellite memory integrity. In the
scope of this research, we propose that memory limitations
primarily emanate from the intricacies of QoS management
and the diverse profiles of subscribers.
For this scenario, the number of served UE is set as a

constant value. The service link capacity gives the chosen
value with a one-minute task duration (see Table 7). The
parameter that changes is the reserved onboard capacity to
serve these UE. Remember that this is just a portion of the
satellite’s memory capacity. The chosen values to test the
memory saturation are 20 MB, 15 MB, 10 MB, and 5 MB.
This is the reserved capacity to serve these thirteen specific
areas, hence the low capacity values.

VII. RESULTS
This section compares and analyzes the results obtained
using the CMS and a baseline model for the scheduling of
the resource-constrained scenarios explained in Section VI.

A. CONTACT TIME CONSTRAINED SCENARIO
The results obtained for the different maximum serviced UE
are presented in Table 8. As can be seen, the evaluated met-
rics are latency, throughput, and task completion percentage.
The mean latency is computed by averaging the elapsed time
between a data upload task and a data download task for each
UE in each constellation satellite. The throughput metric

TABLE 8. Contact saturation results.

is computed by adding all the completed transmission data
(data upload and data download tasks assigned) and dividing
it by the scheduler duration. The schedule is considered
finished at the end of the last assigned task. Finally, the
task completion percentage is computed by comparing the
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FIGURE 4. Mean latency results over served UE from the contact saturation
simulations.

FIGURE 5. Data throughput over served UE from the contact saturation simulations.

assigned tasks with the initial input number of those task
types.
Figure 4 compares the mean latency obtained for MO

and MT traffic using the manual algorithm and the CMS.
Remember that the latency constraint contributes to the soft
score of the scheduler when using the CMS. This means that
the solver will always prioritize increasing the number of
tasks assigned and the system throughput over minimizing
the latency. Therefore, the latency metric heavily depends on
the number of assigned tasks on the schedule. This is why
there seems to be no clear trend between using the CMS with
the latency constraint and using the manual solver without
the constraint. However, it is worth noting that the latency
results obtained using the manual solver are more unbalanced
between MO and MT traffic than the ones obtained using the
CMS. Another observable result is that the scenario to serve
172909 UE has no MT mean latency because the scenario is
heavily saturated in contact time and the solvers (both CMS
and manual) did not assign any MTDL tasks.
Figure 5 presents the throughput obtained by task type,

using the CMS and the manual solver. Note that the
throughput for MTDL tasks is zero for both the CMS and
the manual solver for the scenario to serve 172909 UE. The
first observable result is that the overall throughput obtained
by the CMS is always equal to or greater than the one
obtained with the manual solver. The general trend is that the

FIGURE 6. Task completion percentage over served UE from the contact saturation
simulations.

throughput is reduced when increasing the number of served
UE due to the saturation in contact time. Even though the
throughput of MTUL computed with the manual scheduler
is higher when serving 115273 UE than compared to the
throughput obtained when serving 57636 UE, the overall MT
throughput is reduced considering the decrease in MODL
and MTDL throughput.
Figure 6 presents the task completion percentage, with

different served UE numbers obtained by the CMS and
the manual algorithm. The observable trend is that task
completion is reduced when increasing the number of served
UE, both for the CMS and the manual solver. This is
because the task requires more time to serve that amount
of UE. Another relevant result is that the difference in task
completion obtained with the two algorithms is reduced
when saturating the scenario with contact opportunities. This
is because tasks can only be assigned to a few contact
opportunities, and the CMS scheduler has no room for
improvement by using business and operational constraints.
Even in the constrained scenario when serving 172909 UE,
the CMS is able to prioritize the task assignment of high
priority targets and achieve a higher percentage than that of
the baseline. Moreover, it is observed that for non-saturated
scenarios, the CMS can increase the percentage of total
assigned tasks. For the case of 57636 served UE, the total
task completion is increased by 17.87%; for the case of
115273 served UE, the total task completion is increased by
44.02%. Furthermore, the results obtained with the manual
scheduler cannot increase the percentage of assigned priority
tasks over non-priority tasks for non-saturated scenarios, like
the CMS does for the scenarios when serving 57636 and
115273 UE.

B. MEMORY CONSTRAINED SCENARIO
Table 9 presents the results obtained for the different
reserved capacity simulations. As in the contact time satu-
ration case, the results of the memory-constrained scenario
can be grouped into mean latency, throughput, and task
assignment. Figure 7 presents the mean latency obtained
for MT and MO data transfers for the memory-constrained
simulations. There is no general observable trend regarding
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TABLE 9. Memory constrained scenario results.

the latency and the memory limits. It is worth mentioning that
for the manual simulations, the obtained latency is slightly
more unbalanced between MO and MT traffic than the ones
obtained with the CMS.
Figure 8 presents the throughput of different task types

obtained from the memory-constrained simulations by both

FIGURE 7. Mean latency results over served UE from the memory constrained
simulations.

FIGURE 8. Data throughput over served UE from the memory constrained
simulations.

the manual and CMS solvers. The most remarkable result
is that the obtained throughput with the CMS scheduler
is always equal to or higher than the ones obtained
with the manual scheduler. The CMS can allocate tasks
more efficiently. Another observable trend is that the task
throughput is reduced when the reserved memory for the
served UE is increasingly constrained. Again, this is because
fewer data transmission tasks can be assigned due to the
satellite’s lack of assigned memory.
Figure 9 presents the resulting completion percentage

from the memory-constrained simulation by the manual and
CMS scheduler. The task completion percentage is tightly
related to the throughput obtained and discussed in the
previous figure. The general trend is the same as the through-
put: it is reduced with increasing memory limitation. The
most remarkable result is that the task completion percentage
obtained using the CMS scheduler is always greater than that
obtained using the manual scheduler. Another remarkable
result is that the CMS scheduler considers business criteria
and prioritization mechanisms. This is observed by the high-
priority task completion percentage always being higher than
the low-priority task completion in the CMS results. This is
not the case for the manual results. Moreover, it can be seen
that this effect becomes more relevant the more limited the
scenario. In the 20 MB scenario, the high-priority completion
percentage is just one percent higher than the low-priority
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FIGURE 9. Task completion percentage over served UE from the memory saturation
simulations.

completion percentage. However, in the 5 MB scenario, this
gap is increased to 36%.

VIII. CONCLUSION
This paper has addressed some of the challenges associated
with leveraging S&F LEO constellations for IoT use cases.
The multifaceted nature of these challenges, encompassing
the discontinuity of communication links, constraints in
system resources, and the imperative to align satellite oper-
ations with mobile network business criteria, underscores
the complexities inherent in achieving an efficient IoT
communication through a LEO constellation. We proposed
a novel architecture, the CMS, to tackle this scenario.
This architecture offers a comprehensive framework that
integrates various components to ensure optimized and
business-aware communication within the context of NTN
IoT.
This paper has contributed to the detailed model of

the scheduler module within the CMS. The mathemati-
cal formulation developed in this work for solving the
MOO problem within the CMS framework is a crucial
step towards its practical implementation. Tailored to the
specific needs of the S&F IoT use case, the proposed
formulation provides a foundation for orchestrating com-
munication tasks, optimizing resources, and adhering to
constraints inherent in the satellite communication envi-
ronment. The optimization algorithm derived from the
proposed model and mathematical formulation provides a
computational means to implement and evaluate the CMS
architecture.
A real-world scenario presented by Sateliot serves as a

concrete backdrop against which to evaluate the performance
of the CMS. We compared the results of the CMS with
those obtained from an alternative algorithm simulating a
best-effort scheduling strategy from a satellite operator. The
outcomes of these comparative experiments demonstrate
a substantial enhancement, with the CMS showcasing an
increase of up to 40% in task assignment and through-
put rates. The demonstrated performance improvements
highlight the CMS as a pivotal enabler for efficient and

effective IoT communication in the realm of satellite-based
NTN.
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