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ABSTRACT As one of the promising intelligent transportation frameworks, vehicular platooning has
the potential to bring about sustainable and efficient mobility solutions. One of the challenges in the
development of platooning is maintaining the string stability, which ensures that there is no amplification
of the signal of interest along the platoon chain. String stability is dependent on reliable inter-vehicle
communications and proper controller design. Therefore, in this paper, we formulate radio resource
management (RRM) problem with the purpose of satisfying the reliability of the vehicle-to-vehicle (V2V)
links and string stability of the platoon. We tackle the optimization problem from different angles. First, we
devise centralized classical approaches based on difference of two convex functions (d.c.) programming,
in which we assume the base station (BS) has full knowledge over the V2V channel gains. In the second
strategy, we develop decentralized resource allocation approaches based on multi-agent reinforcement
learning (MARL). In essence, we model each transmitter vehicle in the platoon as an autonomous agent
that tries to find an optimal policy according to its local estimated information to maximize the total
expected reward. We also investigate whether the integration of federated learning (FL) with decentralized
MARL algorithms can bring any potential benefits. This comparison between classical and machine
learning (ML)-based RRM strategies helps us make crucial observations in terms of robustness, sensitivity,
and efficacy of the policies that are learned by reinforcement learning (RL)-based resource allocation
algorithms.

INDEX TERMS Difference of two convex functions (d.c.) programming, optimization, multi-agent
reinforcement learning (MARL), platooning, radio resource management (RRM), federated learning (FL).

I. INTRODUCTION
A. BACKGROUND AND MOTIVATION

THE emergence of cellular vehicle-to-everything (V2X)
communication technologies can be considered as

one of the crucial leaps to facilitate intelligent trans-
portation systems and autonomous driving [1]. Essentially,
V2X includes vehicle-to-infrastructure (V2I) communica-
tions, which aim to connect vehicles to base stations
(BSs), and vehicle-to-vehicle (V2V) communications,
which enable direct data transmission between vehicles.
Entertainment-related applications, which typically require
high throughput, rely primarily on V2I links, while low-
latency services that require regular dissemination of

safety-critical messages usually rely on V2V links. Long
Term Evolution (LTE)-V2X was the earliest standardiza-
tion of the 3rd Generation Partnership Project (3GPP) in
Release 14 regarding V2X communications which was
followed by further improvements in the subsequent releases.
Starting from Release 16, 3GPP has also introduced
New Radio (NR)-V2X with the aim of bringing more
flexibility and supporting advanced vehicular applications,
e.g., platooning, extended sensors, and remote driving [2].
Among these applications, platooning has gained sub-
stantial interest from industry and academia as it has
the potential to increase road capacity and reduce traffic
congestion.
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In short, a vehicle platoon is a chain of interconnected
vehicles that share a typical moving pattern. One of the
principal challenges in platooning is to preserve the string
stability of the chain, i.e., a kinematic signal of interest
(e.g., velocity, acceleration, etc.) does not amplify as it
propagates among the vehicles [3]. To address this issue,
various control strategies have been proposed. One such
longitudinal control strategy that has been shown to produce
satisfactory results in maintaining the string stability of
the platoon, is cooperative adaptive cruise-control (CACC)
which extends its earlier counterpart, adaptive cruise-control
(ACC), by incorporating (control and kinematic) information
transmission between the vehicles of the platoon via V2V
communications [4], [5]. However, the challenge that faces
the integration of CACC is its dependency on reliable V2V
connections between the vehicles. Accordingly, developing
efficient radio resource management (RRM) algorithms that
can facilitate reliable communication in vehicular networks
has attracted significant interest in recent years [6].
3GPP has specified two RRM strategies for cellular V2X

communications [7], [8]. The first class, which is referred
to as mode 1 in NR-V2X and mode 3 in LTE-V2X,
is a centralized scheme and is only available if all the
vehicles are under cellular coverage. In this case, the vehicles
can either request new subchannels anytime they have a
new packet for transmission, or the BS can reserve the
necessary subchannels for the vehicles. The second class,
known as mode 2 in NR-V2X and mode 4 in LTE-V2X,
offers a distributed RRM solution. In this case, vehicles
access the channel through sensing-based semi-persistent
scheduling (SPS) in a distributed manner. The general
blueprint in centralized approaches is to first acquire the
channel state information (CSI) of all the V2I and V2V
links and then solve the problem of interest. This approach
becomes problematic when there is mobility in the network,
as frequent CSI acquisition is needed from all the vehicles
due to the fast channel alternations. This can subsequently
increase the signaling overhead on the BS side. However, the
second alternative is more error-prone due to its distributed
nature and there is a higher probability of packet collisions.
Nonetheless, when properly designed, distributed RRM can
offer more flexibility and lower latency by eliminating the
need for constantly involving the BS in the RRM process.
In conformity with 3GPP specifications on efficient RRM

design, various distributed and centralized RRM algorithms
have been proposed in the current literature. It is often the
case that the RRM problem is modeled as a combinatorial
optimization problem. The complexity and non-linearity
of the problem usually leave no choice but to use some
heuristic or sub-optimal algorithms to derive the solution.
Consequently, to deal with these complex problems, there
has been a growing tendency towards machine learning
(ML)-based RRM algorithms, among which reinforcement
learning (RL) maintains a higher ground compared to the
other ML algorithms [9]. What makes these RL-based RRM
approaches appealing is the level of flexibility they offer to

solve the problem of interest, especially when distributed
RRM approaches are preferred. The general procedure for
treating RRM problems with RL is to model the problem as
a Markov decision process (MDP) and then map the equilib-
rium point to the RRM solution. In most cases, however, the
converged equilibrium point does not necessarily indicate the
optimal solution. Furthermore, the same line of controversy
regarding centralized and distributed approaches also lingers
here. Distributed RL algorithms, also termed as multi-agent
reinforcement learning (MARL) in the literature, exhibit poor
performance and less robustness compared to the case when
centralized RL is used [10]. Some studies have proposed
federated learning (FL) combined with MARL to bridge this
performance gap [11]. The common notion is that FL can
help reduce the stationarity problem of the distributed RL
algorithms. Indeed, FL reduces the estimation variance due
to the periodic averaging performed over the agents’ models
which can improve the overall performance; however, it is
still a matter of debate how close RL algorithms can get
to the optimal solution of the designed problem or how
much gains can be attained with FL-based RL? One such
solution would be to compare the performance of RL with
other classical model-based optimization methods to validate
its true potential, which has hardly been addressed in the
existing literature.

B. RELATED WORK
We have separated the related work into two parts. The first
part mainly covers the RL-based RRM algorithms that have
been used in more general V2X networks. In the second
part, we give an overview of the works that focus more on
communication control co-design in platooning and mainly
use RL to derive optimal platoon control strategies.

1) RL-BASED RRM IN V2X NETWORKS

A great body of literature has already investigated differ-
ent MARL-based RRM algorithms for vehicular networks.
In [12], a decentralized MARL-based spectrum access
scheme for vehicular networks is studied. In [13], the
authors investigate the joint problem of mode selection,
resource block assignment, and transmit power control for
the Internet of vehicles network to maximize the overall
network capacity while ensuring strict ultra reliable and
low latency communications (URLLC) requirements of V2V
links. Furthermore, RL-based resource allocation algorithm
for a mobile edge computing (MEC) and unmanned aerial
vehicles (UAV) supported vehicular network is investigated
in [14]. The authors of [15] propose a RL-based decen-
tralized resource allocation scheme in a vehicular network
for both unicast and broadcast scenarios to address the
latency constraints on the V2V links. In [16], the authors
propose FL empowered computation offloading and resource
management algorithm to reduce the task offloading delay
and resource cost over heterogeneous vehicular networks.
Similarly in [17], the authors propose a FL-based MARL
algorithm to jointly optimize the channel selection and power
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control for vehicular networks considering the reliability
and delay requirements of V2V communication links. Other
comparable works, e.g., [18], [19], [20], [21] tackle iden-
tical resource allocation problems with RL. In [22], the
authors propose a RL based subchannel assignment and
power control algorithm aiming at maximizing the data
rate of V2I links while satisfying the latency requirement
of V2V links. In the same vein, spectrum allocation for
device-to-device (D2D) underlay communications has been
studied in [23]. They also adopt meta learning to facilitate
the fast adaptability of the resource allocation policy in
the dynamic environment. The authors of [24] study the
spectrum efficiency problem for connected vehicles. They
employ long short term memory (LSTM) to predict the
mobility pattern of the vehicles and then design a RL
algorithm for proper channel allocation. In [25], a MARL-
based resource allocation problem is investigated to jointly
optimize the channel allocation and power control to satisfy
the heterogeneous quality of service (QoS) requirements of
V2V communications, including delay-sensitive and non-
safety-related applications. The authors of [26] propose radio
access network (RAN) slicing to support the heterogeneous
requirements of a cellular V2X network and adopt RL to
minimize the long-term cost, including, slicing configuration
and QoS violation. With the aim of improving the con-
ventional 3GPP Mode 4 resource allocation scheme which
is based on SPS, the authors in [27] propose RL-SPS
that allows the vehicles to independently select the proper
radio resources. Their simulation shows that the proposed
improvement, not only reduces the packet collisions but
it also outperforms the conventional sensing-based SPS
procedure. In [28], the authors propose a hybrid centralized-
distributed RRM scheme based on graph matching and
RL to maximize the system capacity while guaranteeing
reliability requirements. The authors of [29] propose a
resource allocation strategy based on Hungarian method
and RL for a UAV-assisted vehicular network aiming at
maximizing the UAV‘s long term energy efficiency. Finally
in [30], the authors investigate the problem of minimizing
the age of information (AoI) for a platooning vehicular
network. They propose improvements based on objective
function decomposition to enhance the performance of
MARL-based resource allocation. All previous works study
the RRM problem for vehicular networks, mostly focusing
on maximizing the overall throughput of the network while
considering the reliability of the V2V links. However, as
mentioned earlier, the lack of valid comparisons and analysis
makes it difficult to make a concrete statement about their
proposed RL-based RRM performance.

2) COMMUNICATION CONTROL CO-DESIGN

The impact of V2X communications on platoon control
performance has also been a matter of research, e.g., [31],
where the authors model platoon control as a sequential
stochastic decision problem and then use RL to find the
optimal control policy. In [32], the authors propose a

two-tiered strategy for resource allocation that considers
platoon formation control, focusing on maximizing platoon
size and minimizing total power consumption. The authors
of [33] formulate the CACC control strategy as an MARL
problem and introduce a quantization-based communica-
tion protocol to enhance the communication between the
platoon’s vehicles. In the same vein, [34] and [35] study
the joint communication and control co-design problem for
autonomous vehicular platoon networks and [36] proposes a
RL-based control strategy for automated truck platooning.
The authors of [37] adopt RL to simultaneously learn

the platoon control policy as well as V2X communication
protocol. Their results demonstrate a notable communication
overhead reduction. In [38], the authors investigate the
platoon control problem using RL and dynamic programming
methods. A parameterized batch actor-critic algorithm is
proposed in [39] for longitudinal control of autonomous
land vehicles. In the same vein, the authors of [40] study
an ACC-based car-following control problem using an RL
algorithm. As an extension to their work, they compare
the performance of their proposed algorithm with model
predictive control methods in [41]. In [42], a hybrid car-
following strategy based on RL and CACC is proposed, in
which CACC is used to improve the performance of the
controller when the performance of RL is poor. Moreover, the
proposed strategy can fully utilize the exploration capability
of RL to deal with the car-following cases. To illustrate
the necessity of the interplay between platoon control and
resource allocation, a multi-timescale control and commu-
nication problem is designed in [43] and [44]. The authors
decompose the problem into two sub-problems, namely,
the communication-aware RL-based platoon control sub-
problem and a control-aware RL-based RRM sub-problem.
In the first part of their work [43], the authors focus on
learning an optimal platoon control policy given a particular
RRM policy, and in the second part [44], the authors focus
on deriving an optimal RRM policy under the condition that
the platoon control policy is available.

C. CONTRIBUTIONS OF THIS ARTICLE
There are mainly two angles that make this work stand out
from the current literature, which we have discussed in the
following subsections.

1) COMPARISON BETWEEN AI- AND
NON-AI-BASED ALGORITHMS

Although RL for RRM has been of focal interest in recent
literature (as mentioned in Section I-B1), there is still a
lack of knowledge on the performance and behavior of
the learned policies, which makes it challenging to draw
a conclusive statement on the efficacy of the RL-based
resource allocation algorithms. In this way forward, classical
and RL-based RRM algorithms are designed for a vehicular
platooning network to meet the control systems requirements
and guarantee the radio links quality. With proper resource
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allocation strategies, the string stability of the entire platoon
is ensured.

2) COMMUNICATION CONTROL CO-DESIGN

Different from the majority of the works mentioned earlier
in Section I-B2, we design an optimization problem that
not only takes the radio link parameters, i.e., V2V links
reliability, and minimum capacity requirements into account,
but it also incorporates the platoon control parameters and its
string stability. This joint modeling allows for evaluating the
impact of the designed RRM policy on the string stability
of the platoon, and, conversely, to assess the impact of the
control policy on the RRM.

3) KEY CONTRIBUTIONS

In summary, the contributions of our work can be summa-
rized as follows:

• With the focus on communication and control co-design,
in this work, two RRM problems for a platoon of
connected vehicles are formulated. More specifically,
the first optimization problem aims to increase the
total capacity of the V2V links while satisfying the
link reliability, minimum capacity requirement, and the
string stability of the platoon. The second optimization
problem focuses on user fairness, with the goal of
improving the minimum rate of all the V2V links
in the platoon with similar constraints as in the first
optimization problem.

• We extend our analysis in [35] to any arbitrary number
of interfering V2V links utilizing the same frequency
band and find the feasibility region for their simultane-
ous transmission. Then, we employ iterative centralized
algorithms from [45] to locate the solutions of the sum
rate and max-min rate optimization by adhering to the
difference of two convex functions (d.c.) representation
of the objective functions.

• We also model the proposed RRM problems as MDP
and use distributed and FL-based MARL algorithms
to solve the optimization problem. The comparison of
the results from RL- and model-based optimization
methods provides valuable insights that finally reveal
the effectiveness and behavior of the policies learned
by RL-based RRM methods. This understanding also
paves the way for generalizing the behavior of RL-based
algorithms when applied to intractable problems.

D. PAPER ORGANIZATION AND NOTATION
The remainder of this article is organized as follows.
Section II provides the general system model of the platoon-
ing vehicular network where we model the control system
and the communication links between the successive vehicles
in the platoon along with formulating the optimization
problems. In Section III, we design model- and RL-based
solutions to tackle the optimization problems. The simulation
results are provided in Section IV, and finally, Section V

TABLE 1. Primary Notations used in the paper.

FIGURE 1. Vehicular platooning system model; the desired and interference links
are shown with solid and dashed lines, respectively.

concludes the paper. To ease readability, all the primary
notations of the paper are listed in Table 1.

II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, the system model of the vehicular platooning
network is presented. First, we analyze the necessary
conditions for having a string stable platooning, and then we
model the V2V communication links between the vehicles.
Finally, two optimization problems are formulated with the
purpose of improving the reliability and achievable data
rate of the communication links which directly impact the
stability of the platoon.

A. CACC DESIGN IN PLATOONING
Fig. 1 indicates a platoon of vehicles of size N+1, equipped
with the CACC functionality. The first vehicle is assumed
to be the platoon leader (PL), and the other vehicles are
referred to as platoon members (PMs). We hereby define
N = {1, 2, . . . ,N},N ∈ N, as the set indicating the PMs
of the platoon, indexed by i ∈ N , and use index i = 0
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to indicate the PL.1 We denote the position, velocity and
acceleration of each vehicle as qi, vi, and ai, respectively.
The dynamics of the vehicles in the platoon can be described
by the following set of differential equations [4]

q̇i(t) = vi(t), (1a)

v̇i(t) = ai(t), (1b)

ȧi(t) = − 1

ηi
ai(t)+ 1

ηi
ui(t), (1c)

where ηi is related to the time constant of lag in responding
to any commanded deceleration or acceleration and ui is the
control input for vehicle i defined as

ui(t) = ufbi(t)+ uff i(t),

where ui, ufbi and uff i denote the total, feedback and
feedforward control commands. The distance error between
the vehicles can be modelled as

ei(t) = qi−1(t)− qi(t)− Li − dr,i(t),

where dr,i(t) = d0
i + Td,ivi(t) is the desired inter-vehicle

spacing and Li is the length of vehicle i. d0
i is referred to as

the standstill target inter-vehicle distance, required to prevent
a near collision at standstill, and Td,i is the headway time.
Following the design guidelines in [4], one can define the
string stability transfer function relating the control signals
of the vehicle i − 1 with vehicle i by using the Laplace
transform of their respective control signals as

�i(s) =
∥
∥
∥
∥

Ui(s)

Ui−1(s)

∥
∥
∥
∥∞

(2a)

=
∥
∥
∥
∥

Zi(s)Di(s)Fi(s)+ Ki(s)Gi−1(s)

1 + Ki(s)Gi(s)Hi(s)

∥
∥
∥
∥∞
, (2b)

where Ui(s) refers to Laplace transform of the control signal
of vehicle i, with s referring to the complex frequency
domain parameter. Furthermore, Di(s) refers to the commu-
nication delay modeled in the s-domain as

Di(s) = e−δTx,is,

where δTx,i is the transmission delay in seconds. Considering
a packet-based communication model between the vehicles,
we assume a zero-order hold (ZOH) signal reconstruction at
the receiver side, in which its s-domain transfer function is
represented as

Zi(s) = 1 − e−sTi
sTi

,

with Ti denoting the transmission interval between the
vehicles of the platoon.
Fi(s) is the feedforward filter defined as

Fi(s) = Gi−1(s)

Hi(s)Gi(s)
,

1In a platoon of size N + 1, with the exception of the first and last
vehicle, all other vehicles are both transmitters and receivers. We therefore
have N transmitters and N receivers.

where Gi(s) refers to the plant model formulated as

Gi(s) = 1

s2(ηis+ 1)
.

Finally, Ki(s) = kpi+kdis refers to the proportional-derivative
(PD) controller and Hi(s) = 1 + sTd,i models the spacing
strategy. The dynamical state vector of vehicle i is comprised
of four parts, i.e.,

xi(t) = [

ei(t), vi(t), ai(t), uffi(t)
]T ∈ R

4.

Accordingly, the whole dynamical model of a vehicle (i) in
the platoon can be defined as

ẋi(t) = Ai,ixi(t)+ Ai,i−1xi−1(t)+ Bs,iui(t)

+ Bc,iui−1(t), (3)

The state matrices Ai,i and Ai,i−1 and control matrices
Bs,i and Bc,i are obtained as

Ai,i =

⎡

⎢
⎢
⎢
⎣

0 −1 −Td,i 0
0 0 1 0
0 0 − 1

ηi
0

0 0 0 − 1
Td,i

⎤

⎥
⎥
⎥
⎦
,

Ai,i−1 =

⎡

⎢
⎢
⎢
⎣

0 1 0 0
0 0 0 0
0 0 0 0

0 0
(

1 − ηi
ηi−1

)
1

Td,i 0

⎤

⎥
⎥
⎥
⎦
,

Bs,i =

⎡

⎢
⎢
⎣

0
0
1
ηi

0

⎤

⎥
⎥
⎦
,Bc,i =

⎡

⎢
⎢
⎣

0
0
0

ηi
ηi−1

1
Td,i

⎤

⎥
⎥
⎦
,∀i ≥ 1. (4)

Note that for the homogeneous cases, where we assume
similar vehicle characteristics, we have ηi

ηi−1
≈ 1. Subindices

of Bs and Bc are used for emphasizing that the signal
comes from sensor measurements or through communica-
tions, respectively.2

B. COMMUNICATION LINK MODELING
We assume that at the beginning of each scheduling slot,
a bandwidth of W [Hz] is shared among the vehicles of
a platoon [8]. Therefore, spectrum sharing between the
vehicles becomes indispensable and interference must also
be handled by proper power control. This facilitates reliable
communications among the vehicles and subsequently results
in string stability of the platoon. The time dimension is
partitioned into time slots of equal length.3 � and labeled as
t ∈ N. With some abuse of notation and to ease readibility,
we refer to the pair of vehicle i − 1 and i simply as (i, i).
Accordingly, the V2V link between this vehicle pair during
one time slot (we assume a coherence time tcoh � � due to

2Interested readers can refer to [5] and the references therein, for a more
comprehensive review over the CACC model.

3One should not confuse the definitions of t presented in the previous
and current sections as they refer to a similar concept. Hereinafter, by t we
refer to the scheduling time slot.
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the small relative velocity of vehicles) is defined as hti,i =
αti,ig

t
i,i, where α

t
i,i denotes the path loss and gti,i models the

small-scale component which we assume has an exponential
power distribution with unit variance. Further, we define the
allocated power for this link as pti. Accordingly, the signal-
to-interference-plus-noise ratio (SINR) at the i-th receiver
can be defined as

γ ti (p) = ptih
t
i,i

∑

j∈N \{i} ptjhtj,i + σ 2
, (5)

where p = [p1, p2, . . . , pN] ∈ R
N is the vector of the

allocated powers to V2V links, and σ 2 is the noise
power spectral density. One common way to model the
reliability of a communication link is to define the outage
probability as

Ot
i = P

{

γ ti ≤ γ0
}

(6a)

= P

⎧

⎨

⎩
ptih

t
i,i ≤

∑

j∈N \{i}
γ0p

t
jh
t
j,i + γ0σ

2

⎫

⎬

⎭
, (6b)

where γ0 denotes the SINR threshold. One can argue
that (6) models the QoS requirements of the V2V links
such that whenever (6) is satisfied, reliable communication
is provided. Finally, the achievable capacity can also be
defined as

Cti (p) = log2

(

1 + ptih
t
i,i

∑

j∈N \{i} ptjhtj,i + σ 2

)

.

C. OPTIMIZATION PROBLEMS
In this section, we present two optimization problems, one
of which is focused on maximizing the total data rate of
the V2V links, and the other one is designed to maximize
the minimum V2V link data rate. For both optimization
problems, string stability, and V2V links reliability have been
considered as the constraints, suggesting a similar feasible
set for both optimization problems.

1) SUM-RATE OPTIMIZATION

The optimization problem can be written as

P1 : max
p

∑

i∈N
Cti (p), (7a)

s.t. P
{

γ ti ≤ γ0
} ≤ p0, ∀i ∈ N (7b)

Cti (p) ≥ c0, ∀i ∈ N (7c)

�i(s) ≤ 1, ∀i ∈ N (7d)

0 ≤ pti ≤ pmax, ∀i ∈ N (7e)

where p0 is the allowed outage probability and c0 denotes
the minimum capacity requirement. Further, (7d) stipulates
the string stable platooning criterion [5], and (7e) forces a
limit on the maximum power consumption.

2) MAX-MIN OPTIMIZATION

The second optimization problem with the focus on maxi-
mizing the minimum V2V link rate can be written as

P2 : max
p

min
i∈N

Cti (p), (8a)

s.t. (7b)− (7e)

The designed optimization problems aim at different V2X
services. Specifically, the sum rate optimization deals with
V2X services that require very high data rates, and the
max-min optimization deals with safety-critical applications.
Both the optimization problems have similar constraints and
are formulated in the time domain, except for the string
stability constraint (7d) related to CACC, which is defined
in the frequency domain and is independent from the other
constraints. Both optimization problems (7) and (8) contain
non-convex functions. Further manipulations are required to
transform them to a convex and tractable problem. In the
following section we will provide different centralized and
distributed solutions by which we can solve these problems.

III. SOLUTION DESIGN
This section provides different centralized and distributed
RRM algorithms one can apply to solve the aforemen-
tioned optimization problems. The centralized solutions are
assumed to be handled by the BS and it requires the global
channel knowledge from all the vehicles. The distributed
approaches are handled by the vehicles with partial knowl-
edge of the channel information. For the centralized case,
classical model-based solutions based on d.c. programming
are exploited and for the distributed case, MARL is applied.
This comparison is noteworthy as it reflects the viable
gains may or may not be achieved through distributed RL-
based approaches compared to the model-based solutions that
require global knowledge of the channel to function properly.

A. CENTRALIZED MODEL-BASED APPROACH
In this section, we transform the optimization problems (7)
and (8) into convex and tractable problems. Starting with the
constraints, as mentioned (7d) is independent from the other
constraints. One can replace the inequality with equality
as �i(s) = 1, and find the maximum allowable value for
the string stability. The solution satisfying this constraint
which yields the maximum allowable transmission interval
(MATI) is quite well-known and has been addressed in
various literature, e.g., [5], and [46]. More specifically, MATI
provides an upper bound on the maximum time allowed for
the packets to be transmitted per V2V link. One can translate
this constraint to the minimum required rate c0 in (7c) as

t∗�i
Wc0 ≥ ςi, (9)

where t∗�i
denotes the MATI resulted from (7d) (see

Appendix A) and ςi is the packet size containing the control
information. One should also notice the difference of (7b)
and (7c) as in the first glance they might appear to be
similar. Equation (7b) translates into the reliability of the
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V2V links, whereas (7c) denotes the minimum capacity
requirement. For example, if we denote the bit error rate
(BER) of 10−3 as the reliable communication threshold,
then for the case of 4-QAM modulation, γ0 should be at
least 10 dB for an additive white Gaussian noise (AWGN)
channel. For the case of Rayleigh fading with no diversity
and an outage probability of p0, γ0 is shifted to γ̄0 as

γ̄0 = γ0

− ln(1 − p0)
. (10)

In other words, it is possible to have a system that
satisfies (7c) with γ ti < γ0, however this will lead to a very
high BER, meaning that most of the transmitted packets
are error prone and the need for re-transmissions becomes
necessary. In summary, joint consideration of both (7b)
and (7c) is essential to facilitate a reliable communication
with adequate data rate. With that being said, using (9), the
string stability impact (7d) is translated into constraint (7c).
Further, the outage constraint (7b) can be written as

P

⎧

⎨

⎩
gti,i ≤ γ0σ

2

ptiα
t
i,i

+
∑

j∈N \{i}

γ0ptjh
t
j,i

ptiα
t
i,i

⎫

⎬

⎭
= (11a)

= 1 − e
−γ0σ

2

ptiα
t
i,i

∏

j∈N \{i}

ptiα
t
i,i

ptiα
t
i,i + γ0ptjα

t
j,i
, (11b)

where (11b) has been calculated by taking the integral over
the fading exponents. We also assume due to the close
distance of vehicles in the platoon, noise power is negligible
compared to the direct V2V channel gain, i.e., σ 2 � αti,i,
resulting in

Ot
i : ≈ 1 −

∏

j∈N \{i}

ptiα
t
i,i

ptiα
t
i,i + γ0ptjα

t
j,i

≤ p0, (12)

with Ot
i denoting the outage constraint for V2V link i. Further

simplification of (12) is provided owing to the following
Lemma from [47].
Lemma 1: For positive variables z1, . . . , zn ≥ 0, the

following inequality holds

1 +
n

∑

k=1

zk
(a)≤

n
∏

k=1

(1 + zk)
(b)≤ e

∑n
k=1 zk , (13)

where (a) refers to the Weierstrass inequality [48], and (b) is
followed by taking the logarithm and using the inequality
log(1 + z) ≤ z.

One should notice, by using either side of the inequality
from Lemma 1, the feasible set of the optimization prob-
lems (7) and (8) is altered. More specifically, using (a) from
Lemma 1 results in a feasible set which is larger than the
actual feasible set from (12) and using (b) will result in
a feasible set which is tighter, leading to an upper and
lower bound respectively. Therefore, one should consider
both cases and compare the results to see the gap between

the two bounds. With this in mind, by using (a), (12) can
be simplified into

Ot
i : ≈

∏

j∈N \{i}

(

1 + γ0ptjα
t
j,i

ptiα
t
i,i

)

≤ 1

1 − p0
, (14a)

(13a)=⇒
∑

j∈N \{i}

(

γ0ptjα
t
j,i

ptiα
t
i,i

)

≤ p0

1 − p0
, (14b)

⇐⇒ (β + γ0)p
t
iα
t
i,i ≥

∑

j∈N
γ0p

t
jα
t
j,i, (14c)

where β = p0/(1 − p0). One can represent (14) in the
matrix form as

γ0E
[

Ht]p ≤ (β + γ0)diag
(

αti,i
)

p, (15)

where E[Ht] = [αtj,i]j,i∈N denotes the channel matrix
comprised of the pathloss components only, and diag(αti,i) is
the diagonal matrix whose entries are equal to αti,i. Similarly,
by using (b) and the assumption that the approximation is
smaller than (1 − p0)

−1, (12) becomes

e

∑

j∈N \{i}

(

γ0p
t
jα
t
j,i

ptiα
t
i,i

)

≤ 1

1 − p0
, (16a)

⇐⇒ (

β ′ + γ0
)

ptiα
t
i,i −

∑

j∈N
γ0p

t
jα
t
j,i ≥ 0, (16b)

where β ′ = ln (1 − p0)
−1. Similar to (15), we can define

γ0E
[

Ht]p ≤ (

β ′ + γ0
)

diag
(

αti,i
)

p. (17)

Also note that constraint (7c) can be rewritten as follows

ptih
t
i,i + β ′′

⎛

⎝
∑

j∈N \{i}
ptjh

t
j,i + σ 2

⎞

⎠ ≥ 0, ∀i ∈ N , (18)

where β ′′ = (1−2c0). In matrix form (18) can be written as

diag
(

hti,i
)

p + β ′′(σ 2 + (

Ht − diag
(

hti,i
))

p
)

≥ 0. (19)

Here, σ 2 = σ 21 ∈ R
N where 1 denotes the vector with all

entries one. Now it only remains to simplify the objectives
in (7) and (8). First, let us define Fti(p) and Rt

i(p) as

Cti (p) = log2

⎛

⎝σ 2 +
∑

j∈N
ptjh

t
j,i

⎞

⎠

︸ ︷︷ ︸

Fti(p)

(20a)

− log2

⎛

⎝σ 2 +
∑

j∈N \{i}
ptjh

t
j,i

⎞

⎠

︸ ︷︷ ︸

Rt
i(p)

. (20b)

As can be seen, Fti(p) andR
t
i(p) are both concave in p, while,

their difference is not, but Cti (p) is indeed the difference of
two concave functions. One can approximate Rt

i(p) by its
first order approximation near p(k). As Rt

i(p) is a concave
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function, this approximation is tangent to the function from
above [49], therefore

Rt
i(p) ≤ Rt

i

(

p(k)
)

+
〈

∇Rt
i

(

p(k)
)

,p − p(k)
〉

, (21)

where ∇Rt
i(p

(k)) is defined as

∇Rt
i(p) = 1

σ 2 + ∑

j∈N \{i} ptjhtj,i
εi, (22)

with εi(j) = htj,i
ln 2 and εi(i) = 0. Replacing (21) in (20) yields

C̃ti (p) = Fti(p)− Rt
i

(

p(k)
)

−
〈

∇Rt
i

(

p(k)
)

,p − p(k)
〉

, (23)

where C̃ti (p) refers to the approximated value for Cti (p). (23)
acts as a well approximated lower bound for the non-convex
function Cti (p) in (20) as

Fti

(

p(k)
)

− Rt
i

(

p(k)
)

−
〈

∇Rt
i

(

p(k)
)

,p(k+1) − p(k)
〉

≤ Fti

(

p(k+1)
)

− Rt
i

(

p(k+1)
)

.

Therefore, maximizing Cti (p) is directly translated into lower
bound maximization. With these modifications, now we are
ready to redefine the proposed optimization problems (7)
and (8). As mentioned, depending on using (15) or (17), we
will have a larger or smaller feasible set which will result in
two possible solutions. More explanation in this regard will
be given in the following.

1) MODIFIED SUM-RATE OPTIMIZATION

The Modified optimization problem (7) reads as follows

P(ub)1 : max
p

∑

i∈N
Fti(p)−

∑

i∈N
Rt
i

(

p(k)
)

−
∑

i∈N

〈

∇Rt
i

(

p(k)
)

,p − p(k)
〉

, (24a)

s.t. (15), (18) (24b)

0 ≤ p ≤ pmax1, (24c)

where as mentioned, P(ub)1 refers to the optimization problem
with a larger feasible set denoted as �(ub)1 . Similarly, we
define P(lb)1 with feasible set �(lb)1 , that refers to the
same optimization problem as (24) where we replace (15)
with (17). As mentioned, the following relation holds true

P(ub)1

∗ ≥ P∗
1 ≥ P(lb)1

∗
(25a)

�
(lb)
1 ⊆ �1 ⊆ �

(ub)
1 , (25b)

where �1 refers to the primary optimization problem (7)
feasible set. Algorithm 1 presents the sum rate optimization
algorithm.

Algorithm 1: Sum Rate Optimization
Input: H, γ0, c0, p0, pmax, ε
Output: p∗

1 Set initial value for p(0), and find
∑

i∈N Cti
(

p(0)
)

2 Set iteration k

�→

0
3 while error > ε do
4 Solve optimization problem (24) and find p∗
5 k

�→

k + 1
6 p(k)

�→

p∗
7 error =

∣
∣
∣

∑

i∈N Cti
(

p(k)
)

− ∑

i∈N Cti
(

p(k−1)
)∣
∣
∣

Algorithm 2: Max-Min Optimization
Input: H, γ0, c0, p0, pmax, ε
Output: p∗

1 Set initial value for p(0), and find min
i∈N

Cti
(

p(0)
)

2 Set iteration k

�→

0
3 while error > ε do
4 Solve optimization problem (26) and find p∗
5 k

�→

k + 1
6 p(k)

�→

p∗

7 error =
∣
∣
∣
∣
min
i∈N

Cti
(

p(k)
)

− min
i∈N

Cti
(

p(k−1)
)
∣
∣
∣
∣

2) MODIFIED MAX-MIN OPTIMIZATION

With the same procedure Modified (8) reads as follows

P(ub)2 : max
p,ϑ

ϑ (26a)

s.t. (15), (18), (26b)

∀i ∈ N : Fti(p)− Rt
i

(

p(k)
)

−
〈

∇Rt
i

(

p(k)
)

,p − p(k)
〉

≥ ϑ, (26c)

0 ≤ p ≤ pmax1, (26d)

where ϑ is another variable that refers to the minimum
rate among the links to be maximized. Similarly, one can
construct P(lb)2 by replacing (15) with (17). A similar relation
to (25) also holds here as

P(ub)2

∗ ≥ P∗
2 ≥ P(lb)2

∗
(27a)

�
(lb)
2 ⊆ �2 ⊆ �

(ub)
2 , (27b)

Algorithm 2 presents the max-min optimization algorithm.

B. DISTRIBUTED MARL APPROACH
In this section, we introduce the proposed MARL based
resource allocation algorithm to solve the introduced
optimization problems. First, the original problem is trans-
formed into a Markov game and then the respective states,
actions and reward function are defined. Finally, we derive
the learning procedure based on the twin delayed deep
deterministic policy gradient (TD3) [50] and FL algorithm.
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1) ENVIRONMENT DESIGN

We define the multi-agent environment as a tuple
(M, S, (Ai)i∈N , (ri)i∈N ), ζ, (Oi)i∈N ), where M > 1 is the
number of agents, S is the total state space of the environment
in which every agent has an imperfect information, Ai is
the action space of agent i, ζ is the discount factor, ri
is the reward agent i gets following its action, and Oi is
the observation space of i-th agent. Note that the designed
multi agent system renders a fully distributed solution and
no information sharing is assumed between the agents. In
what follows, we map the defined elements to the platooning
environment.

• Agents: We assume each transmitter vehicle as an
independent agent, therefore, the total number of agents
is M = N.

• Observation: The observation of each agent i at time
instant t contains its estimated channel gain, i.e., hti,i
and the total received interference as,

It−1
i =

∑

j∈N \{i}
pt−1
j ht−1

j,i + σ 2.

In summary, the observation of agent i is denoted as

oti =
(

hti,i, I
t−1
i

)

∈ Ot
i . (28)

• Action: Each agent decides for its transmission power
pti independently. Therefore, the action space for agent i
is defined as follows:

At
i = {

ati := pti | pti ∈ [

0, pmax
]}

. (29)

• Reward: Rewards drive the learning process in RL. The
reward is defined as follows:

rti = κ1
(

Cti − c0
) + κ2

(

f (γ ti )− f (γ̄0)
)

, (30)

where γ̄0 is the fade margin defined in (10), and κ1
and κ2 are the coefficients for balancing the reward.
Furthermore, f (x) = 10 log10(x) converts the SINR to
be in similar range as the capacity Ct. As can be seen
the reward is designed in such way to force the agent
towards selecting power values that contribute the most
to its data rate and SINR maximization.

2) LEARNING PROCEDURE

In RL, each agent i, given its observation oti ∈ Ot
i , selects an

action ati ∈ At
i according to its policy πi:Ot

i → At
i, which is

parameterized by θψi and receives a reward rti . The objective
is to find the optimal policy π∗

i in a way that the discounted
cumulative reward defined as

Ji
(

θψi
) = Eoti,a

t
i

[ ∞
∑

τ=0

ζ τ ri
(

oti, a
t
i

)

]

(31)

is maximized for each agent. Therefore, the optimization
problem that has to be considered for each agent i is
defined as

P3 : max
θψi

Ji
(

θψi
)

, (32a)

s.t. ati ∼ πi
(

ati | oti
)

, (32b)

ot+1
i ∼ P

(

ot+1
i | oti, ati

)

. (32c)

where P(ot+1
i | oti, ati) denotes the Markov transition proba-

bility. As (32) is an unconstrained optimization problem, the
policy can be updated by taking the gradient of Ji(θψi). In
actor critic algorithms, the policy which is also referred to as
the actor network can be updated through the deterministic
policy gradient algorithm [52] as

∇θψi
Ji = Eoti

[

∇aQ
π
i

(

oti, a
t
i; θqi

)∇θψi
πi
(

oti; θψi
)]

, (33)

where Qπi refers to agent i’s action-value function
(Q-function) parameterized by θqi . Following the TD3
algorithm [50], we can accordingly define the loss function
for the critic network, as

L
(

θqi
) = E

(oi,ai,r,o′
i)∼D

[(

y− Qπi
(

oti, a
t
i; θqi

))2
]

, (34)

where D refers to the replay buffer and

y = ri + ζ min
j=1,2

Qπij
(

o′
i, a

′
i

)

, (35)

with a′
i ∼ πi(o′

i; θ ′
ψi
) denoting the action from the target

network. In TD3, there are two critic networks for each agent,
denoted as Qπi1 , and Qπi2 , where the loss is calculated by
taking the minimum of the two networks’ outputs. Similarly,
the loss function for the actor network are defined as

L
(

θψi
) = − E

oi∼D

[

Qπi
(

oti, πi
(

oi; θψi
); θqi

)
]

. (36)

3) FEDERATED LEARNING

Since the agents only have access to their local information,
and thus act independently, the policies that they take
might be in contradiction with the other agents. Therefore,
federated learning along with MARL can be considered to
relieve this issue, and accelerate the training, as proposed
in the recent literature [53], [54]. For this, the agents
periodically send their network models to a central server,
in which the gradients are aggregated iteratively and then
shared among the agents. The aggregation procedure can be
written as follows

θ
(i)
m+1 =

⎧

⎨

⎩

1
M

∑M
i=1

[

θ (i)m −�∇L
(

θ (i)m

)]

, m mod ι = 0

θ (i)m −�∇L
(

θ (i)m

)

, otherwise
(37)

where θ (i)m can be either θψi or θqi , m is the iteration, ι is the
aggregation period, and � is the learning rate. A summary
of federated TD3-based MARL is given in Algorithm 3.

IV. SIMULATION RESULTS
In this section, we evaluate the proposed d.c. programming-
and RL-based RRM algorithms to validate their performance
for the platooning vehicular network.4 All simulation param-
eters can be found in Table 2. It is noteworthy to mention

4Complete source code is available at:
https://github.com/M-Parvini/V2X-RRM-IEEE-OJ-COMS-2023.
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Algorithm 3: Federated MARL Algorithm

1 Initialize the Policy and Q-function parameters
(

θψi , θ
1
qi , θ

2
qi

)

and their corresponding target networks.

2 for each episode do
3 Update platoon location and channel gains
4 for each time step t do
5 for each agent i do
6 Observe state oti
7 Select action ati ∼ πi

(

ati | oti
)

8 Receive the rewards from (30)

9 for each agent i do
10 Update the Q network from (34)
11 Update the policy network from (36)
12 Update target network parameters:
13 θ ′

ψi

�→

�θψi + (1 − �)θ ′
ψi

14 θ ′
qi

�→

�θqi + (1 − �)θ ′
qi

15 Perform federated averaging (37) [51].

TABLE 2. Simulation parameters.

that federated aggregation and all the critic networks are
only involved during the training and for evaluation only the
trained actor models are utilized. All results are obtained
by averaging over 10 test episodes, each with a duration of
30 seconds. Our analysis consists of the following algorithms

• Sum rate optimization, which we explained in
Algorithm 1. In simulations we refer to this algorithm
as “Sum Rate”.

• Max-Min, which we explained in Algorithm 2. In
simulations we refer to this algorithm as “Max-Min”.

• Federated MARL, which we explained in Algorithm 3.
In simulations we refer to this algorithm
as “Fed. MARL”.

• Decentralized MARL, which follows the exact proce-
dure as Algorithm 3 excluding the federated averaging
in (37). The aim is to indicate whether or not there is
any benefit from federated learning compared to fully
decentralized MARL. In simulations we refer to this
algorithm as “Dec. MARL”.

• Centralized RL, for which we consider the BS as an
intelligent RL-based resource scheduler. Here, similar
to centralized model-based approaches, we assume that
the BS has complete knowledge over all the V2V links
of the platoon and it has to decide on the transmitted
power of all vehicles jointly. Therefore the observation,
action and the reward function for the centralized RL
are redefined as

ot =
([

htji

]

j∈N ,i∈N

)

∈ Ot :=
⋃

i∈N
Ot
i, (38a)

at = p ∈ At :=
⋃

i∈N
At
i, (38b)

rt = 1

N

∑

i∈N
rti . (38c)

In simulations we refer to this algorithm as “Cent. RL”.

A. CONVERGENCE EVALUATION
Fig. 2 compares the convergence behavior of the proposed
model-based classical approaches with RL-based algorithms.
Starting with model-based algorithms, Fig. 2(a), demon-
strates fast convergence of both Sum Rate and Max-Min
algorithms. As expected, (25) and (27) both hold true (see
the figure). This plot also suggests that the optimal point is
achievable irrespective of the initial points. Indeed, the Sum
Rate reaches higher average data rates compared to Max-Min
as it targets a different objective function. In comparison
we have also shown the convergence behavior of RL-based
approaches in Fig. 2(b). As it is shown in the figure, Cent.
RL achieves higher reward compared to Fed. MARL and
Dec. MARL. The reason comes from the fact that Cent. RL
has full knowledge over all the V2V channel gains, similar
to model-based algorithms, which enables it to converge
to better policies. Interestingly, both Fed. MARL and Dec.
MARL have yielded similar convergence behavior, indicating
the ineffectiveness of federated averaging. Fig. 2(b) also
reveals that better rewards and performance are attainable
for the case of fewer vehicles as the level of interference
between the vehicles is less. This very behavior is similar
for all the RL-based algorithms.
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FIGURE 2. Comparison of the convergence behavior of the model-based classical
approaches and RL-based algorithms.

B. ACHIEVABLE RATE DISTRIBUTION
In Fig. 3(a), we compare the cumulative distribution func-
tions (CDFs) of the instantaneous sum capacity achieved by
the proposed algorithms. From the figure, it can be seen
that the Sum Rate algorithm attains a higher sum data rate
compared to the other baselines. Max-Min however, has
the worst performance as the objective is centered around
maximizing the minimum rate. MARL-based algorithms
perform closely to Sum Rate, with Cent. RL achieving higher
values in comparison with Fed. MARL and Dec. MARL. In
the same vein, Fig. 3(b) indicates the CDFs of the proposed
algorithms in terms of the minimum achievable data rate.
This comparison is of the highest interest as it demonstrates
how the proposed algorithms behave in terms of per-link
data rate fairness. From the figure, the Max-Min algorithm
exhibits the highest fairness and transcends other algorithms

FIGURE 3. CDF plot comparison of the proposed algorithms in terms of sum data
rate and min data rate, with γ0 = 15 dB, and N = 9.

by a larger margin. Finally, Dec. MARL and Fed. MARL
perform equally poorly and worse than the other algorithms.

C. RELIABILITY EVALUATION
Fig. 4 compares the proposed algorithms in terms of
average V2V links reliability. From the figure, the Max-
Min algorithm yields the highest reliability compared to the
other algorithms with reliability of more than 99% up to
γ0 = 15 dB. The reason for this can be seen in Fig. 3(b),
which shows thatMax-Min provides better fairness compared
to the other baselines and tries to raise the performance of
the worst users. The Sum Rate algorithm performs worse but
is better than RL-based solutions. This algorithm prioritizes
maximizing the total data rate of V2V links while paying
less attention to the weaker links, which are the main source
of unreliable communication. With similar interpretations as
before, Cent. RL shows higher reliability compared to Fed.
MARL and Dec. MARL. Again, federated averaging had no
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FIGURE 4. Average V2V links reliability with varying γ0 threshold, assuming N = 9.

TABLE 3. Average data rate of the algorithms in bps/Hz.

impact on the performance of Dec. MARL. Finally, as one
can expect, by increasing the threshold γ0, the reliability of
the V2V links will be compromised.

D. FAIRNESS EVALUATION AND POWER CONSUMPTION
In Fig. 5 we have compared each algorithm’s performance
in terms of per V2V link capacity. This comparison is of
the highest interest, as looking only at the total capacity
of the V2V links does not provide a comprehensive insight
into the behavior of the algorithms in terms of per-link
performance. Further, we have shown the average achieved
data rate of the proposed algorithms for different values of
γ0 in Table 3. The boxplots shown in Figs. 5(a) and 5(b)
represent the distributions of the V2V links’ data rates of
several simulation runs. Besides, the dashed black horizontal
line shows the minimum required data rate (c0), which all
the links must satisfy. Taking a closer look at Fig. 5(a)
and Fig. 5(b) reveals the reason why the Max-Min had a
higher reliability compared to the other algorithms. For both
the cases of γ0 = 5 dB and γ0 = 15 dB, this algorithm
upholds all the V2V links rate higher than the minimum
rate (c0) by a large margin, fulfilling the outage constraint
more effectively and resulting in higher reliability factors.
Furthermore, a slight change in the performance can be seen
when γ0 = 15 dB. The reason for this is that as γ0 is
increased, the feasible set contracts, so that the same optimal
points that resulted in a uniform distribution of rates for all
V2V connections when γ0 was 5 dB are no longer feasible.
Interesting results can also be seen for the Sum Rate

algorithm by comparing Figs. 5(a) and 5(b). By looking
into the lower whisker of link 5 in Fig. 5(a), one can
see that the Sum Rate algorithm, unlike Max-Min, has
increased the link 5 rates up to exactly c0 = 5 bps/Hz.

The rationale is that γ0 = 5 dB translates into a capacity
of approximately 2 bps/Hz which is less than the minimum
capacity requirement of c0 = 5 bps/Hz. Therefore, the outage
probability constraint has less impact on the optimization
problem solution and the Sum Rate increases the 5th link’s
rate up to a level that satisfies the minimum capacity.
However, by increasing γ0 to 15 dB, Fig. 5(b) demonstrates
that this algorithm has shifted its focus more to increasing
this link’s data rate as the outage constraint’s (7b) impact is
now more pronounced. Further, we can see that link 6 has
the highest data rate compared to the other links. The reason
is due to the fact it gets the least interference from the other
transmitters as there is always a vehicle blockage on the
received signal path (see Fig. 1). This very behavior was also
followed by the RL-based algorithms as all the approaches
yield higher data rates for the last link. Besides, Fed. MARL
and Dec. MARL exhibit identical behavior. Nonetheless, Fed.
MARL achieves slightly higher data rates for that last link
compared to Dec. MARL when γ0 = 15 dB, which can be
directly related to the slim improvement that FL brings on
top of Dec. MARL.

Another intriguing result is the variance of the V2V links
data rates. From the figure, it can be seen that the Max-
Min algorithm results in the least variance compared to the
other algorithms which can be considered as its robustness.
A direct impact of this was shown in the reliability factor
of these algorithms in Fig. 4.

To complete our analysis, in Fig. 6 we have compared
the average allocated power to the V2V links following the
proposed algorithms. This comparison has been overlooked
by most of the works in the literature. However, it turns out
to be an important ingredient in determining the optimality
of the RL-based RRM algorithms. From the figure, it can be
seen that the Max-Min algorithm has a lower average power
consumption compared to the other algorithms. Max-Min
attempts to balance the data rate distribution in the network
by increasing the minimum rate between V2V links, as can
be seen in Figs. 5(a) and 5(b). Therefore, this algorithm
reduces the power allocated to the vehicles to compensate for
the interference between vehicles. However, by increasing
γ0 to 15 dB, the average power has slightly increased,
as can be seen from the figure. The reason for this is
twofold. First, the total interference power distribution in
the platoon is uneven, and second, as mentioned earlier, the
last vehicle in the platoon always gets less interference from
the other vehicles. In order to balance the rates, Max-Min
allocates less power to the last V2V link compare to the
other links. When γ0 = 5 dB, the equilibrium point where
all V2V links exhibit similar rates is achievable (Fig. 5(a)).
However, when γ0 = 15dB, the average transmit power has
to be higher compared to the previous case because there
is a tighter restriction from the outage constraint that forces
the links to have higher SINR values. Therefore, the same
reduction in the allocated powers to the V2V links, which
was viable earlier, becomes infeasible. This ultimately results
in a higher average rate as denoted in Table 3 and non
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FIGURE 5. Fairness analysis of the proposed algorithms in terms of per link capacity. Dashed red lines represent average data rate achieved by each of the proposed
algorithms (refer to Table 3) and dashed black lines show the minimum capacity requirement c0 = 5 bps/Hz, respectively.

FIGURE 6. Average allocated power to V2V links following the proposed algorithms
with varying γ0 threshold, assuming N = 7.

uniform distribution of the rates in the platoon. On the
other hand, Sum Rate results in higher power consumption
compared to Max-Min since the purpose is to maximize the
total rate of V2V links. When γ0 = 15 dB, due to the outage
constraint, the last V2V link has slightly lower rates in this
case compared to the case when γ0 = 5 dB; whereas link
5 receives higher data rates. Overall, Sum Rate algorithm
shows impervious behavior to the change in the γ0 levels and
keeps the average rate of the V2V links similar, as shown
in the Table 3.

Coming to RL-based algorithms, only Cent. RL has shown
some sensitivity to the increase in the γ0 levels. From the
figure, Cent. RL has decreased the power consumption to
reduce the interference levels and satisfy the constraints.
However, both Fed. MARL and Dec. MARL keep the average
power consumption more than 0.9 W and no sensitivity is
shown when the γ0 is changed to 15 dB. This behavior is
logical to some extent. Since we assume local knowledge
of channel gains and interference power in these two
algorithms, the strategy is forced to maximize the rate by
keeping the power as high as possible to mitigate the effects
of interference. As long as there is no information sharing
between vehicles, this learned strategy will not change. The
very purpose of federated learning was to promote this
information exchange; however, the results have shown no
impact.

E. STRING STABILITY EVALUATION
In the following, we show the platoon’s time domain analysis
during 30 seconds of simulation time. Figs. 7(a) and 7(b)
plot the acceleration and string stability of the PMs with
respect to the preceding PM. These two plots hold true for
all the proposed algorithms, i.e., both AI- and non-AI-based
RRM solutions. The reference acceleration has been shown
with a dashed black line in Fig. 7(a), which is expected for
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FIGURE 7. Acceleration and string stability change of the platoon’s vehicles. The
results are similar for all the proposed algorithms.

all the PMs to follow. Fig. 7(b) has been derived from the
time domain analysis of string stability, i.e.,

‖ui(J(t))‖L2

‖ui−1(J(t))‖L2

=
√
∑J(t)/�

j=0

∫ tj+1
tj

u2
i (t)dt

√
∑J(t)/�

j=0

∫ tj+1
tj

u2
i−1(t)dt

, (39)

where J(t) determines up to which time slot the string
stability is calculated. A change in the acceleration profile of
the platoon ultimately results in an increase or decrease in the
vehicle speed and inter-vehicle spacing and therefore changes
the wireless channel behavior between the vehicles. To com-
pensate for these modifications, proper resource allocation
strategies must be implemented with quick adaptability to the
change in the wireless channel conditions so that the string
stability of the platoon is preserved. From the figures it can
be seen that the proposed resource allocation schemes have
facilitated the timely exchange of control packets between

the vehicles. For this reason, the string stability criterion
for all vehicles in Fig. 7(b) has remained below one, which
satisfies eq. (2). The change in the string stability quantity is
due to the increase and decrease in the acceleration profile
of the vehicles. One can infer from these plots that AI-
based algorithms can bring about string-stable platooning
even though they lead to suboptimal solutions in terms of
achievable capacity (refer to Fig. 3).

F. DISCUSSION
In this subsection, we will attempt to consolidate our
observations from the comparisons between classical and
RL-based RRM approaches. For the sake of transparency,
we have divided our discussion into the following parts.

• Complexity: As we have seen in Fig. 2, both the
classical and RL-based algorithms require multiple
iterations to converge to the final solution. The key
point here is that one needs to run the classical model-
based algorithms every time the channel gains or the
environment changes, whereas with RL, the trained
models can be used after training is complete without
the need for retraining. This is indeed a major advantage
of ML, which enables an autonomous response to the
changes in the environment. The individual complexity
of each iteration is also important. Although classical
methods may require multiple iterations, the complexity
of each iteration can be quite low, so the overall
complexity can still be comparable to ML. Therefore,
the development of ML models with simpler designs is
of utmost importance.

• Optimality: Figs. 3 and 4 showed that model-based
approaches using d.c. programming, as expected, out-
perform RL-based algorithms. Overall in this work,
RL leads to suboptimal solutions regardless of whether
the state information is fully or only partially known.
Further, we noticed that Centralized RL can outperform
distributed architectures in the case study we had in this
paper. One of the goals of this paper was to also find out
whether integrating FL with RL can bring any benefits
in terms of better RRM policies. The results showed
that both decentralized and FL-based MARL algorithms
deliver similar performance. Although it is not proved
mathematically, the results highlight that no extra gains
are attainable through FL inclusion in RL algorithms.
Overall, we concluded that fully distributed MARL
algorithms can bring about string-stable platooning even
though they lead to suboptimal solutions in terms of
achievable capacity. Caution is needed in interpreting
the results here. The MARL design that is mostly
studied in the current literature assumes centralized
training and distributed execution [57], [58], which may
ultimately lead to similar strategies as the centralized
case. The distributed MARL we studied assumes no
information sharing between the vehicles to mimic the
exact situation in real scenarios.
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• Sensitivity: As we have shown in Figs. 5 and 6, RL is
less sensitive to the changes in the constraints, unlike
the model-based approaches. This impervious behavior
has cast a shadow over RL-based algorithms and yet
has rarely been mentioned by the current literature.

• Robustness: As we have shown in Fig. 7, all the
RL-based solutions, including Fed. MARL successfully
provide a string-stable platooning vehicle network,
although, as mentioned, the learned policies are sub-
optimal compared to the conventional model-based
approaches (refer to Fig. 3). The correlation between the
trustworthiness and robustness of an algorithm appears
to be closely related to the particular application for
which it is intended [59]. In the context of our study,
the prescribed latencies of the platooning control system
facilitated the adaptability of RL methods, enabling
effective problem solving capabilities.

• Signaling overhead: All the mentioned algorithms need
full or partial knowledge of the total CSI. Sum Rate,
Max-Min, and Cent. RL require all the V2V links
CSI. As the BS is mainly in charge of acquiring
this information, estimation of the uplink CSI is also
necessary. These schemes introduce challenges when
there is high mobility in the environment, especially in
V2X networks. Due to the fast movement of vehicles
which leads to high Doppler effects, the estimated
uplink CSI can have high error. To reduce this, frequent
uplink channel information is required. Upon accurate
estimation, the centralized algorithms can decode the
V2V links CSI, and run the specified algorithms to
allocate the required powers to fulfill (7) and (8). Then,
it is also necessary that the allocated power is sent back
to the vehicles via feedback channels. Overall, while
centralized algorithms can provide optimal solutions,
they result in higher latency and signaling overhead.
On the other hand, distributed algorithms like Dec.
MARL, require no interaction with the BS, and both the
training and evaluation are performed in a distributed
manner, though the solutions may be inaccurate. Not
to mention, unlike the uplink CSI estimation, the V2V
links CSI estimation is less error-prone as the vehicle
relative velocity in the platoon is quite small hence
introducing less Doppler. Fed. MARL is considered
a semi-distributed algorithm where the training has
to be done centrally, introducing the same issues
as other centralized algorithms. In conclusion, taking
the overhead issue into account, it seems developing
robust distributed algorithms is beneficial, especially
for V2X networks.

From the preceding analysis, it can be concluded that
while RL can lead to suboptimal solutions, it also offers
some advantages, especially in terms of complexity and
autonomous response to environmental changes. It is yet too
early to make definitive conclusions on the performance of

RL and further studies need to be conducted to fill the gap
mentioned in this article.

V. CONCLUSION
In this work, we formulated RRM problem for a platoon-
ing vehicle network under the string-stable CACC design
scheme. To shed light on the efficacy of ML-based RRM
algorithms, we solved the problem of interest using both
classical and MARL-based strategies. First, we developed
model-based classical approaches based on the d.c. represen-
tation of the objective function. Then, we modeled the RRM
problem as MDP and used both centralized and decentralized
MARL approaches to solve the problem. The simulation
results showed that RL-based resource allocation algorithms
are not able to provide similar performance and robustness as
the classical approaches. Moreover, the analysis showed that
the combination of FL and MARL is not sufficient to achieve
a better estimation of the optimal RRM strategies. However,
under realistic conditions where a constant estimation of
channel gains is required, classical solutions can lead to a
large overhead on the BS side. This is more challenging
in vehicular networks, where channel gains change rapidly
due to the dynamic movement of vehicles. In these cases,
depending on the application of interest, MARL, although
sub-optimal, can lead to satisfactory results, as was the case
in this work.
Further investigations to close the gap between RL-based

solutions and classical approaches should be the subject of
future studies. In parallel, the possibility of designing ML
models with low complexity to further reduce training and
inference time (as was the case in the study here and [60])
must also be the subject of future works.

APPENDIX
A. MATI CALCULATION
The methodology used here to derive the MATI, follows the
exact same steps stipulated in [5] and [46]. First, we equate
the string stability condition in (2) to 1 as we are interested
in obtaining the maximum communication delay. Then, after
substituting the defined transfer functions, and substituting
s = jω, one can express the magnitude of the string stability
transfer function as

|�i(s)|∞ =
√
(

Re
(

N�i(jω)
))2 + (

Im
(

N�i(jω)
))2

√
(

Re
(

D�i(jω)
))2 + (

Im
(

D�i(jω)
))2

= 1,

(40)

where N�i and D�i refer to the numerator and denominator
of the string stability transfer function �i(s). By reordering
the terms, one can get

(

Re
(

N�i(jω)
))2 + (

Im
(

N�i(jω)
))2
.

−(

Re
(

D�i(jω)
))2 − (

Im
(

D�i(jω)
))2 = 0. (41)

After some algebraic manipulations, (41) can be rearranged
as a polynomial of the transmission interval term T as

Tpi cp(ω)+ Tp−1
i cp−1(ω)+ · · · c0(ω) = 0, (42)
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where cp are themselves polynomial functions in ω. Finally,
the optimal value for MATI (denoted as t∗�i

hereinafter)
corresponds to the least positive real root obtained from
the resultant polynomial (42) with ω = ωn, where ωn is
the system natural frequency. To avoid a string unstable
system, the following relationship must hold between the
communication delay δTx,i and t∗�i

as

δTx,i ≤ t∗�i
.
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