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ABSTRACT Radio-frequency electromagnetic field (RF-EMF) forecasting plays an important role in the
evaluation of regulatory compliance, network planning and system optimization. The knowledge of RF-
EMF levels is essential to ensure compliance with standards and avoid public health concerns, especially
with the arrival of new frequencies and scenarios in fifth-generation (5G) and sixth generation (6G)
wireless networks. This work provides a comprehensive study on time series forecasting for RF-EMF
measured in frequency from 100 kHz - 3 GHz. The state-of-the-art deep learning model architectures
consist of deep neural network (DNN), convolutional neural network (CNN), long-short term memory
(LSTM), and transformer are applied for time series forecasting. The prediction performance is evaluated
under three different scenarios - namely single-step input single-step output (SISO), multi-step input single-
step output (MISO), and multi-step input multi-step output (MIMO). The findings from the simulation
demonstrate that SISO forecasting is inadequate in predicting long-term radio-frequency electromagnetic
fields (RF-EMF) data as it lacks accuracy while MISO and MIMO forecasting scenarios offer more
precise predictions. Specifically, in these two scenarios where the input width and label width are both
set to 20 steps, the LSTM and CNN models exhibit superior performance compared to other models.
Nonetheless, as the input width and label width in a MIMO scenario increase, the accuracy of both
CNN and LSTM models decline considerably, whereas the transformer model consistently maintains good
performance. Additionally, the transformer model continues to deliver accurate predictions as the label
width and shift length increase, which is not the case for DNN, CNN, and LSTM models.

INDEX TERMS CNN, deep learning, EMF, forecasting, LSTM, RF-EMF, time-series, transformer, 6G.

. INTRODUCTION

LTHOUGH the 5G communication technology is still

being commercialized across the world, researchers
have been paying attention to the 6G to satisfy the future
demands by 2030. The motivations for 6G include the
explosive growth in mobile traffic, and the emergence of
unprecedented applications together with new technologies.
In particular, the mobile broadband could reach 17.1 billion

subscribers by 2030 and the monthly data consumption by
each user may increase from around 5 GB in 2020 to 250 GB
in 2030. While 5G has been evolutionary in enabling the
Internet-of-Things and Industry 4.0, it may not be able to
fully support applications such as smart cities, smart utility
services, extended reality, connected autonomous systems,
telemedicine and so on. These applications require huge
bandwidth on the order of terabit per second along with
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image compression (i.e., for holographic-type communica-
tions), low latency and high reliability (i.e., for extended
reality), and a stringent low latency (i.e., below 1ms for
tactile Internet and multi-sense experience). Consequently,
6G has promised to provide more data rate, spectrum and
reliability compared to 5G. A remarkable decrease to less
than 1ms in delay in 6G (less than 1 ms) is mandatory
compared to that in 5G. 6G should increase data rate to
a target of 1 Tbps, much higher than 1-20 Gbps in 5G,
motivating to a further investigation of frequency higher than
6 GHz. The higher frequency with a spectrum ranging from
73 - 140 GHz and 1 - 10 THz, in small-cell densification
could be a key attraction in 6G [1].

Furthermore, artificial intelligence (AI) and data science,
including data analytics and data mining, are becoming
dominant technologies of 6G development that could have
impacts on physical, medium access control, networks
and application layers. Particularly, Al has become a key
technology required for 6G networks to tackle multiple
problems, such as optimization of the radio interface,
adaptive beamforming strategies and network management.
The crucial role of Al is inevitable, especially when it is hard
to solve problems by mathematical equations, or it requires
real-time analysis, i.e., for extreme applications such as video
monitoring [2].

A. EMF STANDARDS AND LIMITATIONS

Although 6G is expected to create an ecosystem that
supports a wide range of applications, there are growing
concerns about adverse health effects due to radio-frequency
electromagnetic fields (RF-EMF) exposure, urging consid-
eration of RF-EMF exposure based constraints in recent
research about 6G. The potential health effects could be a
possible heating effect on the exposed tissues, i.e., thermal
effect, and whole-body heat stress [3], [4]. Hence, a critical
investigation of RF-EMF exposure for multi-band networks
is necessary [5]. Due to the problems of RF-EMF exposure
in humans, guidelines specified by International Commission
on Non-Ionizing Radiation Protection (ICNIRP) (1998) and
Information and Communication Technologies Authority
(ICTA) (2018) are adopted worldwide. The exposure limits in
the research by [6] are more up-to-date and can be adapted by
regulators at the national level. The study in [7] provides the
exposure level limit for base station operation at 800 MHz,
900 MHz, 1800 MHz, 2100 MHz, and 2600 MHz are 29.1
V/m, 28.8 V/m, 40.72 V/m, and 49.23 V/m respectively,
which are recommended by ICTA [8].

Recently, many studies related to 6G wireless networks
have considered RF-EMF health concerns by taking into
account the constraints of RF-EMF exposure. In particular in
the study by [9], the RF-EMF exposure is minimized under
the condition of minimum rate requirement for each user
in an orthogonal frequency-division multiplexing system.
In the study of [10], RF-EMF exposure is minimized
subjected to the minimum quality of service (QoS) in
a reconfigurable intelligent surfaces (RIS)-aided network.

1400

Reference [11] considered the problem of maximization the
energy efficiency in a RIS-aided multi-input multiple-output
system, subject to maximum power constraints and additional
constraints on the maximum exposure of the end-users to
electromagnetic radiations. In addition, it is important to
investigate the current status of RF-EMF exposure levels
in different environments in existing wireless networks to
understand current exposure levels and how this information
can be used to plan new deployments to minimize exposure
and educate the public.

B. RELATED WORK ON RF-EMF

In recent years, RF-EMF related studies have been mainly
concentrated on empirical and modeling approaches to
ensure safe exposure conditions and to validate that
RF-EMF values comply with international and national
regulations. In a systematic review of RF-EMF in vari-
ous micro-environments in the European region by [12],
26 related studies were categorized based on four main
methods, namely spot measurement, fixed site measurement,
personal measurement with volunteers, and mobile micro-
environmental measurement with trained researchers. Most
recently, [13] presented an assessment of RF-EMF exposure
from the downlink traffic of a commercial 5G mm-Wave base
station. The paper concluded that RF-EMF exposure from
mm-Wave base station is mostly negligible in a line-of-sight
location in the case of no traffic and increases according to
the amount of throughput. In contrast to the common belief
that densification of 5G networks may increase RF-EMF
exposure, [14] provided evidence that the higher number
of base stations contributes to reducing RF-EMF exposure
from mm-Wave frequencies, beam-forming, and connection
of millions of devices.

C. RELATED WORK ON APPLYING ML FOR RF-EMF

Few studies till now have started exploring machine learning
(ML) for RF-EMF dataset in wireless networks to solve prob-
lems such as clustering, classification and prediction. In [15],
an unsupervised ML hierarchical clustering algorithm is
applied to determine the patterns of RF-EMF radiation in
205 Greek schools in the region of Thessaly. The analysis
is due to the need to identify areas that contain increased
RF-EMF values. The RF-EMF strength is determined by the
measurements of electric field intensity (in V/m) with the
detection range from 27 MHz - 3 GHz and by the frequency
selective measurements over interval of 6 minutes at three
heights of 110 cm, 150 cm and 170 cm. The RF-EMF
dataset contains 6 variables, including area, exists, electric
field strength, dense, ratio and limit area. The results show
that no specific clustering pattern is found in the observed
frequency range. Reference [16], proposed two aritifical
neutral network (ANN) models to predict electric field values
of random locations which are specific regions for RF-EMF
exposure. The RF-EMF values (generated by averaging over
6-minute durations) are measured in the frequency range
27 MHz - 3 GHz at specific locations in the campus of Bursa
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Uludag University, Turkey. To predict the average electric
field values, two ANN models with different input layers
are applied, in which the input of ANN consists of latitude,
longitude, and different frequency ranges. Both ANN models
obtain good prediction results, with correlation coefficients
at 99% for the first ANN and at 92% for the second ANN.
Moreover, both the measured and estimated results are in
the limit values defined by ICTA.

Regarding time series EMF data, long-short term memory
(LSTM) is applied to predict electric field strength levels
of high-voltage lines that were measured monthly in Turkey
between 2014 and 2018 in the range of 1 Hz - 400 kHz using
the Wave control SMP2 device [17]. Based on the 60 monthly
time-series data of RF-EMF in the paper, the proposed
LSTM is expected to predict the next 12-month electric
field values. The RF-EMF dataset containing 60 records that
is divided into 42 records for training and 12 records for
testing. The LSTM model is compared with other models
like autoregressive integrated moving average (ARIMA),
extreme learning machine, and multi-layer perceptron etc. It
is observed that LSTM model outperforms other models in
terms of root mean square error (RMSE). Although being
the first study on RF-EMF time-series, the time-series model
for in [17] relied on a very limited amount of data for
both training and testing, which could lead to an over-
fitting model. Furthermore, the dataset was measured in a
specific location at the coordinate (38°N,41°E), thus the
time-series problem simply becomes using one input variable
and predicting one output variable. In addition, there was no
consideration of time series parameters such as the length
of input steps (input width), the length of output steps
(label width), and the shift of the time-series in [17]. The
frequency range of the dataset in [17] is from 1 kHz -
400 kHz, which is very low and hard to cover the current
most popular wireless network services such as LTE1800,
LTE2600, WLAN, and others.

D. RESEARCH GAPS, MOTIVATIONS AND
CONTRIBUTIONS

This section presents the motivations and the contributions
of this paper. The motivations of this work are based on
the importance of RF-EMF forecasting especially long-term
RF-EMF, the significance of RF-EMF predictions based on
ad machine learning techniques, and the gaps in previous
studies. Also, the differences in comparison with earlier
works are highlighted.

It is inevitable that the measurement and analysis of
RF-EMF are always further required when it comes to new
frequencies, scenarios and applications. However, it is time-
consuming and expensive to measure RF-EMF, especially
long-term RF-EMF with measurements conducted over days,
weeks or even months. In addition, the explosion of new
technologies, new frequencies and use cases in 5G/6G
networks increases the demands of RF-EMF measurements
and modeling remarkably to avoid health hazards, resulting
in more time-consuming and costly. To overcome these

VOLUME 5, 2024

challenges, better approaches are required for RF-EMF
measurements and modeling. In addition, ML techniques
should be exploited for RF-EMF modeling, particularly for
a better classification and predictions of RF-EMF exposure
in similar use cases.

More importantly, RF-EMF forecasting is crucial for
assessing regulatory compliance, planning networks, and
optimizing systems. The estimation of RF-EMF values helps
to monitor the transmit power at base station (BS) to
guarantee that radio emissions from these sources remain
below the regulatory threshold [18]. In addition, RF-EMF
estimation is crucial to optimize the installation of BS
locations and other network infrastructure [19]. Recently, the
RF-EMF level has been considered as a constraint for the
multi-objective optimization problems in wireless networks,
such as multiple-input multiple-output (MIMO) system [20],
and RIS-aided system [21].

Due to the limited availability of studies on time-series
forecasting for RF-EMF data from wireless networks, this
paper proposes a comprehensive time-series forecasting for
instantaneous long-term RF-EMF data that were measured in
a city center in the Altinordu District of Ordu City, Turkey.
Although the dataset in this study was conducted in sub-
3 GHz, it can still be used for higher bands under new 6G
eco-system. This study is different from [17] in that the long-
term RF-EMF data were conducted in multiple locations,
resulting in a prediction based on multiple variable time-
series at the input. Furthermore, the proposed deep learning
(DL) model in this paper utilizes instantaneous long-term
RF-EMF data to avoid data sparsity, which could lead to
over-fitting problems in the training process.

Given the limited research in RF-EMF time-series fore-
casting and the advancements in machine learning for
time-series problems, this study comprehensively explores
the application of advanced machine learning techniques
for RF-EMF forecasting. Our selection of DL models for
instantaneous RF-EMF data is based on recent review studies
on DL architectures for time-series forecasting by [22],
which compared seven types of DL models and their
variants, including multi-layer perceptron, recurrent neutral
networks (RNN), echo state networks (ESN), CNN, temporal
convolutional networks (TCN), gate recurrent units (GRU)
and LSTM. The study trained 3800 models and showed
that LSTM and CNN are the best alternatives, with LSTM
providing more accurate forecasts.

Motivated by the results of [22], this research employed
conventional time-series forecasting models such as CNN
and LSTM for the time series forecasting of instantaneous
RF-EMF data. In addition, the transformer model which is
a novel architecture that leverages the attention mechanism
to process the time series sequence [23], has been studied
in this paper. Transformer is particularly useful in learning
recurrent patterns with long-term dependencies since it can
access any part of history regardless of distance [24]. In [24],
it was demonstrated that the transformer model provides
superior or comparable performance as well as computing
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efficiencies compared to RNN and its variants including
LSTM and GRU. For these reasons, the transformer model
is adopted for RF-EMF time-series forecasting in this
paper. Baseline models including linear and DNN have also
been considered to compare their performance accuracy.
To the best of our knowledge, there is limited research
on evaluating DL models’ performance for instantaneous
RF-EMF data according to time-series forecasting factors,
i.e., the single/multi-step ahead, length of input/output steps,
and the variation of shift in the time series with multiple
input features.

The contribution of this paper includes

o This paper provides a comprehensive time-series fore-
casting of instantaneous RF-EMF based on long-term
RF-EMF measurements in 17 locations in a city center,
Ordu, Turkey. This study examines the forecasting
of RF-EMF time-series at L1 (location 1) based on
multiple time-series inputs from 17 locations.

« Different learning models are used in three different
forecasting scenarios, namely SISO, MISO, and MIMO.
Linear and DNN models are used in SISO scenario,
while DNN, CNN, LSTM and transformer models are
evaluated for remaining two scenarios. The models’
performance in each scenario is assessed by using
various metrics such as root mean square error (RMSE),
mean absolute error (MAE), mean absolute percent-
age error (MAPE), and coefficient of determination
R-squared score (R2 score). The performance of differ-
ent DL models is evaluated according to the variation
of time series parameters, i.e., input width, label width
and shifts.

o This study aims to determine the optimized DL model
for a RF-EMF forecasting in each scenario to meet
the acceptable prediction performance accuracy, with
R2 score higher than 0.8 in the case of multi-step
output.

The rest of the paper is organized as follows. Section II
introduces background on the measured long-term instanta-
neous RF-EMF and presents data analysis for the dataset.
Section III explains window-based time-series forecasting
approach, and defines fundamental parameters in a time
series window. This Section also presents three time-series
forecasting scenarios, including SISO, MISO and MIMO.
Section IV provides a detailed presentation of proposed
DL models and their corresponding architectures for each
scenario. Data pre-processing, model training, and testing
process are presented in Section V. The simulation results are
discussed in Section VI, and finally Section VII concludes
the paper.

Il. DATASET

A. DATA MEASUREMENTS

The measurement used in this paper is considered from
long-term wideband instantaneous RF-EMF measurements
that were conducted in the Altinordu District of Ordu City,
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FIGURE 1. Locations of RF-EMF measurements.
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FIGURE 2. RF-EMF long-term data.

Turkey from 100 kHz - 3 GHz, more details on experimental
setup can be found in [7]. The purpose of long-term RF-EMF
measurement is to capture the daily exposure variations
and identify the main sources of RF-EMF. To ensure that
rare high peaks were not missed, the measurements were
conducted at 15-second intervals over a 24-hour period,
thereby enabling the characterization of the time-based
RF-EMF features. The measurements were taken at 17
locations in the city center, covering a frequency range
of 100 kHz - 3 GHz, starting at 06:00 a.m. and ending at
06:00 a.m. the following day as shown in Fig. 1. Fig. 2
illustrates the long-term RF-EMF data obtained from all
locations, which shows that the RF-EMF levels vary during
the day with the same pattern/trend, in which the highest
values were observed around 12:00 p.m and the lowest
during the morning and night hours. This long-term RF-EMF
trend motivated the idea of time-series forecasting for this
dataset.

The statistics of the dataset are presented in Table 1.
The instantaneous long-term RF-EMF values in this paper
comprise 5760 data points for each of the 17 locations
measured resulting in the dimension of the dataset as
(5760, 17). In Table 1, statistical features for each loca-
tion, including number of samples/data points (count),
mean, standard deviation (std), min value, 25%, 50%,
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TABLE 1. statistics of 24-hour instantaneous RF-EMF values in 17 selected measurement locations.

L1 L2 L3 14 LS Le L7 L8 19 L10 Li1 L12 L13 L14 L15S Li6 L17

Count 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760 5760

Mean 297 202 229 201 192 3.06 227 245 263 342 2.66 236 448 495 5.13 2.03 2.60

Std 044 024 044 0.27 022 096 035 135 0.50 038 033 0.19 090 0.77 134 0.65 0.40

Min 1.85 1.7 125 152 147 161 176 010 1.59 258 2.17 1.89 32 363 253 12 1.83

25% 269 1.80 2.03 1.80 1.73 2.16 2.03 1.25 227 3.13 241 227 3.65 424 399 143 233

50% 3.09 2.02 241 2.05 1.88 3.02 226 241 273 35 2.6 244 449 499 521 192 2.69

75% 329 215 2.64 222 212 397 245 3.69 3.01 3.72 294 251 5.16 5.61 6.08 251 2.82

Max 4.01 275 3.19 294 2.66 5.16 4.1 6.08 3.84 455 383 2.8 721 692 9.54 391 444

TABLE 2. ADF statistics of original series based on 17 locations.
lll. TIME SERIES FORECASTING

ADF | P Crlig:‘fal Crsigocal Cfiotj;oal A. DEFINITION OF WINDOW SIZE IN A TIME SERIES
L1 -2.628 | 0.087 -3.431 -2.862 -2.567 FORECASTING
L2 —3:675 0:004 3 431 —2:862 —2:567 In this paper, the RF-EMF time series data is divided
L3 2552 | 0103 3431 2.862 2567 into windows before feeding to DL models. By doing this,
L4 2685 | 0.076 3431 2.862 2567 the RF-EMF time series prediction becomes time-series
L5 -2.646 | 0.083 -3.431 -2.862 -2.567 forecasting based on windows rather than based on the whole
L6 -3.744 | 0.003 -3.431 -2.862 -2.567 dataset. The window is defined by three main parameters
L7 | -2709 | 0.072 | -3.431 -2.862 -2.567 including input width, label width and shift as in Fig. 3.
L8 -4.768 | 0.000 -3.432 -2.862 -2.567 Input width refers to the length of input steps (or input
L9 -3.081 | 0.028 -3.432 -2.862 -2.567 series), label width is the length of output steps (or output
L10 -2.819 | 0.056 -3.432 -2.862 -2.567 . g s . . .
L1l | -4284 | 0.001 3432 2862 2567 series), and shift is the time offset between input series and
L12 11913 | 0326 3432 2.862 2,567 output series. There are four cases of window size as in
L13 | 2494 | 0.117 3432 2.862 2.567 Fig. 3. The length of the window size, the input width, and
L14 | -2.330 | 0.163 -3.432 -2.862 -2.567 label width are denoted by W, w;, and w,, respectively.
L15 -3.381 | 0.012 -3.432 -2.862 -2.567 In Fig. 3(a) and in Fig. 3(b), the label width is illustrated
L16 | -4.073 | 0.001 | -3.432 -2.862 -2.567 by w, = 1 which corresponds to a window of single-step
L17 -3.689 | 0.004 -3.432 -2.862 -2.567 label. In contrast, Fig. 3(c) and Fig. 3(d) illustrates w, > 1

75%, and the max value are presented in detail. The
maximum of long-term RF-EMF value recorded is 9.54
V/m at location L15, while the minimum of long-term
RF-EMF value is 0.1 at location L8. Moreover, location
L15 recorded the highest average value of 5.314 V/m,
while location L8 had the highest standard deviation of
1.358 V/m.

B. STATIONARY TESTING

Deep learning models typically struggle to provide accurate
prediction on non-stationary data, and perform better on sta-
tionary data [17]. To investigate the statistical characteristics
of the RF-EMF dataset, an augmented DickeyUFuller test
(ADF) is conducted. Table 2 shows that the dataset contains
stationary and non-stationary features. A feature is consid-
ered stationary if its p—values is less than 0.05. Based on this
criterion, stationary features are located at L2, L6, L8, L9,
L11, L15, L16, and L17. However, the RF-EMF times series
are non-stationary, meaning that they need to convert to the
stationary dataset before applying machine learning models.
The reason behind this transformation is that the non-linear
and non-stationary nature of the instantaneous long-term
RF-EMF series in this paper makes an accurate forecast
difficult [17].
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corresponding to a window of multi-step labels. The symbol
s represents the length of shift and defines the future horizon
of the time series, regardless of whether the window is a
single-step label or multi-step label. The length of the shift
(s) together with the input width (w;) determines the length
of the window size that is calculated by W = w; + s.

B. INPUT AND OUTPUT STEPS OF TIME-SERIES
FORECASTING

This section presents various use cases/scenarios for time-
series forecasting with regard to the number of input and
output steps.

1) SINGLE-STEP INPUT, SINGLE-STEP OUTPUT (SISO)
PREDICTION

The most simple prediction is that we predict the value
of the next time step based on the value of just the
previous time step as described in Fig. 4. In particular, the
RF-EMF value of time step t can be predicted based on
time step (r — 1). Fig. 4 provides the visualization of w
independent prediction of (input, prediction) by applying a
model. Each pair (input, prediction) at time step ((f — 1), f)
is considered as an individual SISO prediction. It is noted
that a single prediction can be used for MISO by iteration
of SISO forecasting. However, this iteration may cause an
accumulation of prediction errors, resulting in a large error
in sum.
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(a) Window 1 for single-step shift and single-step of label width

Input width (w;) Shift (s)
| A

Label width (w,)

¥
Window size (W)

(¢c) Window 3 for single-step shift and multi-step label width
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(b) Window 2 for multi-step shift and single-step label width
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(d) Window 4 for multi-step shift and multi-step label width

FIGURE 3. Combination of different windows based on parameters of time series forecasting.
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i 1 I}
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FIGURE 4. Prediction of single-input step and single-output step (SISO).
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[ ] [ | moder
!
|t=2 |t=3 | |t=wfll t=w; |Prediction
|t=2 |t=3 I |t=w—1 | t=w; |Labe|

FIGURE 5. Prediction of multi-step input with a small sliding window (example of
size of 2 for illustration only).

2) MULTI-STEP INPUT (MISO & MIMO) PREDICTION

SISO prediction lacks the context of the current values
of its inputs because of no information of how the input
time series varies over time. Therefore, a multi-step input
is necessary for time-series prediction problem such as
in Fig. 5 and Fig. 6. In particular, Fig. 5 is an example
of a DL model (e.g., CNN model) using a small sliding
window that contains input width w; = 2, output width
w, = 1 and shift s = 1. The sliding window slides over
the whole window size to produce the prediction. Another
example of multi-step input prediction (e.g., LSTM model
with no return sequence) is described in Fig. 6 in which
the prediction of output steps is only based on the last
step of the input series. The multi-step input scenario is
divided into two scenarios including MISO when label width
w, = 1 and MIMO when the length of label width is defined
as w, > 1.
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l t=0 | t=1 | t=2 I | t=w-2 I t=w;—1 | Input
Model

|t:w,,, t=wy+1 |t:w,,s+2| lt=w0:+k—1| t=wW-1 | Prediction

|t=w,,s t:w,,:+1|t=w,,,+2| ...It:w,,,+k—1l t=W-1 |Labe|

FIGURE 6. Prediction of multi-input prediction without sliding window.

IV. DEEP LEARNING MODELS FOR EMF TIME-SERIES
FORECASTING

This paper utilizes linear and DNN models for the case of
SISO scenario, and DNN, CNN, LSTM, and transformer
models for MISO and MIMO scenario. For the SISO
case, a linear model is used as a baseline for performance
comparison with the other models. On the other hand, DNN
model is considered as the baseline in the cases of MISO
and MIMO. The goal of this paper is to apply state-of-
the-art DL models for RF-EMF time-series forecasting to
get high prediction performance, so this section provides a
general background of state-of-the-art DL models instead of
discussing their architecture and parameters in-depth.

A. PROPOSED DL MODELS
This section presents the DL models used in this paper. The
input and output data have three dimensions, with shapes
of (None,w;, 17) and (None, w,, 1), respectively. Number
17 corresponds to the number of input features (i.e., 17
locations), and number 1 corresponds to the number of output
feature (i.e., location L1).

The architecture of DNN models in this paper consists of
a Lambda layer, one or two hidden layers, and a Reshape
layer. The lambda layer has its own function which is used to
modify the input data. Specifically, a Lambda layer extracts
the information from input data, which is then Reshape
before being fed to the hidden layer. The Reshape layer is
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TABLE 3. Model archi Ires & par s for SISO case. TABLE 4. Model architectures and parameters for MISO case.
Case No | Model Layer Output Case | No| Model Layer Output sequence
. Sequence Lambda (None, 1, 17)
SISO 1 Linear Dense (None, 1, 1) 3 | DNN_I Dense (None, 1, 1)
Dense (None, 1, 1) Reshape (None, 1, 1)
2 Dense Dense (None, 1, 1) -
Dense (None, 1, 1) ConvlD (None, 1, fzh'fer_l)
4 | ONN_I Dense (None, 1, units_1)
Dense (None, 1, 1)
used to reshape an output to a desired shape at output. The Reshape (None, 1, 1)
DNN model employed in MISO case is DNN_1, which uses LSTM (None, w;, cell_1)
one hidden dense layer, and while DNN_2 is used in MIMO > | LSTM_1| LSTM (None, 1)
scenario and contains two hidden dense layers. MISO Reshape (None, 1, 1)
This study utilizes Conv1D for the CNN model due to the Inqu Layer (None, wi, 17)
three-dimensional nature of input data. The Lambda layer zlrllltllt(l)r}: cadat- | (None, ws, 17)
is adopted in the case of MISO with the same function as TFOLambda | (None, ws, 17)
in DNN models. Moc.lel CNN_1 for MISO is composed of 6 Transfor | ConviD (None, w;, 2)
two dense layers, while for MIMO model CNN_1 includes mer ConviD (None, w;, 2)
one dense layer. Like DNN models, all CNN models require TFOLambda | (None, w;, 17)
Reshape layer to specify the desired output shape. Average (None, w;)
Regarding LSTM, this paper proposed two LSTM archi- polling 1D
tectures named LSTM_1 and LSTM_2, in which LSTM_1 Dense (None, 1)
contains two LSTM layers and LSTM_2 consists of one Reshape (None, 1, 1)

LSTM layer. Both LSTM models adopt Reshape layer to
reshape the output. However, LSTM_1 returns the entire
sequence as the output sequence (return_sequence=True),
while LSTM_2 only returns the last output in the output
sequence (return_sequence=False). As a result, LSTM_2
requires a Dense layer to reshape the output that includes a
label width dimension.

The architecture of the transformer model used for
RF-EMF time-series data in this paper is inspired by
that presented in [23], which is originally for time-series
rather than natural language processing and implemented
in the Keras library. Transformer architecture consists of
encoders and decoders while applying multi-head attention
mechanism. To implement the projection layers, a convlD
layer is applied, followed by the average pooling 1D
method. Multiple encoders are included in the transformer
architecture, and they are connected using TFOLambda,
namely a TensorFlow operator addition layer. For a more
detailed explanation of transformer architecture and its
layers, refer to [23].

B. SISO PREDICTION

For SISO case, we select two simple models: linear and
Dense. The parameters for these models are described in
Table 3. It should be noted that to differentiate the DNN
model in SISO from the two remaining scenarios, we referred
to the DNN model in this case, SISO, as Dense model. The
main difference between dense layer in Linear model and
that in Dense model is that the former does not include
the activation function, while the latter does. To ensure the
activation match to the range of output series of train, valid
and test datasets, Tanh is used as the activation function for
Dense model in this case, as well as the remaining models
in this paper.
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C. MISO PREDICTION

For MISO prediction, the label width is set to w, = 1.
Four models are used to make comparison, as listed in
Table 4. The first model is DNN_1, which is a multi-step
dense model. In contrast to the dense in Section IV-B that
only captures a single input step, the DNN_1 works with
multi-step input. The second model, CNN_1 model uses
ConvlD layer, where the size of the convolution width is
set equal to the length of the input width. Therefore, we
have kernel_size = (conv_width, ), where conv_width = w;.
The number of filters in ConvlD is filter_1 = 32, and the
number of dense units of the first Dense layer in CNN_1
is units_1 = 32. In the third model, LSTM_1 model is
designed with return_sequences = True, which means that
the total sequence is returned in the output. The parameters
of the first LSTM layer in LSTM_1 depend on input width
wi, and the number of LSTM cell that is denoted by
cell_1 = 18. Although the architecture of the transformer
model in [23] is for time-series data, several hyperparameters
require an adjustment to work with the RF-EMF dataset.
The parameters of the transformer model in this paper are
the size of multi-head attention head_size = 2, the output
dimension of all sub-layers as well as embedding layers
ff_dim = 2, and the number of encoder blocks adopted
by num_transformer_blocks = 2. Again, all models in this
section use Tanh activation function.

D. MIMO PREDICTION

For MIMO prediction, five models are considered including
DNN_2, CNN_2, LSTM_1, LSTM_2, and Transformer
which are compared in Table 5. The difference of MISO
models and MIMO models is that the latter are designed
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TABLE 5. Model architectures and parameters for MIMO case.

Case No| Model Layer Output sequence
Lambda (None, 1, 17)
7 | DNN_2 | Dense (None, 1, units_2)
Dense (None, 1, w,)
Reshape (None, w,, 1)
Lambda (None, w;, 17)
$ | ONN 2 ConvlD (None, 1, filter_2)
Dense (None, 1, w,)
Reshape (None, w,, 1)
LSTM (None, w; , cell_2)
MIMO| 9 | LSTM_1| LSTM (None, w,)
Reshape (None, w,, 1)
LSTM (None, cell_2)
10| LSTM_2 | Dense (None, w,)
Reshape (None, w,, 1)
Input Layer (None, w;, 17)
Mul}i head at- | (None, w;, 17)
tention
TFOLambda (None, w;, 17)
11| Transfor | ConviD (None, w;, 2)
met Conv1D (None, w;, 2)
TFOLambda (None, w;, 17)
Average (None, w;)
polling 1D
Dense (None, w,)
Reshape (None, w,, 1)

for multi-step output, as reflected in the shape in the last
layer. DNN_1 and DNN_2 exhibit similar structures, just
as CNN_1 and CNN_2 also possess comparable architec-
ture. But these DNN_2 and CNN_2 differ slightly from
DNN_1 and CNN_1, respectively. In particular, number
of units in DNN_2 (unit_2) is nominated as 32, and the
number of filters in ConvlD layer of CNN_2 is set up
as filter_2 = 32. In MIMO case, LSTM_1 has the same
number of cells in a LSTM layer as LSTM_2, indicated
by cell 2 = 32. Regarding the transformer, the model
architecture and hyperparameters are similar to those in the
case of MISO, except for the multi-step output w, in the last
layer.

V. PROPOSED DL MODEL TRAINING AND TESTING

A. DATA PRE-PROCESSING

In order to improve the accuracy of time-series forecasting,
we apply the differencing technique for the original dataset to
make sure the dataset is stationary (which means all features
are stationary). The successive differencing is kept applying
until the time series becomes stationary series. The auto-
correlation function (ACF) is used to check the necessary
order of differencing for achieving stationary data. ACF
graph decays rapidly around zero value when increasing the
order of differencing in the stationary dataset; in contrast,
ACF graph firstly decreases and then varies periodically
in the non-stationary dataset. This means that if the series
still exhibits positive ACF at high lags, it may require
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FIGURE 7. ACF of the original data and the first-order difference data at location L1.

further differencing [25], [26]. The ACF figures at all other
locations (L2, L3, ..., L17) produce similar results as that
of the first-order differencing at L1. For convenience, only
the ACF graphs of location L1 as shown in Fig. 7. These
figures illustrate the ACF of the dataset at location L1
before and after implementing first-order differencing. It is
observed that the first-order of differencing is sufficient to
eliminate the non-stationary characteristics of the RF-EMF
series as the ACF values from lag 2 start fluctuating around
zero. After obtaining the first-order difference data, we
split it into training, validation and testing purpose with
the ratio 0.7: 0.2: 0.1. We then apply normalization to the
first-order difference on each dataset (train/test/validation)
separately, ensuring the range of values falls between
[min, max] = [0, 1]. Fig. 8 presents the statistics of
training data at 17 locations after applying difference and
normalization.
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FIGURE 9. Data processing, training and testing process for each DL model.

B. MODEL TRAINING AND TESTING

All processed data is fed to the proposed DL models of
each scenario at the same time. In each scenario, all models
are trained and their hyperparameters are tuned. The number
of epochs is 100, the batch size is kept to 8, and the
patience for early stopping is set to 20. The early stopping
technique is utilized to monitor the performance of the
model on validation dataset. The model training will stop
when there is no further improvement in performance on the
validation dataset, which maintains the generalization of the
DL models on validation (unseen) dataset. The performance
of all models is evaluated on both validation and test datasets
as seen in Fig. 9.

C. PERFORMANCE METRICS

The performance accuracy of DL models in this paper
is evaluated using common performance metrics such as
RMSE, mean square error (MSE), MAE, MAPE and R2
score on the normalized test dataset. In particular, RMSE
is the square root of an average squared of the difference
between the original values and the predicted values, while
MSE calculates the average of the squared difference
between the label/target and predicted values in the data
set. The MSE measures the variance of the residuals, while
RMSE estimates the standard deviation of the residuals.
RMSE and MSE is expressed as

6]

2
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where y; is the iy, target value and y; is the iy, predicted value.
The MAE determines the average of residuals by taking the
average of the absolute difference between the actual and
target values in the dataset and is expressed as

N
1 A
MAE:N E \yi—y,'|. 3)
i=1

Different from the three above metrics, which calculated the
error directly, MAPE is one of the most used metrics that
calculate the forecast error by percentage and define as

N

100%
N

i=1

Vi — i
Vi '

MAPE = “4)

Lower values of the RMSE, MSE, and MAPE indicate lower
the prediction errors are, and hence a better prediction.
Additionally, R2 score is a critical metric in prediction or
forecasting which measures the extent to which the predicted
values follow the trend of the target values. A higher value
of R2 score denotes a better prediction. The R2 score is
expressed as

R=1-5E 5)
SST
where
1< )
SSE = N; (i — )", (6)
1Y )
SST = NZ (}’i - ,uy) s @)

i=1

in which p, is the standard deviation of y. The evaluation
of the performance metrics is carried out on the normalized
test dataset which is divided into windows. As a result,
the performance metrics are obtained by taking the average
of all windows. This paper presents the first two windows
of predicted RF-EMF data w.r.t their target/label, for the
purpose of convenient visualization.

VI. SIMULATION RESULTS

A. SISO PREDICTION

This section focuses on the simplest form of prediction,
where a single input step is used to predict one output step.
Each (input, output) pair is considered independent, and there
is no relationship between the prediction points at different
time steps. For the SISO case, w; =1, w, =1, and s = 1
are set, and 20 (input, output) pairs were analyzed together.
The linear and dense models were chosen as the two simple
models for this prediction case, as shown in Table 3. The
results in Table 6 reveals that the performance accuracy of
both models is comparable. The results presented in Fig. 10
indicate that the linear and dense models fail to deliver
accurate predictions on the test data in its original scale.
Both linear and dense models produce predictions that do not
align well with the labeled data. The drawback of utilizing
prediction models in SISO case is that the present time step
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TABLE 6. Performance accuracy of SISO prediction.

Metrics Linear Dense
RMSE 0.0783 0.0782
MSE 0.0061 0.0061
MAE 0.0587 0.0586
MAPE 0.1304 0.1303
1.0 T T & nputs <l Linear

—&— Labels

DNN

Prediction L1

10 15

—1.0%

o 5 20
Time step
(a) Window 1
1.0 T ) <> ]nvulf\ E Linear
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—
-
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£
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1.0 L 70 i5 20
Time step

(b) Window 2

FIGURE 10. Prediction of SISO for each 20 continuous (input, label) pairs on
original-scaled test data.

lacks any connection with the previous one, prompting the
need to explore the prediction of multiple input steps.

B. MISO PREDICTION

Unlike SISO where the output of a single step depends
solely on the input at a single time step, the MISO scenario
predicts a single output step based on multiple steps from
the input time series. In other words, in MISO, the model
has the ability to retain and extract more information from
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TABLE 7. Performance accuracy of MISO prediction with w; = w, = 20 and shift

s=1
DNN_1 | CNN_1 | LSTM_1| Transformer
RMSE 0.0779 0.0750 0.0735 0.0764
MSE 0.0061 0.0056 0.0054 0.0058
MAE 0.0584 0.0570 0.0557 0.0582
MAPE 0.1301 0.1283 0.1218 0.1259
TABLE 8. Performance accuracy of MIMO prediction with w; = w, = 20.
DNN_2| CNN_2| LSTM_1| LSTM_2| Transformer|
RMSE | 0.0821 | 0.0189 | 0.0196 0.0201 0.0200
MSE | 0.0067 | 0.0004 | 0.0004 0.0004 0.0004
MAE | 0.0602 | 0.0103 | 0.0106 0.0114 0.0096
MAPE| 0.1351 | 0.0223 | 0.0239 0.0248 0.0215
R2 0.0585 | 0.9435 | 0.9460 0.9431 0.9436

multi-step input series to make predictions, which is not
the case in SISO. Table 7 indicates that the performance
measures of the four DL models in the MISO scenario are
better than those of the linear and dense models in the
SISO case. LSTM_1 performed better than DNN_1, CNN_1,
and Transformer, possibly because the LSTM architecture
is specifically designed for long-term memory time-series
prediction problems. Fig. 11 illustrates the prediction of the
first two windows, which reveals that all four models produce
predictions that closely align with the label in the case of a
single-step output prediction. In this case, it is evident that
LSTM_1 model is the optimal model. However, according
to the prediction graph in Fig. 11, DNN_1, CNN_I and
Transformer also provide relatively accurate prediction, only
slightly lower than LSTM_1. This is possible as input width
is only at w; = 20 and there is single-step output for
prediction with a shift length of 1 (s = 1) These time-series
parameters may not be long enough to create significant
differences in terms of the prediction ability among DL
models. To further access the performance of these DL
models, we will investigate how they perform when the
number of prediction steps or the length of the label width,
the input width and the length of the shift are increased.

C. MIMO PREDICTION
1) COMPARISON BETWEEN FIVE DL MODELS

To begin with, we examine the performance accuracy when
the input width is equal to the label width, that is w; =
w, = 20, and shift s = 1. Table 8 illustrates the performance
accuracy of MIMO case. When label width is w, = 20,
DNN_2 model provides very high RMSE and low R2
score compared to the four remaining models. In contrast,
CNN_2 provides the best performance accuracy among four
models. LSTM_1, LSTM_2 and transformer show similar
performance, whereas DNN is not specifically designed for
long-term memory, resulting in poor performance when the
number of input width increases. The prediction results of
DNN_2 differ significantly from the labels, as shown in
Fig. 12, while the remaining models provide predictions
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FIGURE 11. Prediction of MISO with window size W = 20 on original-scaled test set.

that are relatively closed to the labels and follow the trend
well. Table 8 presents various performance metrics for all
the observed DL models. Table 8 shows that four models,
including CNN_2, LSTM_1, LSTM_2 and Transformer, have
achieved the same MSE. In terms of RMSE, CNN_2 obtains
a slightly lower error compared to LSTM_1, LSTM_2, and
Transformer. As for MAE and MAPE, the transformer has
a slightly lower error compared to CNN_2, LSTM_1, and
LSTM_2. When it comes to R2 score, LSTM_1 provides
a slightly higher accuracy compared to CNN_2, LSTM_1,
and LSTM_2.

Even though there is a minor variation of performance
metrics among CNN_2, LSTM_1, LSTM_2, and transformer
in this case; these differences can be disregarded as the four
models perform relatively similarly. The slight differences
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FIGURE 12. Prediction of MIMO in the case of w; = w, =20 and s =1 on
original-scaled test dataset.

in performance between these four models arise from the
variation of the loss during training. In addition, none of
the four models demonstrates significant superiority over
others, possibly due to input width, which is w; = 20,
not long enough to make the distinguish between models’
memory and forecasting capabilities. Therefore, the authors
are motivated to investigate the performance of these models
with different input widths in the following subsection.

2) PERFORMANCE OF FOUR COMPARATIVE MODELS
W.R.T INPUT WIDTH

Given that short input width as well as label width (i.e.,
w; = w, = 20) and shift s = 1, CNN_2 achieves the best
performance accuracy. In this section, we investigate the
performance accuracy of four models, which are CNN_2,
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TABLE 9. Performance accuracy of transformer w.r.t label width given that w; = 80 and s = 1.

80 70 60 40 30 20 10
RMSE | 0.0113 | 0.0198 | 0.0262 | 0.0240 | 0.0213 | 0.0160 | 0.0193 | 0.0271
MSE | 0.0001 | 0.0004 | 0.0007 | 0.0006 | 0.0005 | 0.0003 | 0.0004 | 0.0007
MAE | 0.0056 | 0.0159 | 0.0223 | 0.0192 | 0.0164 | 0.0068 | 0.0093 | 0.0159
MAPE | 0.0122 | 0.0354 | 0.0493 | 0.0402 | 0.0363 | 0.0156 | 0.0209 | 0.0348
R2 0.9813 | 0.9437 | 0.9014 | 09163 | 0.9327 | 0.9615 | 0.9436 | 0.8886
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FIGURE 13. Performance accuracy w.r.t input width given that w; = w, and s = 1.

LSTM_1, LSTM_2, and transformer, as the input width
w; increases while maintaining w; = w, and s = 1.
DNN_2 is excluded from the comparison because of its poor
performance in Section VI-Cl. As seen in Fig. 13, there
is a little difference in prediction performance among the
four models when w; = 20. These findings align with those
from Section VI-C1. However, as the length of input width
w; increases, the prediction performance gap between four
models becomes apparent. Specifically, in Fig. 13 at w; =
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80, the transformer model shows good prediction accuracy
with low RMSE and high R2 score which is in contrast
to a significant decrease in prediction performance in the
other three models. The R2 score values of the observed DL
models (CNN_2, LSTM_1, and LSTM_2) are at least 0.8
for input widths of 50, 40, and 30, respectively. On the other
hand, the transformer model achieved R2 score values higher
than 0.9 for all the observed input widths. Therefore, it can
be concluded that the transformer model is a suitable option
for predicting RF-EMF time-series in a MIMO setting when
the input width is relatively high.

Model LSTM_2 has higher RMSE and lower R2 score
compared to LSTM_1. The rationale behind the higher
RMSE and lower R2 score of the LSTM_2 model compared
to LSTM_1 is that LSTM_1 returns the whole sequence in
the output sequence while LSTM_2 only returns the last
output. For the input width range of w; = 30 to w; = 70,
LSTM_1 shows better performance in terms of prediction
accuracy. However, at w; = 80, LSTM_1 and CNN_2 have
similar prediction performance, as shown in Fig. 13. It
appears that LSTM_1’s ability to capture long-term time
steps is not effective when the input width is up to w; = 80,
which could be improved by using the transformer model.

3) PERFORMANCE ACCURACY OF TRANSFORMER
W.R.T LABEL WIDTH

In the previous subsection, we examined how the
performance of the four DL models is affected by changes
in input width (w;) while keeping the output width (w,)
constant. In this subsection, we will observe the performance
accuracy of the selected optimal model (i.e., transformer)
with regard to changes in output width. The reason for choos-
ing the transformer model is due to its good performance
even when input width increases. To conduct the experiment,
the parameters are set to w; = 80, w, = [start = 10, end =
80,step = 10], and s = 1, where label width (w,)
varies from 10 to 80 with a step size of 10. As seen in
Table 9, transformer provides good prediction (R2 score
over 0.9) with label with w, > 20. When label width
w, = 10, R2 score starts to decrease slightly below 0.9.
In general, transformer achieves good performance accuracy
when adjusting label width. The shorter the label width is,
the more unlikely trend of the target/label becomes clear;
leading to a reduction in performance accuracy. The results
are in Table 9, the minimum length of label width to obtain
the R2 score above 0.9 is 20 in the case of w; = 80 and s = 1.
The prediction on original-scaled data of the Transformer
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FIGURE 14. Prediction on original-scaled data with Transformer model in the case
of w,=w,=80and s=1.

model for the first two windows in the case of w; = w, = 80
and s = 1 is presented in Fig. 14.

4) PERFORMANCE ACCURACY W.R.T SHIFT

In the previous sections, all experiments were performed
under the condition of s = 1. However, in this section, we
examine the performance accuracy of four models - CNN_2,
LSTM_1, LSTM_2, and transformer - with respect to the
variation of shift. The input width is set to w; = 45, label
width to w, = 30, and shift to s = [start = 1,end =
6, step = 1]. As shown in Fig. 15(a), shift is the parameter
that has the most significant impact on the performance
accuracy of the four models. Specifically, a slight increase
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FIGURE 15. Performance accuracy w.r.t shift.

in shift leads to a notable increase in RMSE and a decrease
in R2 score.

The graph in Fig. 15(b) indicates that the transformer
model performs better than the other three models, including
CNN_2, LSTM_1, and LSTM_2, in terms of both RMSE
and R2 score for all values of shift. For example, when shift
is 2, all four models achieve a performance of over 0.85,
whereas when shift is 5, only the transformer model attains
an R2 score value of nearly 0.8. The transformer model’s
prediction with shift s = 4 is depicted in the figure, which
closely follows the trend of the label, as shown in the two
windows of Fig. 16. The performance of the three models,
CNN_1, CNN_2, and LSTM_2, is compared in Fig. 16.
The results demonstrate that LSTM_2 performs the worst
in terms of both RMSE and R2 score, whereas CNN_1
and LSTM_1 have relatively similar performance metrics for
both RMSE and R2 score. The reason for this lies in that
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FIGURE 16. Prediction on original-scaled data with Transformer model in the case
of wy=w, =80and s =4.

the LSTM_2 model only returns the last output in the output
sequence, which may reduce its forecasting performance.
The intersection observed between CNN_2 and LSTM_1 at
the shift of 5 in Figure 15 is influenced by the variation
of loss during training process. These results are consistent
with those in Section VI-C2.

To summarize, when it comes to forecasting RF-EMF
time-series, using MISO and MIMO methods yields better
performance than SISO prediction. In multi-step input
prediction, the transformer model generally performs well
across various time-series parameters such as input width,
output width, and shift, when compared to other models
based on DNN, CNN, and LSTM architectures. Based on
the simulation results, the transformer model demonstrates
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significantly better prediction performance compared to the
other models when the number of input width (w;) is
high, given that w; = w,. In terms of LSTM architecture,
LSTM_1 model that returns the total sequence in the output
sequence, performs better than LSTM_2 model that only
returns the last output in the output sequence in both MISO
and MIMO cases. LSTM_2 model also performs worse
than the other DL models in multi-step input prediction.
When comparing LSTM and CNN architecture, LSTM_1
outperforms CNN_1 in the case of MISO, but only for input
widths lower than 80. When the input width reaches 80,
LSTM_1 no longer performs better than CNN_1 in terms of
prediction performance.

On the other hand, LSTM_2 and CNN_2 exhibit only
minor differences in their prediction performance in the
MIMO case. It is evident that the LSTM architecture
outperforms the CNN architecture only when the input width
is relatively short, i.e., within the range of [20, 60], and
the output width is a single step. Therefore, for time-series
forecasting of RF-EMF data with short input and output
widths, i.e., w; = w, = 20 with a shift of 1, both CNN
and LSTM architectures can be used. However, when the
input and output widths increase to a higher value, i.e.,
w; = w, = 80, the transformer model is a good option that
offers high prediction performance, especially with an R2
score score above 0.8. Furthermore, all architectures are
sensitive to increases in the length of shift, where the
prediction accuracy of CNN and LSTM models significantly
decreases (R2 score below 0.8) at s = 5. In contrast,
the transformer model maintains an acceptable prediction
accuracy even when s = 6. In summary, the transformer
model is a suitable candidate for long input and label widths,
particularly when the shift increases.

Transformer outperforms other DL models especially
when the input width, output width and the shift increase
in this paper. Transformer architecture does not contain
sequential characteristics as in LSTM in which the future
time step does not depend on the previous hidden states.
The entire sequence is processed simultaneously at the same
time instead of processed each time step. In other words,
transformer model shows its superiority in capturing distant
or long-range time steps and understanding dependencies
within data. This capability enables the learning of the
relationship between time steps in a longer time-series
sequence. Therefore, the transformer is not at the risk of
forgetting or losing the past information. This ability can
be achieved by using multi-head attention which contributes
valuable insights into the relationships between different
information in different time steps [23]. In the mean
while, LSTM and CNN, information must navigate through
numerous processing steps to cover a considerable distance,
resulting in challenges in learning [27]. Furthermore, there
is no assumption of temporal or spatial relationship in
Transformer. By learning the entire sequence simultane-
ously Transformer is well-suits for a long time-series
sequence [28].
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On the contrary, parallel training is not feasible for
LSTM. Encoding the information in the second time step
requires the computation of information in the first step
beforehand. The point is that the encoding of a specific
step information is retained only for the next time step,
which means that the encoding of information strongly
affects only the representation of the step information in the
next step. Consequently, the influence of the information
in the previous step is quickly lost after a few time steps.
While this issue can be addressed by implementing deeper
processing of hidden states through specific units or utilizing
a bi-directional LSTM model, the problem is fundamentally
associated with recursion. This drawback causes LSTM
to experience a decline in performance as the sequence
length increases [27]. In the meanwhile, CNN deals with
the dependence between information in each time-series
sequence by applying different kernels to the same sequence.
For example, kernel size 2 can learn the relationship of
information between a pair of time steps. Kernel size 3
would capture the relationship for 3 time steps and so on.
The challenge with CNN in handling time-series data lies in
the need for a substantial number of kernels to comprehend
relationships in lengthy time-series sequences [27].

In sum, transformer is superior to other counterpart
DL models in RF-EMF forecasting based on applying the
mechanism of multi-head attention. By doing so, transformer
can avoid the recursion problem in LSTM or an issue of
the large number of kernels in CNN. While the transformer
architecture proposed in this paper may not be optimized
for extremely lengthy sequences, it is demonstrated to be
effective with the length of the RF-EMF dataset that is
observed in this study.

VIl. CONCLUSION
This study has utilized a dataset of long-term instantaneous
RF-EMF measurements taken in the city center of Ordu
city, Turkey. The study presented a comprehensive analysis
of the time-series data and data processing techniques,
aimed at addressing time-series forecasting problems in three
scenarios - SISO, MISO, and MIMO. Various DL models
and their architectures were applied to the RF-EMF dataset,
and their performance was evaluated in each scenario. The
results indicated that DL models such as DNN, CNN, and
LSTM perform better in terms of prediction accuracy when
the input or output steps are short, around 20. However, the
Transformer model has shown good prediction performance
with higher R2 score values even when the length of
input steps is increased, and the output steps and shift are
varied. Overall, the transformer model has demonstrated its
robustness in addressing time-series forecasting problems.
In future work, it is necessary to explore various architec-
tures of Transformer that are suitable to address the RF-EMF
forecasting problem in different scenarios. Such scenarios
can be based on wireless networks in indoor (e.g., WiFi), 5G
New Radio (beamforming focus), reconfigurable intelligent
surface enabled networks and how knowledge of RF-EMF
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forecasting can be used to develop RF-EMF constraints
future networks. Apart from refining the architecture of DL
models, it may be beneficial to introduce an enhanced cost
function that could reduce prediction errors.
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