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ABSTRACT Future mobile and wireless communications should support various applications with their
own reliability and latency requirements. Polar codes, adopted in the 5G standard, are capacity achieving
as the codeword length increases even with low complexity successive cancellation (SC) decoding. On the
other hand, to improve the performance under relatively short codeword lengths, successive cancellation
list (SCL) decoding together with the use of cyclic redundancy check (CRC) codes is widely adopted.
In this paper, a new design architecture of polar codes is proposed to support applications with diverse
reliability and latency requirements. In the proposed approach referred to as a priority-oriented polar
code (POPC), the information bits are divided into the two parts, priority bit sequence (PBS) and regular
bit sequence (RBS), where the former should be output earlier than the latter in the process of SC or
SCL decoding. Theoretical and simulation results show that PBS can be decoded with high reliability and
low decoding latency, whereas RBS remains to achieve the same performance as the original decoding
approach.

INDEX TERMS Cyclic redundancy check (CRC) codes, polar codes, successive cancellation (SC)
decoding, ultra-reliable and low latency communications (URLLC).

I. INTRODUCTION

FUTURE mobile and wireless communications should
not only aim at a higher data rate, but also support

various reliability and latency requirements imposed by
diverse applications, such as those operating under ultra-
reliable and low latency communications (URLLC) in the
fifth generation (5G) [1]. Considering a use case of 5G, it is
also anticipated that network services should simultaneously
support various application scenarios using a single physical
network [2]. Furthermore, the use case of networks that
support mixed delay traffic has been envisioned, where
those with different latency requirements, such as URLLC
and enhanced mobile broadband (eMBB), can coexist [3].
This coexistence is anticipated to allow prospective use
cases such as smart manufacturing and unmanned aerial
vehicles (UAVs) [4], [5]. In these use cases, two types of
data are used for communication between the transmitter
and receiver; data for device control and data for payload
communication. In general, the control data should be
delivered with extremely high reliability and low latency

based on the principle of URLLC. In the framework of 5G,
the coexistence problem of URLLC with eMBB or massive
machine-type communication (mMTC) is discussed in [6],
where it is pointed out that re-designing of the physical layer
should be inevitable to solve this issue. The coexistence
between URLLC and eMBB in multi-cell massive multi-
input multi-output (MIMO) system is analyzed further in [7].
Polar codes, adopted in the 5G standard, are the first class

of linear error-correcting codes that can achieve Shannon
capacity over binary input discrete memoryless symmetric
channels with low encoding and decoding complexity based
on successive cancellation (SC) decoding [8]. SC decoding
requires time and space complexity with only the order of
O(N logN) for a given codeword length of N. However, the
decoding performance of polar codes with moderate code-
word length is inferior to those of other capacity approaching
codes such as low-density parity-check (LDPC) codes and
turbo codes. Subsequently, successive cancellation list (SCL)
decoding has been introduced [9], which retains the L most
reliable candidates of the estimated input bit sequences at
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each stage of SC decoding. In addition, with the help of
cyclic redundancy check (CRC) codes as an outer code
to select only valid candidates, known as CRC-aided SCL
(CA-SCL) decoding, the performance can be significantly
improved, making it superior to those of LDPC and turbo
codes with moderate codeword length [9]. The price for this
improvement is the increasing decoding complexity given
by O(LN logN). Overcoming this fundamental trade-off
between decoding performance and complexity is a challeng-
ing problem. To address this issue, a number of approaches
have been proposed and examined, such as simplified SC
decoding [10], adaptive SCL decoding [11], semi-parallel
decoding [12], and simplified list decoding [13], to list a few.

In the conventional CA-SCL decoding, the entire
information sequence is protected by CRC code before polar
encoding, and the corresponding parity bits are placed at the
end of the information sequence. Several other variations
have been proposed subsequently, where the information bits
are divided into several parts, called segments, and each
segment is protected by a CRC code of different generator
polynomial [14], [15]. More specifically, the partitioned
SCL (PSCL) algorithm is introduced in [14], where its
main objective is to mitigate memory consumption of SCL
decoding. On the other hand, the segmented CA-SCL (SCA-
SCL) decoding scheme [15] divides the information bits into
several segments of equal length before polar encoding. By
decoding each segment successively, the decoding process
will be terminated if there is no surviving path that is
validated by the corresponding CRC test. Alternatively, the
parity bits of a single CRC encoder can be divided into
several segments as discussed in [16], [17], [18], [19].
In addition to the above mentioned SC-based decoding, the

belief propagation (BP) decoding [20] as well as its extended
versions [21], [22] have received significant recent attention
due to their capability of performing iterative decoding as
well as generating soft-out values.
In this paper, we attempt to design a polar coded system

which deals with multiple information sources that have
different reliability and latency requirements.1 More specif-
ically, we consider the two information sequences called
priority bit sequence (PBS) and regular bit sequence (RBS),
where the former requires additional reliability with reduced
latency compared to the latter, and we then propose a new
polar code design architecture which we refer to as a priority-
oriented polar code (POPC). To this end, we focus on the
conventional SC-based decoding schemes, rather than BP-
based decoding, as we take advantage of the successive
decoding structure of information bits that enables the system
to support various latency requirements.
The objective of this paper is to propose a design

architecture on PBS and RBS such that they achieve their

1In addition to the coexistence between URLLC and eMBB or mMTC [6],
other example applications include typical video coding that supports
graceful degradation; the entire data are divided into low resolution and
high resolution classes, where the former class provides an essential image
and the latter serves as an enhanced quality.

respective target decoding performance in terms of block
error rate (BLER) for a given reference channel signal-to-
noise power ratio (SNR). Furthermore, it aims to provide a
trade-off among decoding latency, reliability, and information
rate (i.e., spectral efficiency) under the framework of SC,
SCL, and CA-SCL decoding. For this purpose, we demon-
strate through analysis and simulations that polar codes can
naturally offer an unequal error protection (UEP) property,
where PBS can be decoded with higher reliability and lower
decoding latency compared to the original system with SC,
SCL, and CA-SCL decoding.
Our low latency decoding architecture has some similarity

with the concept of early termination or early stopping in
polar decoding processes. In BP-based decoding, iterative
decoding is performed and thus early termination may help
reducing the average latency as well as power consump-
tion. Therefore, various techniques have been developed
(e.g., [23], [24], [25], [26]). For SCL and related decoding,
the issue of early termination is discussed in [16], [17], [18],
[19], [27], [28], where their main objectives are reduction of
memory requirements as well as early detection of erroneous
bits in the middle of decoding process, e.g., for smooth
retransmission.
The main difference of our architecture from the existing

studies is that we aim to output PBS with guaranteed reli-
ability in view of URLLC, without sacrificing the decoding
reliability of the remaining bits. A similar concept regarding
early acquisition of partial data is proposed in [29], where
the bit-wise early termination is conducted to reduce the
complexity in the iterative multi-user detection process. Since
a part of data can be retrieved earlier than the remaining data
without degradation of its decoding performance, it may be
useful for the tactical surveillance with multiple UAVs that
alert to threats, where an instantaneous data acquisition from
UAVs plays a critical role [29].

The major contributions of this work are summarized as
follows:

• We propose a new polar code design architecture
referred to as a priority-oriented polar code (POPC),
which introduces the concept of PBS and RBS. It
is shown that PBS can achieve higher decoding
performance than RBS at the same time with lower
decoding complexity than the conventional approach.

• We develop design guidelines of PBS length for given
decoder models under the condition that it can achieve
a target BLER value for a given reference channel SNR
over an additive white Gaussian noise (AWGN) channel.

• For SCL decoder, based on an information theoretic
analysis, we prove that the reliability of PBS should
be enhanced by observing the frozen bits located after
PBS, which suggests that the estimated PBS should
not be output immediately after the decoder completes
processing PBS.

This paper is organized as follows: In Section II, we
review the basic notation of polar codes as well as several
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TABLE 1. A table of abbreviations and notations.

representative decoding schemes considered throughout this
work. In Section III, we describe the proposed polar code
design and their decoding approach. In Section IV, we
theoretically analyze the performance of PBS decoded by SC
and related decoders as well as develop a metric for decoding
complexity. The numerical examples based on extensive
simulations are presented in Section V. Finally, Section VI
concludes this work. The major abbreviations as well as main
notations adopted in this paper are provided in Table 1.

II. PRELIMINARY
Throughout this work, following the notation of [8] for
vectors of variables, we denote a vector of size N by
xN1 = (x1, x2, . . . , xN), with its sub-vector given by xkj =
(xj, . . . , xk) for 1 ≤ j < k ≤ N.

A. POLAR CODES
We consider a symmetric discrete memoryless channel with
input alphabet X = {0, 1} and output alphabet Y . With
N representing the length of codeword (i.e., blocklength),
polar encoding is expressed by xN1 = uN1 GN , where xN1 =
(x1, . . . , xN) ∈ F

N
2 , u

N
1 = (u1, . . . , uN) ∈ F

N
2 , and GN ∈

F
N×N
2 denote the codeword vector, information (or input)

vector, and generator matrix, respectively.
The generator matrix is formulated as

GN = G⊗n
2 , G2 =

(
1 0
1 1

)
, (1)

where n = log2 N and G⊗n
2 is the nth Kronecker power

of G2. As a result of encoding, the mutual information of
transmitted bits (or bit channels) asymptotically approaches
either 0 or 1 as N increases. Based on this phenomenon
called channel polarization, polar codes select the most
reliable K channels out of N channels, and information bits

vK1 = (v1, . . . , vK) ∈ F
K
2 are allocated only to these selected

bit positions. The remaining N − K bits are not used for
information transmission, i.e., chosen as frozen bits whose
values are known by the receiver a priori. Thus, the code
rate of polar codes is R = K/N.

We denote A and F as the sets of information bit indices
and frozen bit indices, respectively, where A,F ⊂ N. It
follows that |A| = K and |F | = N − K, where |I| denotes
the cardinality of a set I.

B. SC DECODER AND SCL DECODER
We assume that each coded bit is transmitted by BPSK
symbol with symbol energy Es over an AWGN channel with
the noise variance given by N0/2. Let yN1 = (y1, . . . , yN)

denote the received symbol corresponding to the codeword
xN1 , and let ûN1 = (û1, . . . , ûN) denote the estimated input
vector. (We also implicitly assume that the bit permutation
has been applied to the encoder [8] such that the decoding
of input bits is performed in the order of û1, û2, . . . , ûN).

SC decoder successively decodes each estimated input bit
ûm with m ∈ {1, . . . ,N}. Let the log-likelihood ratio (LLR)
of the mth bit channel of polar codes at the kth level of
SC decoder be denoted by L(m)

k (yN1 ) for k ∈ {0, 1, 2, . . . , n},
where L(m)

0 (yN1 ) ≡ L(m)
0 (ym) corresponds to the LLR of the

received symbol ym. If ûm corresponds to a frozen bit, then
it is decoded as its predetermined value. Otherwise, it is
decoded based on its corresponding LLR of the mth input
bit at the nth level, i.e., L(m)

n (yN1 ), which is calculated as

L(m)
n

(
yN1

)
=

⎧⎪⎪⎨
⎪⎪⎩

log
P
(
yN1 |um=0

)
P
(
yN1 |um=1

) , m = 1,

log
P
(
yN1 ,ûm−1

1 |um=0
)

P
(
yN1 ,ûm−1

1 |um=1
) , m = 2, 3, . . . ,N,

(2)
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and ûm is determined as

ûm =
{

0, if L(m)
n

(
yN1

) ≥ 0,

1, otherwise.
(3)

Finally, the estimated information bits v̂K1 = (v̂1, . . . , v̂K) ∈
F
K
2 are retrieved from ûN1 with A.
Note that the LLR L(m)

k (yN1 ) can be recursively cal-
culated for each level k ∈ {1, 2, . . . , n} and each stage
m ∈ {1, 2, . . . ,N} from the LLRs of the received sym-
bols {L(1)

0 (y1),L
(2)
0 (y2), . . . ,L

(N)
0 (yN)} because of the unique

structure of SC decoder. At each stage of decoding process
by SC decoder, only a single candidate of decoded bits is
stored, and the LLRs are calculated based on the previously
decoded input bit sequence ûm−1

1 for m ≥ 2. As a result,
this decoding process has a time and space complexity of
O(N logN), but it suffers from performance degradation
associated with error propagation compared to the optimal
(maximum-likelihood) decoding.
In contrast, SCL decoder stores up to L candidates of the

information bit sequence, where L corresponds to the list
size. At each decoding stage, SCL decoder calculates the
path metrics that represent the reliability of the corresponding
candidates. If the number of candidates exceeds L, those
with lower path metrics are pruned. This expansion of search
space improves the performance of SCL decoder as the list
size L increases. The path metrics are calculated at each
stage recursively based on the previous ones. In addition,
it can be implemented on hardware using log-likelihood
expression that enhances hardware efficiency [30]. However,
the time complexity of SCL decoder increases, given by
O(LN logN) [9]. As a result, there is a trade-off between
the reliability and decoding complexity of SCL decoder.

C. CRC-AIDED SCL DECODING
The performance of SCL decoder can be improved if it is
concatenated by the error detector such as CRC codes [9].
The resulting decoder is often called CRC-aided SCL (CA-
SCL) decoder [31]. This method employs a CRC code as
an outer code and polar code as an inner code. By encoding
information bits by CRC code before polar encoding, the
performance of SCL decoder can be further improved. At
the receiver side, in the process of SCL decoding, the most-
reliable path that succeeds the CRC test is output. If all paths
fail in the CRC test, it indicates that the decoder has failed
to find the correct information vector.

D. SEGMENTED CRC-AIDED SCL DECODING
A decoding scheme called segmented CRC-aided
SCL (SCA-SCL) decoding has been proposed in [15], which
partitions the information bits into S segments. Each segment
is separately encoded by a CRC code, and the resulting bit
sequence is polar encoded and transmitted. At the receiver
side, the received bits are decoded by SCA-SCL decoder,
which repetitively applies CA-SCL decoding process to each
segment in a successive manner. At the end of each CA-SCL

FIGURE 1. The cumulative number of LLR calculations required to decode each
additional bit for the polar code with N = 1024.

decoding process, SCL decoder prunes the paths that have
failed in the CRC test. A similar technique is proposed
in [16], which leads to the reduction of space complexity
with negligible performance loss. While each segment and
CRC bits have equal lengths in [15], more general unequal
cases are studied in [32], where it has been found that
this unequal segmentation may improve the performance of
decoder if properly designed.

III. PRIORITY-ORIENTED POLAR CODE
SC decoder can be implemented with low complexity, and
SCL decoder can further enhance the performance with
increasing complexity. However, these decoders based on
successive cancellation may hinder its application to low-
latency communications due to their decoding delay. To
cope with this issue, we introduce a new polar decod-
ing architecture, referred to as a priority-oriented polar
code (POPC), which takes into account both reliability and
decoding latency. Our approach exploits some structural
properties of polar codes as well as the conventional SC
and SCL decoders in terms of their reliability and decoding
latency.

A. DECODING COMPLEXITY OF POLAR CODES
For SC and SCL decoding, the time complexity is dominated
by the LLR update for each input bit [8], [9]. The number
of LLR calculations is determined by the structure of
polar codes. Based on the expression developed later in
Section IV-D, Fig. 1 compares the cumulative number of
LLR calculations required to successively process each
additional bit of the polar code with codeword length N =
1024 for SCL decoding with list size L, where the case with
L = 1 corresponds to SC decoding. Note that the vertical axis
of Fig. 1 is given in the logarithmic scale. It is apparent that
the number of required LLR calculations by SCL decoder
is approximately L times that of SC decoder. The entire
decoding complexity is also affected by other factors such
as metric sorting operations of complexity O(L logL). Thus,
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the required computations of SCL decoding should be even
higher. Apparently, the information bits located earlier can be
decoded with a relatively small amount of LLR calculations,
thus leading to lower decoding latency.
The results in Fig. 1 are based on the original SC

and SCL decoders. If the simplified SC decoder [10] or
simplified SCL decoder [33] is applied, it should reduce the
number of LLR calculations. The effects of computational
reduction achieved by these schemes are complementary to
our decoding architecture. However, this issue is beyond the
scope of this work and thus will not be pursued further.

B. STRUCTURE OF PRIORITY-ORIENTED POLAR
CODES
We now describe our proposed POPC data structure. The
proposed POPC divides information bits of length K into the
following two parts: priority bit sequence (PBS) and regular
bit sequence (RBS). They are specified as follows:

• PBS is designed to achieve its BLER less than a target
BLER P∗

BL,p at a specific (reference) channel SNR, with
the information bit length Kp. Since it is output before
the entire information bits are decoded, it leads to lower
latency than the conventional polar codes. PBS will be
useful for the applications that require high reliability
and low latency (i.e., those rely on URLLC).

• The remaining information bits are defined as RBS of
length Kr = K − Kp with a target BLER P∗

BL,r. It
can be used for the purpose of improving the quality
of transmitted multimedia data, among many other
possible applications.

Fig. 2 shows the structure of K information bits which
are encoded by POPC. Let v

Kp
1 = (v1, v2, . . . , vKp) ∈ F

Kp
2

and wKr
1 = (w1,w2, . . . ,wKr) ∈ F

Kr
2 denote the information

vectors corresponding to PBS and RBS, respectively. As
shown in Fig. 2(a), through POPC encoder, the elements in
the vector v

Kp
1 are mapped onto the head part of information

bit channels of uN1 such that they are decoded earlier than
the remaining bits wKr

1 . We will also consider the case where
each of PBS and RBS is encoded by CRC codes with
their parity bit lengths given by rp and rr, respectively, as
shown in Fig. 2(b). We denote the CRC parity bit vectors
of PBS and RBS by p

rp
1 = (p1, p2, . . . , prp) ∈ F

rp
2 and

qrr1 = (q1, q2, . . . , qrr) ∈ F
rr
2 , respectively. Note that this is

equivalent to the information bit sequence structure adopted
by SCA-SCL decoding with two segments (S = 2).

C. RECEIVER MODEL FOR PRIORITY ORIENTED POLAR
CODES
Throughout this paper, we consider a binary-input additive
white Gaussian noise (BI-AWGN) channel. At the receiver
side, depending on the type of the adopted decoding scheme,
different operation is performed. We propose the following
three different types of decoders for POPC. Their detailed
design guidelines are described in Section IV.

FIGURE 2. The structure of priority-oriented polar codes.

1) SC-BASED POPC DECODER

At first, we propose a POPC decoder based on the conven-
tional SC decoding. In this case, only a single candidate
of the decoded information bit sequence is stored. This
means that once a bit in the information bit sequence is
decoded, it will not be affected by the subsequent decoding
process. Because of this decoding structure, PBS can be
extracted immediately after the corresponding decoding
process completes, without any loss of decoding performance
compared to the conventional SC decoding. The resulting
SC-based POPC decoder is shown in Fig. 3(a), where v̂

Kp
1

and ŵKr
1 correspond to the estimates of the CRC parity bit

vectors v
Kp
1 and wKr

1 , respectively.

2) SCL-BASED POPC DECODER

Unlike SC decoder, SCL decoder stores up to L paths of
information bit sequences. This structure indicates that there
are up to L candidates of PBS to be extracted from the
decoder at each decoding stage. In contrast to SC decoding,
the most important aspect of SCL decoding is that the
best (partial) information bit sequence may be replaced by
another candidate as decoding proceeds, and thus making
decision earlier does not always result in most reliable
decision, as will be discussed in Section IV. Based on
this observation, we describe our SCL-based POPC decoder
as follows: When the number of decoded information bits
reaches the predetermined threshold K′

p (with K′
p ≥ Kp), the
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decoder outputs the most reliable path based on the path
metrics. Our proposed system with SCL-based decoding has
some similarity with that based on PSCL decoding [14] in
that it outputs only a single path in the middle of SCL
decoding, but the critical difference is that we output PBS
only after additional decoding of subsequent information bits
has been processed for improvement of its reliability.
How to determine the value K′

p will be discussed in
Section IV. Note that RBS will be extracted from the
decoder at the final decoding stage, which is the same as the
conventional SCL decoder. The resulting SCL-based POPC
decoder is shown in Fig. 3(b).

3) SCA-SCL-BASED POPC DECODER

Unlike SC-based decoder, SCL-based POPC decoder should
output PBS several stages later for improved performance.
On the other hand, as will be discussed in Section IV,
if CRC code of proper length is concatenated with PBS,
it can achieve the best BLER performance as long as it
succeeds in the CRC test even if it is output from the
decoder immediately after this test. Based on this property,
POPC decoder can be implemented in a similar manner to
the conventional SCA-SCL decoder in [15]. The resulting
SCA-SCL-based POPC decoder is shown in Fig. 3(c), where
p̂
rp
1 and q̂rr1 correspond to the estimates of p

rp
1 and qrr1 ,

respectively.

IV. THEORETICAL ANALYSIS AND DESIGN GUIDELINE
In this section, we theoretically analyze the performance of
the proposed POPC system and provide its design guideline
considering specific decoder operations employed at the
receiver.
Throughout this section, we adopt the following notations

from [34]: We denote Ai, i ∈ N, as the subset of the
information bit indices A that consists of the indices with
i lowest values. In other words, Ai contains the first i
information bit indices that will be decoded with lowest
delay and thus |Ai| = i. Also, the random variable is given
by the capital letter, whereas the corresponding small letter
represents its realization. Therefore, the random sub-vector
corresponding to the realization xkj = (xj, . . . , xk) is denoted
by Xkj = (Xj, . . . ,Xk).

A. POPC WITH SC-BASED DECODER
We first consider the case where the receiver employs the
low complexity SC decoding shown in Fig. 3(a). In this case,
the transmitter divides the information vector according to
the two segments based on their importance as sketched in
Fig. 2(a).

1) TRADE-OFF BETWEEN PBS SIZE AND BLER

The BLER of SC decoding can be estimated if the
distributions of LLRs of the bit channels specified by A are
known. Under the assumption that the all zero codeword is
transmitted, the bit error probability of the mth input bit,

FIGURE 3. Description of POPC decoding structure depending on the adopted base
decoder. The nodes corresponding to the frozen bits are omitted for simplicity.

provided that all the previous bits are decoded correctly, can
be expressed as

Pb,m = P
(
ûm �= 0 | û1 = · · · = ûm−1 = 0

)
= P

(
L(m)
n

(
yN1

)
< 0

)
. (4)

The BLER can be expressed as

PBL = 1 −
∏
m∈A

(
1 − Pb,m

)
. (5)

In a similar manner, the BLER of PBS decoded by SC
decoder can be expressed as

PBL,p = 1 −
∏

m∈AKp

(
1 − Pb,m

)
. (6)

956 VOLUME 5, 2024



Since AKp ⊂ A, it follows that PBL,p ≤ PBL. One can
easily see that reducing Kp will thus result in reduced BLER
according to (6).
Note that the distribution of LLR of the bit chan-

nels is often approximated by Gaussian, i.e., L(m)
k (yN1 ) ∼

N (γ
(m)
k , 2γ

(m)
k ) for k ∈ {1, 2, . . . , n} and m ∈ {1, 2, . . . ,N},

where γ
(m)
k is the channel SNR corresponding to the mth bit

channel of polar codes at the kth level of SC decoder. With
this assumption, Pb,m of (4) is approximated as

Pb,m ≈ Q

⎛
⎝

√
γ

(m)
n

2

⎞
⎠, (7)

where Q(x) � 1
2erfc(x/

√
2).

2) DESIGN GUIDELINE FOR PBS LENGTH

Let P∗
BL,p denote the target maximum BLER acceptable for

PBS. For a given channel SNR γ , we wish to maximize
Kp under this BLER constraint. It can easily be found
by testing PBL,p for a given value of Kp through Monte-
Carlo simulations or the above analysis based on Gaussian
approximation. One may then select the maximum Kp that
satisfies the condition of PBL,p ≤ P∗

BL,p.

B. POPC WITH SCL-BASED DECODER
Following the modeling of [34], we regard the input
vector (including frozen bits) as a random vector expressed
by UN

1 = (U1,U2, . . . ,UN), with its realization uN1 =
(u1, u2, . . . , uN).
In what follows, we use the notation UI to denote a

random sub-vector of UN
1 with its components selected

according to a given index set I ⊂ N.

1) RELATIONSHIP BETWEEN PBS SIZE AND DECODING
PERFORMANCE

In [34], the performance of SCL decoding has been analyzed
from an information-theoretic perspective. We analyze the
relationship between the error rate performance of PBS and
its size based on the approach of [34].
Let us write a set of the smallest natural numbers of size

m as [m] = {1, 2, . . . ,m}. We define A(m) � A ∩ [m] and
F (m) � F ∩ [m], i.e., A(m) and F (m) are the sets of the
information and frozen bit indices observed in the first m
input bits to SCL decoder, respectively.
Suppose that decoding of the first m input bits is complete.

In this case, given the observation of the received random
vector YN1 = yN1 , we know the frozen bits UF (m) by
assumption, but the information bits UA(m) are unknown.
Therefore, in [34], the uncertainty measure within the first
m input bits during SCL decoding is defined as

dm
(
yN1

)
� H

(
UA(m) |YN1 = yN1 ,UF (m)

)
. (8)

If the realization of the received random vector YN1 is not
given, then dm(yN1 ) can be a random variable, which we

denote by Dm. The expected value of Dm, denoted by D̄m,
corresponds to the conditional entropy given by

D̄m � E

[
dm

(
YN1

)]
= H

(
UA(m) |YN1 ,UF (m)

)
. (9)

If Um is an information bit, then, by the chain rule, we
have

D̄m = D̄m−1 + H
(
Um |YN1 ,Um−1

1

)
. (10)

On the other hand, if Um is a frozen bit, then we have

D̄m = D̄m−1 + H
(
Um |YN1 ,Um−1

1

)

−H
(
Um |YN1 ,UF (m−1)

)
. (11)

Therefore, D̄m is expressed as

D̄m =
∑
j∈A(m)

H
(
Uj |YN1 ,Uj−1

1

)

−
∑
j∈F (m)

{
H

(
Uj |YN1 ,UF (j−1)

)
− H

(
Uj |YN1 ,Uj−1

1

)}
.

(12)

The above equation shows that since the frozen bits are com-
pletely random by assumption, knowing them will reduce
the uncertainty of the information bits, whereas decoding
information bits will increase the uncertainty, which agrees
with the observation of the performance of SC decoder in
the previous subsection. Since H(Uj |YN1 ,UF (j−1) ) ≤ 1, D̄m
can be lower bounded as

D̄m ≥
∑
j∈A(m)

H
(
Uj |YN1 ,Uj−1

1

)

−
∑
j∈F (m)

(
1 − H

(
Uj |YN1 ,Uj−1

1

))
� D̄LB

m . (13)

Note that if Uj is an information bit, then we may express

H
(
Uj |YN1 ,Uj−1

1

)
= H2

(
Pb,j

)
, (14)

where H2(p) = −p log2 p− (1 − p) log2(1 − p) is the binary
entropy function, and Pb,j is the bit error probability of the
jth bit defined by (4). Note also that when we select m such
that |A(m)| = Kp, D̄m corresponds to the conditional entropy
of PBS in our system model.
To investigate the effectiveness of the above argument,

we simulate a polar code with N = 1024 and K =
512, where the code is designed using reciprocal channel
approximation (RCA) algorithm described in [35] with the
design SNR of −1.5 dB.2 The received symbol vector is
decoded by SCL decoder with list size L = 16. The resulting
BLER, PBL,p, with respect to the size of PBS, Kp, measured
at the channel SNR of Es/N0 = −1.5 dB is plotted in Fig. 4.

2There have been several low complexity polar code construction
algorithms developed in the literature, such as Gaussian approxima-
tion (GA) [36] and improved GA [37]. It has been demonstrated in [35] that
RCA can more accurately estimate the SNR of the input bit channels than
GA and improved GA. Therefore, we adopt RCA throughout this work.
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FIGURE 4. BLER of PBS PBL,p in a rate-1/2 polar code decoded by SCL decoding of
list size L = 16, with respect to the size of PBS. Also shown is the value of the
corresponding conditional entropy lower bound D̄LB

m . Note that the tick labels of BLER
are on the left hand side, whereas those of D̄LB

m are on the right hand side.

Also shown is the analytical value of D̄LB
m expressed in (13)

with the bit error probability Pb,j calculated according to (7),
where the SNR of the bit channel is also calculated by
RCA. Even though the scales of PBL,p and D̄LB

m are different,
we observe the same tendency in that when SCL decoder
processes the information bits, both the simulated BLER
and analytically calculated value of D̄LB

m increase similar to
SC decoding, whereas they both decrease when the decoder
processes the frozen bits. This clearly demonstrates that
unlike SC decoder, BLER values fluctuate depending on the
size of PBS in the case of SCL decoder.

2) BLER OF PBS WITH RESPECT TO WINDOW SIZE

So far, we have observed that BLER of PBS processed by
SCL decoding exhibits some fluctuation depending on its
length, whereas it will almost monotonically increase with
its length in the case of SC decoding.
In what follows, we show that BLER of PBS is likely

to improve if we increase the window size K′
p (K′

p ≥ Kp)

that determines the timing when the estimated PBS of size
Kp is output from the decoder. To this end, we investigate
the conditional entropy of PBS with respect to the timing
(or window size) K′

p when the sequence is output from the
decoder.
Suppose that the number of decoded information bits

in PBS reaches Kp at the mth decoding stage. If PBS
is output from the decoder immediately after its decoding
process, the conditional entropy of PBS is given by D̄m =
H(UA(m) |UF (m) ,YN1 ). Similarly, let the conditional entropy
of PBS that is output from SCL decoder later, i.e., at the
m′th decoding stage with m′ > m, denote

D̄(m′)
m � H

(
UA(m) |UF (m′) ,YN1

)
. (15)

Then we have the following theorem:
Theorem 1: For increasing m′ with m′ > m, D̄(m′)

m is
monotonically non-increasing.

FIGURE 5. BLER of PBS with size Kp = 64 by SCL decoder of L = 16 with respect to
the window size K ′

p for the range of Kp ≤ K ′
p ≤ K .

Proof: Since UF (m) ⊂ UF (m′) and conditioning could
reduce but does not increase the entropy, we have
D̄(m′)
m ≤ D̄m.
The above theorem implies that PBS output by SCL

decoder at later decoding stage may not degrade but possibly
improve the resulting decoding performance.
To see if the above argument holds in practice, Fig. 5

shows the simulated BLER of PBS with respect to the
window size K′

p, where the size of PBS is fixed as Kp = 64
and SCL is applied with list size L = 16. (The other
parameters are the same as those shown in Fig. 4.) As
observed, BLER of PBS tends to decrease as K′

p increases.
Furthermore, it approaches a certain lower limit as the
SCL decoding stage proceeds. This indicates that there is a
suitable limiting value of K′

p beyond which BLER will no
longer improve.

3) DESIGN GUIDELINE

Unlike SC decoding, estimation of decoding performance
for SCL is challenging in general due to its complexity
that grows exponentially with the information length. We
thus propose to specify the size of PBS Kp in advance and
heuristically determine the smallest window size at which
PBS can achieve the target BLER.
Specifically, let P∗

BL,p denote the target maximum BLER
acceptable for PBS. For a given channel SNR γ and Kp, we
simulate BLER PBL,p with respect to the window size K′

p.
We then select the minimum K′

p that satisfies the condition of
PBL,p ≤ P∗

BL,p. In this manner, the latency of SCL decoder
for PBS can be minimized while achieving the required
reliability.

C. DECODING BY SCA-SCL-BASED POPC DECODER
When CRC code is concatenated with PBS, its decoding
performance improves even if PBS is output immediately
after decoding with CRC test, similar to the conventional
CA-SCL decoder. In this subsection, we analyze the error
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performance of SCA-SCL-based POPC decoder based on
the approach in [38], [39].

1) BLER ESTIMATION

In [38], [39], an approximate upper bound on the error
probability of CA-SCL decoding has been derived provided
that BLER of the conventional SCL decoding is given in
advance. We denote the BLER of CA-SCL decoder by
PBL(γ,L), where L is the list size of SCL decoder and
γ is the channel SNR. Let l∗ represent the list index
corresponding to the correct codeword, and r denote the
length of CRC bits. For simplicity, we assume that the list
indices are sorted such that paths with smaller list indices
correspond to more likely candidates. If no correct codeword
exists in the list, we assume l∗ > L.
Given the assumption that the correct codeword in the list

can be detected by CRC without error, the ideal decoding
error probability PBL,id(γ,L) can be defined as

PBL,id(γ,L) � 1 −
L∑
l=1

Pl∗(γ, l), (16)

where Pl∗(γ, l) denotes the probability that the lth path
corresponds to the codeword correctly decoded by SCL
decoder (i.e., l∗ = l), for a given channel SNR γ over an
AWGN channel.
In practice, however, error detection of the correct

codeword by CRC test may fail. Taking this effect into
account, the approximate upper bound of the decoding error
probability is given by [38], [39]

PBL(γ, L) � 1 −
L∑
l=1

Pl∗(γ, l)
{
1 − (l− 1)2−r}

= PBL,id(γ,L) + 2−r
L∑
l=2

Pl∗(γ, l)(l− 1). (17)

From (17), we observe that BLER of CA-SCL decoding can
approach the ideal decoding error probability PBL,id(γ,L)
when the length of CRC code is sufficient (i.e., as r → ∞)

as expected.
The above mathematical expression can be used to assess

the performance of PBS. Contrary to the original CA-
SCL decoding method, which computes the decoding error
distribution PBL(γ,L) at the end of SCL decoding process,
we calculate the BLER of PBS with Pl∗(γ,L) at the
(Kp + rp)th decoding stage (i.e., when the decoding process
of the first segment completes). As mentioned in the previous
subsection, the calculation of Pl∗(γ, l) in (16) and (17)
through theoretical analysis is computationally challenging.
Therefore, we resort to Monte-Carlo simulations for its
estimation. As a result, we refer to the corresponding BLER
evaluation approach based on (17) with simulated values
of Pl∗(γ, l) as hybrid analysis in what follows. The BLER
calculation based on the conventional simulation will be
referred to as full simulation accordingly.

FIGURE 6. Comparison of BLER based on full simulation and hybrid analysis for
PBS of Kp = 64 decoded using CA-SCL decoding with L = 16 and CRC lengths of
rp = 4, 10, and 16.

TABLE 2. A list of adopted CRC polynomials.

In Fig. 6, we evaluate the BLER performance of PBS in
the proposed scheme employing several different values of
CRC length rp. The codeword length is chosen to be N =
1024, and the codes are constructed by RCA algorithm with
a design SNR of −1.0 dB. The total length of information
bits and CRC parity bits is fixed as K + rp + rr = 512, and
the size of PBS is chosen to be Kp = 64. Since Kp and
K+rp+rr are kept constant in this comparison, increasing rp
results in reduced Kr in this system. Note also that the SNR
is not affected by the length of rp, since the SNR is defined
here as the ratio of the transmit symbol power to the noise
power. The results are shown for a list size of L = 16, with
rp = 4, 10, and 16, where the CRC polynomials employed
here are listed in Table 2.

We note that the case of hybrid analysis in Fig. 6 does
not require any CRC operation, i.e., simply the evaluation
by the conventional SCL decoding through Monte-Carlo
simulation suffices. On the other hand, the corresponding full
simulation results shown in Fig. 6 are based on the actual
BLER evaluation by counting the block error events with a
given CRC, which is more time-consuming in general. From
Fig. 6, we observe that the results based on hybrid analysis
and full simulation match well, justifying our evaluation in
terms of the different CRC lengths.

2) RELATIONSHIP BETWEEN PBS SIZE AND DECODING
PERFORMANCE

When the length of CRC is sufficient, one can assume that
the performance of polar codes approaches the ideal BLER
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defined in (16). In this case, the following theorem may
hold:
Theorem 2: Let P(i)

BL,id denote the ideal BLER of
information bit sequence where the length of information
bit sequence including CRC parity bits is i. Then P(i)

BL,id is
monotonically non-decreasing with i.
Proof: From (16), P(i)

BL,id can be interpreted as the
probability that the correct path exists in L paths at the ith
decoding stage. We consider the following two cases: 1) If
there is no correct path in all L paths at the ith stage, then
there is no possibility that there exists the correct path at
the (i + 1)th stage. 2) Even if there exists the correct path
among L paths at the ith stage, it may be possible that the
correct path will be pruned in the (i+1)th stage. As a result,
one may conclude that P(i)

BL,id ≤ P(i+1)
BL,id.

The above theorem states that when PBS is concatenated
with CRC of sufficient length such that all the incorrect
paths in CA-SCL decoding should be identified perfectly,
then BLER of PBS can be improved by reducing the length
of PBS similar to that with SC decoding. In fact, we observe
from Fig. 6 that BLER improves by increasing CRC lengths
from 4 to 10 as it enhances the probability of identifying the
incorrect paths, but BLER degrades by further increase of
CRC length from 10 to 16 because of the above reason. This
is in contrast to the system based on SCL decoding, where
longer PBS does not always degrade its BLER performance
as observed in Fig. 4.

3) DESIGN GUIDELINE

In the case of SCA-SCL-based decoding, the lengths of CRC
for PBS and RBS, i.e., rp and rr, as well as their information
bit lengths, Kp and Kr, should be appropriately designed.

We first focus on the design of PBS. Let P∗
BL,p denote

the target maximum BLER acceptable for PBS. For a given
channel SNR γ and Kp, we first determine the length of CRC
based on (17). We set the minimum length of rp such that
PBL(γ,L) − PBL,id(γ,L) < ε, where ε is a given parameter
that corresponds to an acceptable gap between the ideal
BLER and the actual BLER considering the effect of CRC.
Note that from (17) we have

ε � 2−r
L∑
l=2

Pl∗(γ, l)(l− 1). (18)

The parameters Kr and rr can be determined in the same
manner for a given target maximum BLER P∗

BL,r.

D. ANALYSIS OF DECODING COMPLEXITY FOR
INFORMATION BIT SEQUENCE
Finally, we derive an expression for the number of LLR
calculations required to decode the first m input bits of
length-N polar code (with N = 2n) by SCL decoder of list
size L.
Let us consider decoding of the jth input bit uj, where the

corresponding LLR is expressed by L(j)
n (yN1 ) with reference

to (2). Let � � j − 1 ∈ {0, 1, . . . ,N − 1} and express its

binary representation as (b1, b2, . . . , bn). Let Z� denote the
number of runs of 0 starting from the rightmost bit bn in its
binary representation. For example, if n = 4 and j = 5, then
we have � = 4 and thus its binary representation is given by
(0, 1, 0, 0), leading to Z� = 2. Due to the structure of polar
codes, for the jth input bit, the number of LLRs that should
be required for calculation is given by

Z�∑
j=0

2j = 2Z�+1 − 1. (19)

As a result, in the case of SC decoder, the total number of
LLR calculations up to the first m input bits is given by

m∑
k=1

(
2Zk−1+1 − 1

)
. (20)

In the case of SCL decoding, let Lk denote the maximum
number of survival paths upon processing the kth input. With
L1 = 1, it can be recursively determined for k > 1 as

Lk =
{
Lk−1, if k /∈ A,

max(2Lk−1,L), if k ∈ A.
(21)

The resulting number of LLR calculations up to the first m
input bits is given by

m∑
k=1

Lk
(

2Zk−1+1 − 1
)
. (22)

To evaluate the number of LLR calculations required for
decoding PBS in our proposed architecture using (22), the
number of input bits m should be set such that |A(m)| is
equal to Kp, K′

p, and Kp + rp in the case of our SC, SCL,
and SCA-SCL-based decoding, respectively. Also, the results
shown in Fig. 1 were calculated based on (22) as a function
of the number of decoded input bits m.

V. NUMERICAL RESULT
In the following performance evaluations based on extensive
simulations, we consider the scenario where the target
BLERs of PBS and RBS are given by P∗

BL,p = 10−6 and
P∗
BL,r ≤ 10−5, respectively. We focus on the SNR range

where these target values are achievable with proper design
of parameters.
Throughout this section, we set the baseline polar code

parameters as N = 1024 and K = 512, and the list sizes of
SCL-based and SCA-SCL-based decoders are both chosen
as L = 16.

A. DECODING BY SC-BASED DECODER
We first focus on the proposed POPC with SC-based
decoding. In this case, we construct the polar code based
on RCA algorithm [35] with given parameters of N and K.
Through the BLER estimation according to (6) with (7), we
may find that with design SNR of Es/N0 = 0.74 dB, we can
achieve the target BLER of 10−5 in the conventional SC
decoding. Therefore, we focus on BLER performance at the
channel SNR equal to Es/N0 = 0.74 dB.

960 VOLUME 5, 2024



FIGURE 7. Comparison between simulated and estimated BLER for PBS with
respect to its size, where the channel SNR and design SNR are both set as
Es/N0 = 0.74 dB.

1) DESIGN OF PBS

By Monte-Carlo simulation with Es/N0 = 0.74 dB, we
generate a BLER curve as a function of PBS size Kp. The
results are shown in Fig. 7, where the estimated BLER
calculated from (6) is also plotted for comparison. From
the results, PBS size that can achieve P∗

BL,p is found to be
Kp = 39 by simulation, whereas that based on the estimated
BLER is around Kp = 13, which is considerably pessimistic
compared to the simulated result. This difference may stem
from the fact that the estimated theoretical BLER makes
use of the assumption that LLR should follow Gaussian
distribution, which may not be necessarily accurate when
evaluating BLER values as low as 10−6. Note that the two
curves almost agree when we compare them at BLER of
10−5 achieved with Kp ≈ K = 512.

2) BLER PERFORMANCE

Based on the result in Fig. 7, we set Kp = 39 in what
follows. Fig. 8 shows BLER curves of PBS and RBS,
where the size of RBS is Kr = K − Kp = 473. The case
of the conventional SC decoder with K = 512 is also
shown for comparison. From this figure, we observe that the
performance of PBS is always better than that of RBS as
expected, while both satisfying their respective target BLER
values at the design SNR. The conventional SC decoder
performs identical to RBS as expected, which indicates that
early output of PBS does not affect the performance of the
remaining bit sequence.

3) DECODING COMPLEXITY

In Table 3, the complexity required to decode PBS exclu-
sively and the entire sequence with SC decoder is compared,
where the complexity is defined as the number of required
LLR calculations, expressed by (22), evaluated at the time
when the corresponding sequence is extracted. It is shown
that complexity of decoding PBS is about 40% compared to
the conventional SC decoding applied to a single information
sequence.

FIGURE 8. Simulation results of BLER performance for PBS of Kp = 39 and RBS of
Kr = 473 decoded by SC-based decoder. BLER of the conventional SC decoder (with
K = 512) is also shown for comparison.

TABLE 3. Complexity of PBS and full sequence based on SC decoding.

B. DECODING BY SCL-BASED DECODER
We next evaluate BLER of the proposed POPC with SCL
decoding. We assume that the channel SNR is Es/N0 =
0.48 dB, and divide K = 512 into PBS and RBS of
lengths Kp = 64 and Kr = 448, respectively. Polar code is
constructed with RCA, where the design SNR is set equal
to the above channel SNR.

1) DESIGN OF PBS

We first simulate the BLER curve PBL,p with respect to the
window size K′

p of our SCL-based decoder, and the result is
shown in Fig. 9, where we observe that BLER of PBS falls
below its target P∗

BL,p = 10−6 with K′
p ≈ 90 and above.

Thus, we set K′
p = 90 in what follows.

2) BLER PERFORMANCE

Fig. 10 shows the BLER performance of PBS with K′
p = 90

along with that of RBS. The case of PBS with K′
p = Kp = 64

is also shown as a reference, as well as that of the
conventional SCL decoder with K = 512 for comparison.
From this figure, we observe that the designed PBS achieves
the target BLER at the channel SNR equal to the design SNR
as expected. We also observe that the BLER performance
of PBS with K′

p = 90 is superior to that with K′
p = Kp

in all SNR region, suggesting the importance of appropriate
selection of the window size. It is interesting to note that
even though PBS is superior to RBS in high SNR region,
RBS outperforms PBS in low SNR region due to the effect
of using longer window size. BLER of the conventional SCL
decoder achieves almost the same performance as that of
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FIGURE 9. BLER of PBS decoded by SCL-based decoder (L = 16) with respect to
the window size K ′

p where the channel SNR and design SNR are both set as
Es/N0 = 0.48 dB.

FIGURE 10. BLER performance of PBS of Kp = 64 where the window sizes are
K ′

p = 90 as well as K ′
p = Kp, and that of RBS of Kr = 448, all decoded by SCL-based

decoder. BLER of the conventional SCL decoder (with K = 512) is also shown for
comparison.

TABLE 4. Complexity of PBS and full sequence based on SCL decoding.

RBS, indicating that early output of PBS does not affect the
performance of RBS.

3) DECODING COMPLEXITY

In Table 4, the complexity required to decode PBS exclu-
sively and the entire sequence with SCL decoder is
compared, where the complexity is defined as the number
of LLR calculations given by (22) at the time when
the corresponding sequence is extracted. It is shown that
complexity of decoding PBS is about 31% compared to the
conventional SCL decoding.

FIGURE 11. Ideal BLER for PBS with respect to the length of the first segment
(including parity bits) decoded by SCA-SCL-based decoder, where the channel SNR
and design SNR are both set as Es/N0 = −0.65 dB.

C. DECODING BY SCA-SCL-BASED DECODER
Finally, we investigate the performance of the proposed
POPC with SCA-SCL-based decoder.
We wish to design the system such that the target BLER

values can be achieved at the reference channel SNR of
Es/N0 = −0.65 dB. Polar code is constructed based on RCA,
where the design SNR is set equal to the reference channel
SNR. Throughout this section, the total length of information
bits and parity bits is fixed as K + rp + rr = 512.

1) DESIGN OF PBS

We first identify the size of PBS (including parity bits) that
can achieve the target BLER value. Fig. 11 compares the
ideal BLER PBL,id(γ,L) with respect to the length of the
first segment consisting of both PBS and CRC parity bits,
i.e., ip � Kp + rp. The result indicates that the BLER of
PBS achieves the target value of P∗

BL,p = 10−6 when the
size of the first segment is ip = 79. Here, the assumption
is that CRC code can detect the error perfectly (i.e., with
sufficient length of rp).

Given the length of the first segment, we next determine
the length of rp that can achieve sufficiently low values
of the gap ε expressed by (18). We have calculated ε by
simulations to find that rp = 16 is large enough (ε � 10−6),
which will be adopted in what follows.

2) BLER PERFORMANCE

We set the parity bit lengths of CRC codes for PBS and
RBS as rp = 16 and rr = 24, respectively. Therefore, the
sizes of PBS and RBS are given by Kp = 63 and Kr = 409,
respectively. As a reference, we also evaluate the case of the
conventional CA-SCL decoder with K = 472 and r = 40.
Here, we select the length of CRC equal to the sum of
rp and rr, which turns out to be large enough. We expect
that reduction of CRC length may enhance the information
rate slightly over the proposed system without noticeable
performance degradation.
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FIGURE 12. BLER performance of PBS of Kp = 63 and rp = 16 and RBS of Kr = 409
and rr = 24 with respect to the channel SNR for polar codes decoded by
SCA-SCL-based decoder. BLER of the conventional CA-SCL decoder with K = 472
and r = 40 is also shown for comparison.

TABLE 5. Complexity of PBS and full sequence based on SCA-SCL decoding.

Fig. 12 shows the BLER curves for PBS and RBS, as
well as that of the conventional CA-SCL decoding, where all
polar codes are constructed by RCA and the corresponding
CRC polynomials adopted here are listed in Table 2. As a
reference, the ideal BLER of PBS (achieved by CRC code
of sufficient length) is also shown. From the result, We
observe that the BLER curves of PBS and RBS achieve their
respective target BLER values when evaluated at a given
reference channel SNR as expected.

3) DECODING COMPLEXITY

In Table 5, the complexity required to decode PBS exclu-
sively and the entire sequence with SCA-SCL-based decoder
is compared, where the complexity is defined as the number
of LLR calculations given by (22) at the time when
the corresponding sequence is extracted. It is shown that
complexity of decoding PBS is about 29% compared to the
conventional SCA-SCL decoding.

VI. CONCLUSION
In this paper, we have introduced a new polar code
architecture called POPC, which achieves high reliability
and reduced latency for selected information bit sequence,
and developed suitable encoding and decoding models for
three different types of decoders (i.e., SC, SCL, and SCA-
SCL). In addition, design guidelines for the lengths of PBS
and RBS that can achieve their respective target BLER
values have been presented according to each decoding
scenario. The simulation results over a BI-AWGN channel
have shown that both PBS and RBS can achieve their target
BLER values at a given reference channel SNR. We have

demonstrated that PBS can achieve higher reliability with
lower latency (measured by the number of required LLR
calculations at the time when it is output) than RBS, whereas
the performance of RBS remains the same as that of the
conventional decoding approaches.
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