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ABSTRACT In this paper, we suggest that the combination of edge computing in the form of data
compression with communication at the base stations (BSs) for transmissions to their associated multiple
downlink users (DUs) is advantageous for minimizing the total energy consumption. We assume that
the individual DUs have minimum rate requirements along with outage probability constraints. Then, we
set the resource allocation to minimize the total energy consumption (the sum of compression energy
and transmission energy) for the BSs with orthogonal and non-orthogonal multiple access (OMA and
NOMA) transmission schemes, while taking into account the quality of service (QoS) constraints of
individual DUs. The formulated optimization problems are non-convex and difficult to solve. Therefore,
the energy minimization problems are decomposed into smaller problems and low-complexity solutions
are obtained. Specifically, for the single-cell scenario we use Lagrange duality theory and Karush–Kuhn–
Tucker conditions to obtain closed-form global optimal solutions. It is revealed that the optimal resource
allocation at the BS is determined by a DU-specific parameter, named path-loss factor. This finding is then
used to obtain the optimal resource allocation for the multi-cell scenario and two iterative algorithms, with
guaranteed convergence, are proposed to solve the energy minimization problems for NOMA and OMA
transmission schemes. Next, the effectiveness of the proposed approaches are demonstrated with the help
of simulation results. It is found that the BSs can exploit the flexibilities in minimum rate requirements
and outage probability requirements, and compress the data of individual DUs before transmission in an
attempt toward reducing the total consumed energy.

INDEX TERMS Data compression, edge computing, energy minimization, non-orthogonal multiple access,
orthogonal multiple access, power allocation.

I. INTRODUCTION

THE CONTEMPORARY wireless communication
systems such as 4G, 5G and the upcoming 6G wireless

communication systems have very high requirements
for spectral efficiency and energy efficiency. To fulfill
these demands, many new technologies have been
proposed recently. Some examples of these new wireless
technologies include ultra dense networks [1], milimeter
wave communication [2], multiple input multiple output

(MIMO) [3], heterogeneous networks (HetNets) [4],
reconfigurable intelligent surfaces (RIS) [5], and visible
light communication (VLC) [6], just to name a few.
Among emerging concepts, the non-orthogonal multiple

access (NOMA) technique for multiuser communication has
received great attention from the wireless communication
research community. As the name suggests, NOMA accom-
modates multiple users in same frequency/time resource
blocks [1]. Hence, the use of NOMA helps in substantially
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improving the spectral efficiency of the communication
system. In fact, it has been proven that if there is a greater
variation in the channel gains of users, then NOMA can
outperform orthogonal multiple access (OMA) in terms of
total achievable data rate [7]. Due to its superior performance
over OMA, NOMA has also been used as the access
scheme in mobile edge computing [8], and Internet of Things
(IoT) systems [9] in addition to the wireless communication
systems.

A. RELATED WORK
The existing literature on resource allocation, which is one
of main themes in this article, for NOMA can be categorized
into two following categories: i) data rate maximizing power
allocation, ii) power (energy efficiency) minimizing (maxi-
mizing) power allocation [1], [2], [3], [4], [5], [6], [7]. The
recent research endeavors [8], [9], [10], [11], [12], [13],
[14] considered different system models while incorporating
NOMA transmissions for serving multiple users with the aim
to maximize the total data rate. A user selection and power
allocation scheme was proposed in [10] for the downlink
NOMA system. Their proposed scheme maximizes the sum
rate while guaranteeing latency constraints of users. On
the other hand, a rate maximizing scheme was proposed
in [11] while considering the individual minimum rate
requirements of the users. A weighted sum rate maximizing
power allocation scheme for two users was developed in [12]
and closed-form expressions were obtained for individual
user power allocations. While the above schemes aimed at
instantaneous sum rate maximization, in [13], [14], online
schemes for sum rate maximization over the long-term
were proposed with the help of Lyapunov optimization
techniques.
For multicarrier systems, a rate maximizing subcarrier

and power allocation scheme was proposed in [15]. The
data rate performance of NOMA system largely depends on
the variations in the channel gains among different users.
Therefore, an efficient user pairing scheme was devised
in [16] and then a power control algorithm was proposed to
maximize the data rate performance of the system. In order
to better exploit the channel variations, the authors of [17]
proposed two resource-user assignment methods to maximize
the network-wide data rate based objective function. Then, an
alternative direction method of multipliers based algorithm
was proposed for efficient power allocation among users.
In the realm of more modern physical layer technologies

such as millimeter-wave, RIS, VLC and cooperative commu-
nication, research efforts have been carried out to maximize
the rate performance of NOMA system. Specifically, for
millimeter-wave NOMA based communication, a user group-
ing scheme was proposed in [18] to maximize the achievable
sum rate while satisfying the minimum data rate constraints
of the individual users. An RIS assisted NOMA downlink
system was considered in [19], and power allocation algo-
rithm was developed to maximize the sum data rate. In [20],
the authors combined NOMA with VLC and proposed a

genetic algorithm based power allocation scheme to optimize
the sum data rate performance of the system. For cooperative
communication systems, an amplify-and-forward relay aided
NOMA scheme was investigated in [21]. Then, a joint power
allocation and relay beamforming optimization algorithm
was proposed to maximize the weighted sum rate of the
system. While the works in [18], [19], [20], [21] focused on
single-cell system models, sum rate maximization algorithm
based on alternating optimization were proposed in [22]
and [23] for the multi-cell scenario with and without RIS,
respectively. The work in [23] is extended in [24] to account
for more than two users for each cell and an individual
quality of service requirement for each BS.
As the power is an expensive resource in a communication

system, it is important to use it sparingly. In this regard, a
total transmit power minimization algorithm was proposed
in [25] for OFDM based multicarrier systems. Since user
clustering is critical in power minimization, a transmit power
minimization scheme was presented in [26], where the
objective of power minimization was achieved by efficient
power allocation and greedy user clustering scheme. A power
efficient scheme was developed in [27], where RIS was
used to introduce artificial disparity among the channel
conditions of the users for realizing better rate gains of
NOMA as compared to OMA. These schemes rely on
the availability of exact channel state information (CSI)
availability for their implementation. Since the exact CSI is
usually unavailable, power and energy efficient schemes for
NOMA system were proposed in [28] and [29], respectively,
with the consideration of imperfect CSI.
In contrast to power minimization problems, where the

objective function is the total consumed power, the energy
efficiency maximization problems also take into account
the data rate [30]. In fact, energy efficiency in wireless
communication systems in defined as the ratio between
the data rate and the total consumed power. In this
context, [31] extended the work of [28] and devised an
energy efficient power allocation scheme for NOMA system
with imperfect CSI. For light fidelity (LiFi) communication
systems, the authors of [32] proposed an energy efficient
NOMA technique for bidirectional LiFi-IoT communication
system and proved the optimal decoding orders, and derived
closed-form expressions for optimal power allocation. For
a multi-cell scenario, the work in [33] solved an energy
efficiency maximization problem.
The above works focus on optimizing the system

performance on the basis of instantaneous CSI. However,
it is not only difficult to obtain the instantaneous CSI
in a practical system but it is also very much likely
that the acquired CSI is error prone and/or outdated [34].
Thus, resulting in overall poor performance of the system.
Therefore, it is better to consider the statistical information
of the channel conditions and devise the optimization
algorithms accordingly.
In order to study the affects of the variations in the

channel state, much research effort has been devoted
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to analyze the performance of NOMA while using the
statistical information on the CSI. An outage probability
(OP) comparison between NOMA-2000 and power-domain
NOMA was presented in [35]. A full duplex cooperative
NOMA (CNOMA) scheme was proposed in [36] and the
closed-form expression for the OP was derived. The authors
of [37] studied coordinated multipoint NOMA, and derived
the analytical expressions for OP with joint transmission
NOMA and Alamouti NOMA. Since the mobile nodes
can be randomly located, it is important to account for
their locations while assessing the communication system
performance. Hence, the work [38] investigated several
interesting performance metrics, such as conditional success
probability, coverage probability, and mean local delay in
a large scale network. In a similar context, the block error
rate (BLER) for short packet downlink communication was
analyzed in [39] and closed form expression was derived for
average BLER.
Also, there are several existing research works that

consider optimizing the NOMA performance on the basis
of statistical information of CSI. For HetNets, the average
energy efficiency maximization resource allocation scheme
was proposed in [40]. In particular, an iterative algorithm
based on generalized Dinklebach algorithm was proposed
to obtain the optimal power allocation. An optimization
problem with the objective of maximizing the minimum
(Max-min) success probability of downlink users (DUs) was
formulated in [41] and was solved optimally through a
low complexity algorithm. This work was then extended
in [42] by using weighted success probability for Max-
min optimization instead of using the conventional success
probability. A novel threshold based selective CNOMA
scheme was introduced in [43], and optimal power allocation
and threshold based selection were obtained to maximize the
capacity of the network.
For cognitive NOMA systems, a throughput maximization

scheme subject to satisfying fairness among secondary users
was developed in [9]. Since the channel estimation errors
can affect the performance of massive MIMO systems,
the work [44] was dedicated to maximization of energy
efficiency while accounting for channel estimation error. To
achieve this goal they proposed two novel transformations
based on existing fractional programming framework. Due
to the channel variations among users, fairness in achieved
performance is also a critical issue in NOMA systems. In
order to improve fairness among DUs, an alpha-fair rate-
based utility maximization problem was formulated in [45]
and solved through successive convex approximation with
the assumption of imperfect CSI.
While the works [9], [35], [36], [37], [38], [39], [40],

[41], [42], [43], [44], [45] considered challenging research
problems, none of these works focused on minimizing the
energy consumption of the base station (BS). The energy
consumption is a critical issue in modern wireless networks
where majority of the energy consumption takes place at
the BS [46]. Therefore, it is of utmost importance to devise

novel schemes for minimizing BS energy consumption while
satisfying varying demands of the DUs.

B. MOTIVATION AND CONTRIBUTION
With the ever increasing processing capabilities of the mobile
devices, it is possible that the data aimed for a particular
downlink mobile device be compressed at the BS and
decompressed at the mobile device after successful reception.
Meanwhile, decompression at the mobile devices may only
be successful if the received data rate is higher than a certain
threshold.1 Hence, the compression for a particular mobile
device data at the BS must be done according to the rate
requirements of the respective mobile device. Moreover, in
addition to the minimum instantaneous data rate requirement,
the mobile devices may also demand a certain minimum
success probability for a given data rate.
Such scenario is more relevant to IoT networks where

some sensors may send their uncompressed data to fusion
center/BS and then the BS needs to forward that information
to DUs after (possibly) performing compression for reducing
its over all energy consumption. Another example scenario
is where a sensor node wants to store its sensed data
in compressed form at various remote cooperating cloud
memory providers and then the idea is to store appropriate
amount of data at these remote memory providers such
that the overall energy consumption of the sensor node
is minimized. Yet another futuristic scenario could be in
the intelligent transportation systems, where airborne drones
may collect the real-time traffic visuals and then pass it to
BSs which subsequently forwards it to driver-less vehicles
after compressing it. In this particular network, it may
not be possible to compress the video data directly at
the surveillance drones due to their battery and weight
limitations. The energy consumption at the BS(s) can be
reduced in these situations since transmission energy is an
increasing function of the transmission data rate or duration.
In this paper, we propose (low-complexity) total energy

minimization algorithms in single cell and multi-cell scenar-
ios while considering the possibility of compression at the
transmitters. For accommodating multiple DUs, we assume
power-domain NOMA transmission at the BS with perfect
and imperfect successive interference cancellation (SIC) at
the DUs. The rational for choosing NOMA is the superior
spectral efficiency of NOMA over OMA. However, due to
SIC at the DUs, the decoding complexity is generally higher
for NOMA as compared to OMA. To tackle this limitation,
we also consider the possibility of OMA transmission at the
BS. Besides, the consideration of OMA serves the purpose
of a benchmark scheme.
In summary, the main contributions of the paper are listed

as follows:

1. In this article, we assume that if the data rate transmitted to a downlink
user is higher than its minimum data rate requirement then the compression
is lossless. Hence, we assume all the desired information can be obtained at a
downlink mobile device from the received compressed data after performing
decompression at the mobile device as long as the transmission rate is
higher than the minimum required data rate [47].
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• Optimization problems are formulated for minimiz-
ing the total energy consumption through the use
of compression at the BS(s) for NOMA and OMA
transmissions in single and multi-cell scenarios while
satisfying the QoS constraints of the DUs.

• In the single cell scenario with a given compression
energy consumption, the optimal transmit powers for
individual DUs are obtained in closed-form for NOMA
and OMA transmissions with fixed allocation of trans-
mission data rates. Specifically, for NOMA transmission
with perfect SIC cancellation, the transmission power
minimization problem is converted into a linear program
and the closed-form expression for transmit powers
are obtained. Furthermore, for OMA transmission, we
use contradiction to obtain closed-form expression for
transmit powers.

• Then, the optimal compression rate for individual
DUs is obtained that minimizes the total consumed
energy at the BS. This also specifies the optimal
transmission data rate that must be transmitted to
individual DUs for NOMA and OMA transmissions.
Specifically, for a fixed compression energy consump-
tion, the optimization problems become convex, and
hence Karush-Kuhn-Tucker (KKT) conditions are used
to obtain the closed-form expressions for their global
optimal solutions.

• For NOMA transmission with imperfect SIC, we use
the insights obtained through the analysis of perfect SIC
scenario and provide closed-form near optimal solution
for DUs transmit powers.

• Finally, we extend the system model to cover the multi-
cell scenario. In particular, by using the important
observations obtained through the analysis of the single-
cell scenario we provide low complexity iterative
algorithms to solve the overall energy minimization
problem in multi-cell scenario with NOMA and OMA
transmissions. The convergence of these algorithms is
also proved theoretically.

• Simulation results are presented to demonstrate the
performance improvements brought by applying the
compression in single and multi-cell scenarios.

The rest of the paper is organized as follows. The system
model is presented in Section II. The problem formulations
is detailed in Section III. Section IV provides the solutions
of the optimization problems, and the proposed algorithms
for the single-cell scenario. The the proposed algorithms for
multi-cell scenario are presented in Section V. Simulation
results are illustrated in Section VI. Finally, the conclusions
are provided in Section VII.

II. SYSTEM MODEL
We consider a downlink system with M BSs with each
BS associated with K(m) single antenna DUs ∀ m ∈
{1, . . . ,M}. A depiction of the considered system model
is shown in Fig. 1. We assume that each of the BSs can
compress the transmission bits and the DUs can successfully

FIGURE 1. Multi-cell System model comprising of two BSs and multiple DUs.

FIGURE 2. Time allocation for OMA and NOMA transmissions.

decompress the received data if the downlink data rate is
higher than a certain threshold. We consider two types
of transmission schemes: NOMA and OMA. Specifically,
we consider power-domain NOMA, where different DUs
are multiplexed on the same frequency and time resource,
and multiplexing is achieved by assigning different transmit
powers to different DUs.2

For OMA transmission, the transmission time slot for each
BS is further divided into smaller sub-slots for transmissions
to the individual DUs as illustrated in Fig. 2(a). For NOMA,
every DU is allocated the whole time for transmission as
depicted in Fig. 2(b).

2. In the rest of this paper, for ease of exposition NOMA explicitly refers
to power-domain NOMA with SIC at the receivers.
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A. ENERGY CONSUMPTION FOR COMPRESSION
Following an approach similar to [48], [49], we model the
effect of compression on the energy consumption with the
help of compression ratio, which is defined as the ratio
between the sizes of input data to the compressor and output
data of the compressor. Assuming that βm ≥ 1 represents the
compression ratio of the m-th BS, and if Linm denotes the total
bits that are fed to the compressor within the m-th BS, then

the number of output bits will be Loutm = Linm
βm

. Moreover, the
total number of compressed bits for m-th BS are given by

Lm = Linm − Loutm = Linm − Linm
βm

. (1)

It is reasonable to assume that a higher compression ratio
will require more processing. The amount of processing can
be expressed in terms of the number of central processing
unit (CPU) cycles needed to carry out the computation
process for performing compression. The number of CPU
cycles for compressing single bit data with a compression
ratio β can be expressed as [48], [49]

C = eβε − eε, (2)

where ε depends on the compression technique. Assuming
that the energy consumed for one CPU cycle is �, the total
energy consumed for compression within the m-th BS can
then be written as [48], [49]

Ec = LinmC�. (3)

Now using the expression for C and the relationship
between Linm, βm and Lm as given in (1), we can write the
consumed energy for compression for m-th BS in terms of
compressed bits Lm as

ELmc = Linm

(
e

Linm
Linm−Lm

ε − eε
)

�. (4)

Remark 1: In our current work, we focus only on the
energy consumed at the BS. The motivation behind this
assumption is that the BS has to account for transmission
energy and compression energy for all the DUs. On the
contrary, in our system model each DU only decompresses
its own desired information. Therefore, the energy consumed
at each individual DU is much smaller than the compression
energy consumed at the BS. There are various existing works
which support this assumption. Specifically, the existing
works [50], [51], [52] observed following two facts about
the decompression energy.

• F1: Decompression energy consumption is compar-
atively much smaller than the compression energy
consumption [50, Fig. 1(a)], [51].

• F2: Decompression energy consumption is sta-
ble/constant over a wide range of compression
ratios [52, Figs. 6 and 7].

Essentially, F1 means that the decompression power con-
sumption will have negligible effect on the overall energy
consumption and F2 means that the solution approach used

in this paper is still applicable when decompression energy
is taken into account since it will appear as a constant
term in the objective function of the optimization problems.
Therefore, in order to simplify the notation we ignore the
decompression energy in the rest of the paper.

B. ENERGY CONSUMPTION FOR TRANSMISSION
In the following, we represent the k-th DU of m-th BS by
k(m). Then, the channel gain and distance between the r-th
BS and the k(m)-th DU are denoted by |hk,m,r|2 and dk,m,r,
respectively. We assume |hk,m,r|2 follows exponential distri-
bution with parameter �k,m,r, where �k,m,r = dnk,m,r and n is
the path loss exponent. Without loss of generality, we assume
�1,m,m ≥ �2,m,m · · · ≥ �K(m),m,m ∀ m ∈ {1, 2, . . . ,M}.
We consider two types of downlink transmissions, namely:
power-domain NOMA and OMA. First, we describe NOMA
transmission scheme and then we provide details of OMA
transmission scheme.

1) NOMA TRANSMISSION

For NOMA transmission the received signal at the k(m)-th
DU can be written as

yNOMAk,m =
M∑
r=1

hk,m,r

K(r)∑
j=1

√
P
Ltj,r
j,r aj,r + ωk,m, (5)

where P
Ltj,r
j,r is the power allocated to j(r)-th DU as a function

of bits transmitted to j(r)-th DU which are denoted by Ltj,r,
aj,r is the symbol destined for j(r)-th DU and ωk,m is the
additive white Gaussian noise at the k(m)-th DU with zero
mean and variance σ 2

k,m. Moreover, we assume that all the
DUs employ SIC for decoding, where a DU at the higher
decoding order decodes the information of all the DUs with
lower decoding order and subsequently subtracts it from the
received signal to mitigate the interference caused by all the
lower decoding order DUs. Hence, all the receivers employ a
specific decoding order and χm(j) denotes the decoding order
of the j(m)-th DU during the SIC. We denote Rχm(k)

χm(l) to be
the data rate for user χm(k) for decoding user χm(l)’s signal
with l(m) ≤ k(m). According to the principal of perfect3

SIC, we can write Rχm(k)
χm(l) as shown in (6) at the bottom of

next page.
Based on the above assumptions, we provide the following

lemma regarding the OP, P
χm(k),Lt

χm(k),m
out , of the χm(k)-th DU.

Lemma 1: The OP P
χm(k),Lt

χm(k),m
out is given by (7) shown

at the bottom of next page.
Proof: First, we note that the PDF of |hχm(k),m,r|2 is

given as f|hχm(k),m,r|2(x) = �χm(k),m,re−�χm(k),m,rx and the cor-
responding complementary cumulative distribution function
(CCDF) is given as Pr(|hχm(k),m,r|2 ≥ x) = e−�χm(k),m,rx.
Second, we note that the SINR corresponding to the signal
of χm(l)-th DU at the χm(k)-th DU, with SIC decoding, is
given as (8) at the bottom of next page. Then, the event

3. The case of imperfect SIC is considered in Section IV-B.
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Rχm(k)
χm(l) ≥ Ltχm(l),m can be simplified as (9) shown at the

bottom of the page.
Third, we note that in SIC decoding the χm(k)-th DU

needs to decode all the χm(l) DUs with χm(l) ≤ χm(k)
to successfully decode its own information. Therefore,
the success probability for the χ(k)-th DU, Pr(Rχ(k)

χ(1) ≥
Ltχ(1), . . . ,R

χ(k)
χ(k) ≥ Ltχ(k)), is given as (10) shown at the

bottom of the page. It is well know that if a random variable x
has CCDF Fx(x), then the probability Pr(∩i∈{1,...,K}x ≥ ci) =
Fx(maxi∈{1,...,K} ci), where ci’s are constants. Using this fact
and the CCDF of |hχm(k),m,m|2, we can further simplify the
success probability for DU χx(k) as shown in (11) at the
bottom of the page.
Finally using the definition of probability for com-

plementary events, we arrive at the result presented in
equation (7).

Note that the OP in (7) for the SIC reception can only be
smaller than 1 if we have

P
Lt

χm(l),m
χm(l),m −

(
2L

t
χm(l),m − 1

) K∑
j=l+1

P
Lt

χm(j),m

χm(j),m > 0.

2) OMA TRANSMISSION

For OMA transmission, each of the BS divides the whole
transmission time slot into K(m) sub-slots and the received
signal at the k(m)-th DU during k-th sub-slot is given as

yOMAk = hk,m,m

√
P
Ltk,m
k,m ak,m +

M∑
r=,r �=m

hk,m,r

K(r)∑
j=1

√
P
Ltj,r
j,r âj,r

+ ωk,m, (12)

where âj,r = 0 if time allocation for j(r)-th DU does not
coincide with the time allocation for k(m)-th DU, else âj,r =
aj,r. Then, assuming that the k-th sub-slot has a duration
of ttk seconds the transmitted bits to the k-th DU can be
written as

ROMAk,m = ttk,m log2

⎛
⎝1 + |hk,m,m|2PL

t
k,m
k,m

uk,m + σ 2
k,m

⎞
⎠, (13)

where

uk,m =
M∑

r=1,r �=m
|hk,m,r|2

K(r)∑
j=1

P
Ltj,r
j,r |âj,r|2.

The OP can then be written as

P
k,Ltk
out = Pr(ROMAk ≤ Ltk). (14)

Remark 2: Although the transmission circuitry also con-
sumes energy, this energy is static [53], [54] and appears
as a constant summation term in the objective function of
the optimization problems considered in this paper. Hence,
it does not affect the solution of the optimization problems.
Therefore, we do not consider this static energy in an attempt
to simplify the notation.

III. OPTIMIZATION PROBLEMS FORMULATION
In this section, we formulate the optimization problems.
The objective of the proposed optimization problems is to
minimize the total energy consumption while guaranteeing
the QoS constraints for the DUs. First, we write the
optimization problem for NOMA, then we present the
optimization problem for OMA.

Rχm(k)
χm(l) = log2

⎛
⎜⎝1 + |hχm(k),m,m|2PL

t
χm(l),m

χm(l),m

|hχm(k),m,m|2 ∑K(m)
j=l+1 P

Lt
χm(j),m

χm(j),m + |hχm(k),m,r|2 ∑K(r)
j=1 P

Lt
χr(j),r

χr(j),r
+ σ 2

χm(k),m

⎞
⎟⎠. (6)

P
χ(k),Lt

χ(k)
out = 1 − e

− maxi=1···k
σ2
χ(k)�χ(k)(2

Lt
χ(i)−1)

P
Lt
χ(i)

χ(i) −(2
Lt
χ(i)−1)

∑K
j=i+1 P

Lt
χ(j)

χ(j) . (7)

SINRχm(k)
χm(l) = |hχm(k),m,m|2PL

t
χm(l),m

χm(l),m

|hχm(k),m,m|2 ∑K(m)
j=l+1 P

Lt
χm(j),m

χm(j),m + |hχm(k),m,r|2 ∑K(r)
j=1 P

Lt
χr(j),r

χr(j),r
+ σ 2

χm(k),m

, (8)

Rχm(k)
χm(l) ≥ Ltχm(l),m ⇒ |hχm(k),m,m|2 ≥

(
|hχm(k),m,r|2 ∑K(r)

j=1 P
Lt

χr(j),r

χr(j),r
+ σ 2

χm(k),m

)(
2L

t
χm(l),m − 1

)
P
Lt

χm(l),m
χm(l),m −

(
2L

t
χ(i) − 1

)∑K(m)
j=i+1 P

Lt
χm(j),m

χm(j),m

. (9)

Pr

⎛
⎜⎜⎝ ⋂
l∈{1,··· ,k}

|hχm(k),m,m|2 ≥

(
|hχm(k),m,r|2 ∑K(r)

j=1 P
Lt

χr(j),r

χr(j),r
+ σ 2

χm(k),m

)(
2L

t
χm(l),m − 1

)
P
Lt

χm(l),m
χm(l),m −

(
2L

t
χm(l),m − 1

)∑K
j=l+1 P

Lt
χm(j),m

χm(j),m

⎞
⎟⎟⎠. (10)

Pr
(
Rχ(k)

χ(1) ≥ Ltχ(1), . . . ,R
χ(k)
χ(k) ≥ Ltχ(k)

)
= e

− maxi=1···k

⎛
⎝|hχm(k),m,r |2

∑K(r)
j=1 P

Lt
χr(j),r

χr(j),r
+σ2

χm(k),m

⎞
⎠(2

Lt
χm(l),m−1

)

P
Lt
χm(l),m

χm(l),m −
(

2
Lt
χm(l),m−1

)∑K
j=l+1 P

Lt
χm(j),m

χm(j),m
. (11)
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A. OPTIMIZATION PROBLEM FOR NOMA
Mathematically, the optimization problem for NOMA down-
link scenario can be written as follows:

P1 : min
M∑
m=1

ELm
c + tt

M∑
m=1

K(m)∑
k=1

P
Lt

χm(k),m
χm(k),m (15)

s.t. 0 ≤ P
Ltχmk,m
χm(k),m, (16)

	
Lt

χm(k),m
χm(k),m

K∑
j=k+1

P
Lt

χm(j),m

χm(j),m < P
Lt

χm(k),m
χm(k),m, (17)

P
χm(k),Lt

χm(k),m
out ≤ θχm(k), (18)

Lmin ≤ Ltχm(k),m, (19)

χm ∈ �, (20)
K(m)∑
k=1

Lχm(k),m − Ltχm(k),m ≤ L m, (21)

Lχm(k),m − Ltχm(k),m ≥ 0, (22)

where � is the set of all possible decoding orders, Lχm(k),m

is the number of bits for DU χm(k), Ltχm(k),m = Lχm(k),m −
Lcχm(k),m, 	

Lt
χm(k),m

χm(k),m = 2L
t
χm(k),m − 1 and Lmin is the minimum

rate requirement of user χm(k).
In P1, the objective is the sum of compression energy

and the transmission energy. The compression energy is
dependent on the amount of compression performed, which
is indicated by L m. The transmission energy is dependent on
the transmission bits which are indicated by Ltχm(k),m,∀k ∈
{1, . . . ,K}. The constraints (16) represent the non-negativity
of consumed powers during transmission phases. The SIC
based decoding constraint is represented by (17). The QoS
requirement on the OP for individual DUs is represented

by (18), where P
χm(k),Lt

χm(k),m
out denotes the OP for DU χm(k)

at transmission data rate Ltχm(k),m. The constraint on the
minimum number of transmitted bits for DU χm(k) is
represented by (19). The decoding order constraint is given
by (20). The constraint (21) ensures that the total number
of compressed bits, L m, should be greater than the sum of
compressed bits of individual DUs. Finally, (22) guarantees
that the transmitted bits are smaller than the maximum
transmitted bits budget in a time slot.
The optimization problem P1 is a non-convex optimization

problem and is difficult to solve. The non-convexity arise due
to the decoding order constraint of the problem. Although
P1 is difficult to solve, an efficient solution for problem P1
will be presented in Section IV-A for single-cell scenario
and in Section V-A for multi-cell scenario.

B. OPTIMIZATION PROBLEM FOR OMA
The optimization problem for OMA downlink scenario can
be written as follows:

P2 : min
M∑
m=1

ELm
c +

M∑
m=1

K(m)∑
k=1

ttk,mP
Ltk,m
k,m (23)

s.t. 0 ≤ P
Ltk,m
k,m , (24)

P
k(m),Ltk,m
out ≤ θk,m, (25)

Lmin ≤ Ltk,m, (26)
K(m)∑
k=1

Lk,m − Ltk,m ≤ L m, (27)

Lk,m − Ltk,m ≥ 0, (28)

0 ≤ ttk,m, (29)
K(m)∑
k=1

ttk,m ≤ tt, (30)

where ttk,m is the transmission time allocated for k(m)-th DU.
In P2, the objective function is different from P1 in the

sense of transmission energy. For OMA, we have orthog-
onal time allocations and therefore the total transmission
energy is the product of DUs time allocations and power
allocations. The constraint (24) guarantee the non-negativity
of transmit powers. The constraints on the OPs of DUs are
enforced by (25). The constraint on the minimum number
of transmitted bits for user k(m) is represented by (26). The
constraint (27) ensures that the total number of compressed
bits, L m, are greater than the sum of compressed bits
of individual DUs. The constraint (28) guarantees that the
transmitted bits are smaller than the maximum transmitted
bits budget in a time slot. The constraints on the time
allocations are given by (29) and (30).
It is clear that P2 is non-convex. The non-convexity arises

due to the products of optimization variables in the objective
function. Although, exhaustive search can be employed to
obtain the solution of P2, the computational complexity of
such an approach is very high. Although P2 is difficult to
solve, an efficient solution for problem P2 will be presented
in Section IV-C for single-cell scenario and in Section V-B
for the multi-cell scenario.

IV. PROPOSED SOLUTION FOR OVERALL ENERGY
CONSUMPTION MINIMIZATION IN SINGLE CELL
SCENARIO
In order to solve the above optimization problems eventually
for multi-cell scenario, first we study the single-cell scenario
in this section. Then, we use the obtained insights to
devise efficient algorithms for solving the complete multi-
cell problem in Section V.

In this section, in order to simplify the notation, we drop
the subscript m from all notations. Also, a comprehensive
list of the system parameters used in the single-cell scenario
is provided in Table 1. In the following, first we present
globally optimal solutions for P1, and P2 for fixed value
of L . Then, we use linear search over L for finding the
optimal value of L . Note that the linear search for L should
be performed over [0,

∑K
k=1 Lk−Lmin]. This is due to the fact

that the minimum transmission rate for the k-th DU must be
greater than Lmin according to the QoS constraint. For ease
of exposition, this section is divided into four subsections.
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TABLE 1. Summary of notations used for single-cell scenario.

Sections IV-A and IV-B discuss the solution methodology for
problems P1 with perfect SIC, imperfect SIC, respectively
while Section IV-C discusses the solution approach for P2.
Finally, Section IV-D summarizes the proposed optimization
algorithms.

A. SOLVING P1 FOR FIXED VALUE OF L
For a fixed feasible value of L = L, we use the following
steps for finding the optimal solution of problem P1:

• S1: First, solve for feasible set of transmission rates,
Ltχ(k), and obtain the closed-form expressions for
optimal transmit powers.

• S2: Then, solve the optimization problem based on the
closed-form expressions obtained in step S1 under the
transmission rate constraints.

1) SOLVING P1 FOR A FIXED FEASIBLE SET OF
TRANSMISSION RATES

For a fixed feasible set of transmission rates with a given
L = L, the problem P1 can be written as

P3 : min

χ,P
Lt
χ(k)

χ(k)

K∑
k=1

P
Lt

χ(k)
χ(k) (31)

s.t. 0 ≤ P
Lt

χ(k)
χ(k) , (32)

	
Lt

χ(k)
χ(k)

K∑
j=k+1

P
Lt

χ(j)

χ(j) < P
Lt

χ(k)
χ(k) , (33)

P
χ(k),Lt

χ(k)
out ≤ θχ(k), (34)

χ ∈ �. (35)

The main difficulty in solving P3 lies in the decoding order
constraint. With the help of Lemma 1, the OP constraint can
be reformulated as follows:

min
i=1,...,k

P
Lt

χ(i)
χ(i) − (2L

t
χ(i) − 1)

∑K
j=i+1 P

Lt
χ(j)

χ(j)

2L
t
χ(i) − 1

≥ �χ(k)σ
2
χ(k)

log
(

1
1−θχ(k)

) . (36)

Before proceeding further, we provide following lemma
which facilitates the later derivations.
Lemma 2: Assuming s

Lt
χ(i)

χ(i) = P
Lt

χ(i)
χ(i) − (2L

t
χ(i) − 1)∑K

j=i+1 P
Lt

χ(j)

χ(j) for i ∈ {1, . . . ,K}. We have the following

relationships between s
Lt

χ(i)
χ(i) and P

Lt
χ(i)

χ(i) .

P
Lt

χ(i)
χ(i) = s

Lt
χ(i)

χ(i) + (2L
t
χ(i) − 1)

K∑
j=i+1

j−1∏
k=i+1

2L
t
χ(k)s

Lt
χ(j)

χ(j) , (37)

and
K∑
k=1

P
Lt

χ(k)
χ(k) =

K∑
k=1

ζ
Lt

χ(k)
χ(k) s

Lt
χ(k)

χ(k) , (38)

where

ζ
Lt

χ(k)
χ(k) =

{
1, χ(k) = 1∏k−1

i=1 2L
t
χ(i) , χ(k) = 2, . . . ,K.

(39)

Proof: From the definition of s
Lt

χ(k)
χ(k) , we can write

P
Lt

χ(i)
χ(i) = s

Lt
χ(i)

χ(i) + (2L
t
χ(i) − 1)

K∑
j=i+1

P
Lt

χ(j)

χ(j) . (40)

Also, from (40) we can derive the following relation for∑K
k=i+1 P

Lt
χ(k)

χ(k)

K∑
k=i+1

P
Lt

χ(k)
χ(k) = s

Lt
χ(i+1)

χ(i+1) + 2L
t
χ(i+1)

K∑
k=i+2

P
Lt

χ(k)
χ(k) , (41)

= s
Lt

χ(i+1)

χ(i+1) +
K∑

k=i+2

k−1∏
j=i+1

2L
t
χ(j)s

Lt
χ(k)

χ(k) . (42)

Next, using the definition of ζ
Lt

χ(k)
χ(k) provided in (39), we

can write (42) as

K∑
k=1

P
Lt

χ(k)
χ(k) =

K∑
k=1

ζ
Lt

χ(k)
χ(k) s

Lt
χ(k)

χ(k) . (43)

This completes the proof.
Then, using the result of Lemma 2 and (36), we can

reformulate P3 into following equivalent form

P3 − Eq : min

χ,s
Lt
χ(k)

χ(k)

K∑
k=1

ζ
Lt

χ(k)
χ(k) s

Lt
χ(k)

χ(k) (44)
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s.t. 0 < s
Lt

χ(k)
χ(k) , (45)

χ ∈ �, (46)

δχ(k) ≤ min
i=1,...,k

s
Lt

χ(i)
χ(i)

2L
t
χ(i) − 1

, (47)

where δχ(k) = �χ(k)σ
2
χ(k)

log( 1
1−θχ(k)

)
is termed as the path loss factor

(PLF) for k-th DU in the rest of the paper. Still the decoding
order constraint causes difficulty in finding the solution for
problem P3-Eq. To circumvent this issue, the following
lemma provides the optimal decoding order for P3-Eq.
Lemma 3: The optimal decoding order, denoted by χ∗,

for problem P3-Eq has the following property.

δχ∗(1) > δχ∗(2) > · · · > δχ∗(K). (48)

Proof: First, we define κ such that

s
Lt

χ(κ)

χ(κ)

2L
t
χ(κ) − 1

= min
i∈{1,2,...,k}

s
Lt

χ(k)
χ(k)

2L
t
χ(k) − 1

. (49)

With the help of (49), the outage constraints for user k and
k + 1 can be written as

s
Lt

χ(κ)

χ(κ)

2L
t
χ(κ) − 1

≥ δχ(k), (50)

min

⎧⎪⎨
⎪⎩

s
Lt

χ(κ)

χ(κ)

2L
t
χ(κ) − 1

,
s
Lt

χ(k+1)

χ(k+1)

2L
t
χ(k+1) − 1

⎫⎪⎬
⎪⎭ ≥ δχ(k+1). (51)

It is clear from (50), (51) that if δχ(k) ≤ δχ(k+1), then by
using another decoding order χ ′, where χ ′ is defined such
that

χ ′(1) = χ(1), . . . , χ ′(k − 1) = χ(k − 1),

χ ′(k) = χ(k + 1), χ ′(k + 1) = χ(k),

χ ′(k + 2) = χ(k + 2), . . . , χ ′(K) = χ(K), (52)

the value of
s
Lt
χ(κ)

χ(κ)

2
Lt
χ(κ)−1

will remain same however
s
Lt
χ(k+1)

χ(k+1)

2
Lt
χ(k+1)−1

is non-increasing. Hence, by using the decoding order χ ′
instead of χ will either decrease the objective function of
P3-Eq or will keep it equal to the objective function achieved
by χ . This procedure can be repeated until (48) is valid.
Therefore, by successively exchanging the decoding order
of adjacent users until (48) is valid will result in reduction
of the objective function. This completes the proof.

The main insight behind this ordering is that the relatively
worse DUs should be decoded first with the minimum pos-
sible power allocated for their corresponding transmissions.
This results in smaller power needed for transmitting to the
relatively better DUs which should be decoded later, since
the power allocated to the DUs which are decoded first must
be greater than the powers allocated to the DUs decoded
later. Thus, resulting in overall reduction of the total transmit
power.

For ease of notation, in the rest of this section, without
loss of generality, we assume that χ∗(1) = 1, χ∗(2) =
2, . . . , χ∗(K) = K. This means, in the rest of this section,
δk’s are sorted as

δ1 > δ2 > · · · > δK . (53)

With the help of Lemma 3 and assumption (53), the
optimization problem P3-Eq can be simplified as

P3 − Eq − Sim : min
s
Ltk
k

K∑
k=1

ζ
Ltk
k s

Ltk
k (54)

s.t. 0 < s
Ltk
k , (55)

δk ≤ min
i=1,...,k

s
Lti
i

2L
t
i − 1

. (56)

Then, the following lemma provides the optimal transmit
powers for P3-Eq-Sim.
Lemma 4: The optimal transmit power for k ∈

{1, 2, . . . ,K}-th user is given as

P
Ltk∗
k = (2L

t
k − 1)

⎛
⎝δk +

K∑
i=k+1

(2L
t
i − 1)δi2

∑i−1
j=k+1 L

t
j

⎞
⎠. (57)

Proof: With the help of induction, it can be easily shown
that the constraint (56) is equivalent to

s
Ltk
k

2L
t
k − 1

≥ δk, (58)

s
Ltk
k

2L
t
k − 1

≥ δk+1, (59)

...

s
Ltk
k

2L
t
k − 1

≥ δK . (60)

Using (52), we can further simplify (58)-(60) as

s
Ltk
k ≥ δk(2

Ltk − 1). (61)

It is clear that the objective function of P3-Eq-Sim is

increasing with s
Ltk
k . Thus, the optimal value of s

Ltk
k is given

by the lower bound provided in (61). Then, using the rela-

tionship between s
Ltk
k and P

Ltk
k and after some mathematical

manipulations, we can arrive at the result provided in (57).

2) SOLVING P1 OVER TRANSMISSION RATE
CONSTRAINTS

By using the results of Section IV-A1, the optimization
problem P1 for a given value of L = L can be simplified as
P3-Sim:

min
Ltk

K∑
k=1

(
2L

t
k − 1

)⎛⎝δk +
K∑

i=k+1

(
2L

t
i − 1

)
δi2

∑i−1
j=k+1 L

t
j

⎞
⎠(62)
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s.t. Lmin ≤ Ltk, (63)
K∑
k=1

Lk − Ltk ≤ L, (64)

Lk − Ltk ≥ 0. (65)

We have following theorem for problem P3-Sim.
Theorem 1: The problem P3-Sim has following

properties.

• A1: P3-Sim is a convex optimization problem.
• A2: If for k̂-th DU both the constraints (63) and (65)
are inactive, then for (k̂+ 1)-th DU, the constraint (63)
is inactive and constraint (65) is active. Furthermore,
for (k̂ − 1)-th DU the constraint (63) must be active
and the constraint (65) must be inactive.

• A3: If A denote the set of DUs for which both
constraints (63) and (65) are inactive simultaneously,
then |A | ≤ 1, where |A | denotes the cardinality of A .

Proof: First, we observe that all the constraints are
linear. Moreover, through the vector composition rules stated
in [55, p. 86], it can be shown that the objective function is a
non-negative weighted sum of convex functions. Therefore,
property A1 is proved.
Since P3-Sim is a convex optimization problem, we

can use the KKT conditions to obtain its solution. The
Lagrangian of P3-Sim can be written as

G(λk, νk, ρ,Ltk) =
K∑
k=1

λk(L
min
k − Ltk) +

K∑
k=1

νk(L
t
k − Lk)

+
K∑
k=1

(2L
t
k − 1)(δk +

K∑
i=k+1

(2L
t
i − 1)δi2

∑i−1
j=k+1 L

t
j )

+ ρ(

K∑
k=1

Lk − Ltk − L). (66)

In (66), we assume λk to be the dual variable associated
with the k-th user minimum rate constraint, νk to be the dual
variable associated with k-th constraint in (65), and ρ to be
the dual variable associated with constraint (64). Then, KKT
optimality conditions can be written as

∂G(λ∗
k , ν

∗
k , ρ

∗,Lt∗k )

∂Ltk
= 0, (67)

λ∗
k

(
Lmin − Lt∗k

)
= 0, (68)

ν∗
k

(
Lt∗k − Lk

) = 0 (69)

ρ∗
(

K∑
k=1

Lk − Lt∗k − L

)
= 0 (70)

λ∗
k ≥ 0, ν∗

k ≥ 0, ρ∗ ≥ 0. (71)

After taking the derivative of the Lagrangian G(λk, νk, ρ,Ltk)
with respect to Ltk and equating it to zero, we can write

ρ∗ = 2
∑k

i=1 L
t∗
i δk +

K∑
j=k+1

2
∑j−1

i=1 L
t∗
i δj(2

Lt∗j − 1) − λ∗
k + ν∗

k .

(72)

For ρ∗ there are two possibilities: either ρ∗ = 0 or ρ∗ > 0.
We consider these possibilities in the following.
Case i): If ρ∗ = 0, then it is clear that all the

λk’s are positive. Now using the complementary slackness
conditions (68), it can be easily shown that all the minimum
rate constraints must be active. Therefore, there is no such
DU for which both the constraints (63) and (65) are inactive.
Hence, property A2 does not apply for this particular case.
Moreover, for this particular case |A | = 0. Thus, property
A3 is also proved for this special case.
Case ii): If ρ∗ > 0, then after some mathematical

manipulations, we can arrange the equations (72) as follows:

2
∑k

i=1 L
t
i (δk − δk+1) = λ∗

k − ν∗
k − (λ∗

k+1 − ν∗
k+1). (73)

Now using the fact that δk > δk+1, we conclude that

λ∗
k − ν∗

k > λ∗
k+1 − ν∗

k+1, (74)

is true for all k ∈ {1, . . . ,K − 1}. Assume that for k̂-
th user both constraints (63) and (65) are inactive. Then,
due to complementary slackness conditions both λ∗

k̂
and ν∗

k̂
must be zero. Therefore, (74) can be true only if λ∗

k̂+1
<

ν∗
k̂+1

. However, if ν∗
k̂+1

is positive, then constraint (65)

for (k̂ + 1)-th user must be active. This also leads to the
conclusion that (k̂ + 1)-th constraint in (63) is inactive. This
proves the first part stated in property A2.
Now we consider the second statement made in prop-

erty A2. From (74) and the fact that λ∗
k̂

= ν∗
k̂

= 0, we can
also find that

λ∗
k̂−1

− ν∗
k̂−1

> 0. (75)

Then, using the non-negativity of ν∗
k̂−1

, we can show
that (75) is only possible if λ∗

k̂−1
> 0. Thus, using this fact

and complementary slackness condition, we conclude that
(k̂ − 1)-th constraint in (63) must be active and (k̂ − 1)-
th constraint in (65) must be inactive. Thus, the second
statement made in property A2 is also proved.
We use contradiction to prove A3. Suppose k̂ and k̃

with k̂ < k̃ are the indices of two DUs for which both
constraints (63) and (65) are inactive. Then, according to
property A2, we must have λ∗

k̂
= ν∗

k̂
= λ∗

k̂
− ν∗

k̂
= 0 and

λ∗
k̃

= ν∗
k̃

= λ∗
k̃
− ν∗

k̃
= 0. However, this condition contradicts

with (74) and its following extension

λ∗
1 − ν∗

1 > λ∗
2 − ν∗

2 > · · · > λ∗
K − ν∗

K . (76)

Hence, there can only be one DU for which both con-
straints (63), (65) are inactive, simultaneously. This proves
the property A3 for the case when ρ∗ > 0. The proof of the
theorem is thus complete.
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B. EXTENSION TO IMPERFECT SIC SCENARIO
In order to model the imperfections of the SIC, we have
used SIC imperfection factor κ [56]. With such a modeling
of the SIC imperfections, the total noise contribution owing
to the imperfect SIC at the k-th DU for decoding the l-th
DU signal is given as

κ|hk|2
l−1∑
z=1

P
Ltz
z . (77)

A more detailed discussion about the SIC imperfection factor
can be found in [56], [57], [58] and references therein.
Hence, the SINR for decoding the l-th DU’s signal at the
k-th DU is given as

SINRkl = |hk|2PL
t
l
l

|hk|2 ∑K
j=l+1 P

Ltj
j + κ|hk|2 ∑l−1

z=1 P
Ltz
z + σ 2

k

. (78)

Then, for fixed values of L , and Ltk along with the decoding
order chosen as suggested in Section IV-A the transmission
power minimization problem in the presence of imperfect
SIC is given as

mini
P
Ltk
k

K∑
k=1

P
Ltk
k

s.t P
Ltk
k ≥ 0,

min
i=1,...,k

P
Lti
i −

(
2L

t
i − 1

)(
κ
∑i−1

z=1 P
Ltz
z + ∑K

j=i+1 P
Ltj
j

)
2L

t
i − 1

≥ δk.

After some manipulations,4 it can be shown that the
optimal solution of P-SIC-Imp must satisfy the following
set of linear equations

P
Ltk∗
k −

(
2L

t
k−1

)⎛⎝κ

k−1∑
j=1

P
Ltj∗
j +

K∑
i=k+1

P
Lti∗
i

⎞
⎠ =

(
2L

t
k − 1

)
δk.

(79)

Note that (79) can be written in matrix form as

∇p∗ = x, (80)

where p = [P
Lt1
1 , . . . ,P

LtK
k ]T , x = [(2L

t
1 − 1)δ1, . . . , (2L

t
K −

1)δK]T . Moreover, (i, i)-th element of ∇ is 1, (i, j)-th element
is −(2L

t
i −1), ∀ j > i, and (i, k)-th element is −κ(2L

t
i − 1),

∀ k < i. Hence, the closed-form solution for P-SIC-Imp is
given as

p∗ = ∇−1x. (81)

It is difficult to theoretically analyze the affects of
choosing the values of Ltk. However, in the simulation results
section, we illustrate the difference in transmission energy
consumption when Ltk are chosen randomly and according

4. Specifically, noting that δ1 > δ2 > · · · > δK and that the second
constraint in P-SIC-Imp must be met with equality in optimal solution.

to the PLFs of the DUs as suggested in Section IV-A.
In particular, it is shown that choosing Ltk according
to the PLFs of the DUs results in smaller transmission
energy consumption and subsequently smaller overall energy
consumption.

C. SOLVING P2 FOR FIXED VALUE OF L
For a fixed feasible value of L = L, problem P2 can be
written as follows:
P4:

min
P
Ltk
k ,Ltk,t

t
k

K∑
k=1

ttkP
Ltk
k (82)

s.t. 0 ≤ P
Ltk
k , (83)

P
k,Ltk
out ≤ θk, (84)

Lmin ≤ Ltk, (85)
K∑
k=1

Lk − Ltk ≤ L (86)

Lk − Ltk ≥ 0, (87)

0 < ttk, (88)
K∑
k=1

ttk ≤ tt (89)

We have following lemma for P4.
Lemma 5: The following optimization problem is equiv-

alent to P4.
P5:

min
Ltk,t

t
k

K∑
k=1

δkt
t
k

(
2
Ltk
ttk − 1

)
(90)

s.t.
K∑
k=1

ttk ≤ tt, (91)

0 < ttk, (92)

Lmin ≤ Ltk, (93)
K∑
k=1

Lk − Ltk ≤ L, (94)

Lk − Ltk ≥ 0. (95)

Proof: For exponentially distributed channel gains with

parameter �k, the OP P
k,Ltk
out can be written as

P
k,Ltk
out = 1 − e

− σ2
k �k

P
Ltk
k

⎛
⎜⎝2

Ltk
ttk −1

⎞
⎟⎠
. (96)

Hence, the constraint on the OP can be equivalently written
as

σ 2
k �k

ln
(

1
1−θk

)
(

2
Ltk
ttk − 1

)
≤ P

Ltk
k . (97)
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Since, the objective function of P4 is increasing with P
Ltk
k ,

we must chose the smallest feasible value of P
Ltk
k . Then, after

putting

P
Ltk
k = σ 2

k �k

ln
(

1
1−θk

)
(

2
Ltk
tk − 1

)
, (98)

we obtain (90). The proof is completed.
It is straightforward to show that P5 is a convex

optimization problem. Hence, we can use off-the-shelf
optimization tools, such as CVX, to solve P5. However,
in the following we use KKT conditions to solve P5 to
gain insight into the optimal solution, which can reduce the
complexity of the algorithm for solving the optimization
problem.
We have following theorem about the optimal solution

for P5.
Theorem 2: The optimal solution of P5 has following

properties.

• A4: Constraint (91) is always active.
• A5: If A denote the set of DUs for which both
constraints (93) and (95) are inactive simultaneously,
then |A | ≤ 1, where |A | denotes the cardinality of A .

• A6: If for k̂-th DU both the constraints (93) and (95)
are inactive, then for (k̂+ 1)-th DU, the constraint (93)
is inactive and constraint (95) is active. Furthermore,
for (k̂ − 1)-th DU the constraint (93) must be active
and the constraint (95) must be inactive.

Proof: The partial Lagrangian5 for P5 can be written as
follows.

L(α, γ, φ,ϒ,Ltk) =
K∑
k=1

δkt
t
k

(
2
Ltk
ttk − 1

)
+ α(

K∑
k=1

ttk − tt)

+
K∑
k=1

γk(L
min
k − Lt∗k ) + φ(

K∑
k=1

Lk − Ltk − L)

+
K∑
k=1

ϒk
(
Ltk − Lk

)
, (99)

where α ≥ 0, γk ≥ 0, φ ≥ 0, ϒk are dual variables for
constraints (91), (93), (94) and (95), respectively. Then, the
corresponding KKT conditions can be formulated as

α∗
(

K∑
k=1

tt∗k − tt

)
= 0, (100)

γ ∗
k (Lmin − Lt∗k ) = 0, ∀k ∈ {1, 2, . . . ,K}, (101)

φ∗
(

K∑
k=1

Lk − Lt∗k − L

)
= 0, (102)

ϒ∗
k

(
Lt∗k − Lk

) = 0, ∀k ∈ {1, 2, . . . ,K}, (103)

5. Note that we have ignored the terms due to the constraints tk ≥ 0
since these constraints are always inactive and hence the corresponding
dual variables will be zero.

δk

⎛
⎜⎜⎝2

Lt∗k
tt∗k − Lt∗k ln(2)2

Lt∗k
tt∗k

tt∗k
− 1

⎞
⎟⎟⎠ + α∗ = 0,

∀k ∈ {1, 2, . . . ,K}, (104)

−δk ln(2)2
Lt∗k
tt∗k + γ ∗

k − ϒ∗
k + φ∗ = 0,

∀k ∈ {1, 2, . . . ,K}, (105)

α∗ ≥ 0, γ ∗
k ≥ 0, φ∗ ≥ 0, ϒ∗

k ≥ 0. (106)

Note that f (x) = 2x(1 − x ln(2)) is a decreasing function of
x with limx→0 f (x) = 1. Hence, it can be easily deduced

from (104) that α∗ > 0 since 2
Lt∗k
tt∗k (1 − Lt∗k

tt∗k
ln(2)) < 1 for

all finite tt∗k ≥ 0. Therefore, according to complementary
slackness condition in (100), we must have

K∑
k=1

tt∗k − tt = 0. (107)

Thus, property A4 is proved.
Next, we prove property A5 with the help of contradiction.

For any two distinct DUs, i, j ∈ {1, 2, . . . ,K}, we can obtain
following relations from (104)

α∗ = δi

(
1 − 2

Lt∗i
tt∗i
(

1 − Lt∗i
tt∗i

ln(2)

))
, (108)

α∗ = δj

⎛
⎝1 − 2

Lt∗j
tt∗j

(
1 − Lt∗j

tt∗j
ln(2)

)⎞⎠. (109)

From (108), (109) and using the fact that f (x) is a decreasing

function, we can show that if δi > δj then
Lt∗j
tt∗j

>
Lt∗i
tt∗i
. By

equating (108), (109), we get

δi

δj
=

1 − 2

Lt∗j
tt∗j
(

1 − Lt∗j
tt∗j

ln(2)

)

1 − 2
Lt∗i
tt∗i
(

1 − Lt∗i
tt∗i

ln(2)
) . (110)

On the other hand, (105) can be rearranged in the following
form for DUs i and j

φ = δi ln(2)2
Lt∗i
tt∗i − γ ∗

i + ϒ∗
i , (111)

φ = δj ln(2)2

Lt∗j
tt∗j − γ ∗

j + ϒ∗
j . (112)

From (111), (112), we get

δi2
Lt∗i
tt∗i − δj2

Lt∗j
tt∗j =

(
γ ∗
i − ϒ∗

i

) −
(
γ ∗
j − ϒ∗

j

)
ln(2)

. (113)
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If we assume that γ ∗
i − ϒ∗

i = γ ∗
j − ϒ∗

j , then according
to (110) and (113) we must have

1 − 2

Lt∗j
tt∗j
(

1 − Lt∗j
tt∗j

ln(2)

)

1 − 2
Lt∗i
tt∗i
(

1 − Lt∗i
tt∗i

ln(2)
) = 2

Lt∗j
tt∗j

2
Lt∗i
tt∗i

. (114)

We can rearrange (114) as follows:

2
− Lt∗j

tt∗j + Lt∗j
tt∗j

ln(2) = 2
− Lt∗i

tt∗i + Lt∗i
tt∗i

ln(2). (115)

However, (115) cannot be true because g(x) = 2−x + x ln(2)

is an increasing function of x. Therefore, we conclude that
γ ∗
i − ϒ∗

i and γ ∗
j − ϒ∗

j have distinct values. That is

γ ∗
i − ϒ∗

i �= γ ∗
j − ϒ∗

j , i, j ∈ {1, . . . ,K}, i �= j. (116)

This means that at most one γ ∗
k − ϒ∗

k can be zero. Also,
using the fact that γ ∗

k , ϒ∗
k ≥ 0,∀k ∈ {1, 2, . . . ,K} and

the complementary slackness conditions (101), (103), we
conclude that there can be only one DU for which both
constraints (93), (95) can be inactive simultaneously. This
proves property A5.
Next, we prove A6. Note that we can arrange (113) as

δi

δj
2
Lt∗i
tt∗i − 2

Lt∗j
tt∗j =

(
γ ∗
i − ϒ∗

i

) −
(
γ ∗
j − ϒ∗

j

)
δj ln(2)

. (117)

Using (110), we can arrange the left hand side of (117) as

δi

δj
2
Lt∗i
tt∗i − 2

Lt∗j
tt∗j =

2
− Lt∗j

tt∗j + Lt∗j
tt∗j

ln(2) − 2
− Lt∗i

tt∗i − Lt∗i
tt∗i

ln(2)

1 − 2
Lt∗i
tt∗i
(

1 − Lt∗i
tt∗i

ln(2)
) .

(118)

Also, we note that if δi > δj, then we must have
Lt∗j
tt∗j

>
Lt∗i
tt∗i

according to (108) and (109). Using this fact, the monotonic

increasing property of g(x), and the fact that 1 − 2
Lt∗i
tt∗i (1 −

Lt∗i
tt∗i

ln(2)) > 0, we can conclude that

δi

δj
2
Lt∗i
tt∗i − 2

Lt∗j
tt∗j > 0 (119)

whenever δi > δj. Therefore, we must have(
γ ∗
i − ϒ∗

i

) −
(
γ ∗
j − ϒ∗

j

)
> 0, if δi > δj. (120)

Then, assuming, without loss of generality, that the DUs are
ordered in such a way that their PLFs can be ordered as
δ1 > δ2 > · · · > δk, the optimality condition (120) can be
extended to the following generalized condition

γ ∗
1 − ϒ∗

1 > γ ∗
2 − ϒ∗

2 > · · · > γ ∗
K − ϒ∗

K . (121)

Assume that for k̂-th DU both constraints (93) and (95) are
inactive. Then, due to complementary slackness conditions
both γ ∗

k̂
and ϒ∗

k̂
must be zero. Therefore, (121) can be true

only if γ ∗
k̂+1

< ϒ∗
k̂+1

. However, if ϒ∗
k̂+1

is positive, then

constraint (95) for (k̂ + 1)-th DU must be active. This also
leads to the conclusion that (k̂ + 1)-th constraint in (93) is
inactive. This proves the first part stated in property A6.
Now we consider the second statement made in property

A6. From (121) and the fact that γ ∗
k̂

= ϒ∗
k̂

= 0, we can also
find that

γ ∗
k̂−1

− ϒ∗
k̂−1

> 0. (122)

Then, using the non-negativity of ϒ∗
k̂−1

, we can show
that (122) is only possible if γ ∗

k̂−1
> 0. Thus, using this fact

and complementary slackness condition (101), we conclude
that (k̂−1)-th constraint in (93) must be active and (k̂−1)-th
constraint in (95) must be inactive. Therefore, the second
statement made in property A6 is also proved.
With the help of Theorem 2, the problem P5 can be

simplified to the following problem

P6 : min
ttk

K∑
k=1

δkt
t
k

(
2
rk
ttk − 1

)
(123)

s.t.
K∑
k=1

ttk ≤ tt, (124)

where rk = Lmin for k ∈ {1, 2, . . . , k̂ − 1}, rk̂ = Lk̂ − (L −∑k̂−1
k=1(Lk − Lmin)), and rk = Lk ∀k ∈ {k̂ + 1, . . . ,K}. We

have following lemma for problem P6.
Lemma 6: The optimal solution of ttk can be found from

solving following relation

ttk = rk ln(2)

W
(

α−δk
eδk

)
+ 1

, (125)

where α is the dual variable associated with constraint of
problem P6 and α∗ satisfies following relation

K∑
k=1

rk ln(2)

W
(

α−δk
eδk

)
+ 1

= tt, (126)

where W(.) is the Lambert W function.
Proof: We can write the Lagrangian of problem P6 as

L(α) =
K∑
k=1

δkt
t
k

(
2
rk
ttk − 1

)
+ α

(
K∑
k=1

ttk − tt

)
. (127)

After taking the derivative of (127) with respect to ttk and
equating it to zero, we get

α∗ = δk

(
1 − 2

rk
ttk

(
1 − rk

ttk
ln(2)

))
. (128)

We can rewrite (128) as

2
rk
ttk

(
1 − rk

ttk
ln(2)

)
= δk − α∗

δk
. (129)
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Let us introduce a new variables zk = rk
ttk

for simplification.
Then, we can write (129) as

δk − α∗

δk
= ezk ln(2)(1 − zk ln(2)). (130)

Multiplying both side of (130) with e−1 we get

α∗ − δk

δk
e−1 = ezk ln(2)−1(zk ln(2) − 1). (131)

The right hand side of (131) is of the form xex. Therefore,
we can apply the Lambert W function on both sides of (131)
to get

zk ln(2) − 1 = rk
ttk

ln(2) − 1 = W
(

α∗ − δk

δke

)
. (132)

From which we can obtain the following relation

ttk = rk ln(2)

1 + W
(

α∗−δk
δke

) . (133)

This proves (125).
Since 1−f (x) is an increasing function of x, and since tt∗k �=

0 we always have α∗ > 0. This means the constraint (124)
must be active. Once the value of α∗ is found, the value of
tt∗k can be obtained from (125). Next, we prove (126). As
mentioned before, the constraint (124) must be active. Then,
according to the strict equality of (124) and the equality (125)
we must have

K∑
k=1

rk ln(2)

W
(

α−δk
eδk

)
+ 1

= tt. (134)

The proof is complete.
The Lambert W(.) function requires higher computa-

tional complexity. Specifically, the computational operations
needed for computing W(.) by iterative Hallye’s method
with p iterations are 6p additions, 5p multiplications and
2p exponentiations [59]. Therefore, it is not computationally
efficient to find the optimal value of α∗ through Bisection
search from (126). To this end, a low complexity iterative
algorithm (LCIA) is provided in the following for finding
the optimal value of α∗.

Before providing the details of LCIA, we define the
following variables for notational convenience:

αk = δk

(
1 − 2

rk
ttk

(
1 − rk

ttk
ln(2)

))
> 0. (135)

The LCIA has two main steps. The first step deals with the
individual time allocations, while the second step involves
updating of α. More precisely, the two steps can be described
as follows:

• Step 1: For a given value of α, find ttk using (125) and

normalize ttk so that τ tk = tt ttk∑K
k=1 t

t
k
, and

∑K
k=1 τ tk = tt.

• Step 2: For given normalized values of ttk (that is τ tk),
find αk using (135). Then, before introducing the update
rule for α, we provide the following lemma which

highlight useful properties of α∗ and αk that can be
used to obtain the update rule for α.
Lemma 7: For given αk(ttk) and ttk(α), in the i-th
iteration of the LCIA, we have following relationship
among α(i−1), α

(i)
k , α∗:

– If α(i−1) > α∗ then

α∗ < max
k

{α(i)
k } < α(i−1), (136)

and

K∑
k=1

τ t
(i)

k < tt. (137)

– If α(i−1) < α∗, then

α(i−1) < min
k

{
α

(i)
k

}
< α∗, (138)

and

K∑
k=1

τ t
(i)

k > tt. (139)

where α
(i)
k = αk(τ

t(i)
k ) and τ t

(i)

k = tt tt
(i)
k∑K

k=1 t
t(i)
k

.

Proof: First, note the following properties

– A7: According to (125), ttk is a decreasing function
of α.

– A8: According to (135), αk is a decreasing function
of ttk.

If α(i−1) > α∗, then according to property A7 we have
ttk(α

(i−1)) < ttk(α
∗). Hence,

∑K
k=1 t

t(i)
k <

∑K
k=1 t

t
k(α

∗) =
tt and τ t

(i)

k = tt tt
(i)
k∑K

k=1 t
t(i)
k

> tt
(i)

k . Now, from the decreas-

ing property of αk we have αk(τ
t(i)
k ) < αk(tt

(i)

k ) ≤
maxk{αi−1

k } = α(i−1). Therefore, we have maxk{α(i)
k } <

α(i−1). This proves the right hand inequality of (136).
Now we prove the left hand inequality of (136). Assume
that maxk{αk(τ t(i)k )} < α∗ and therefore αk(τ

t(i)
k ) <

α∗, ∀k ∈ {1, 2, . . . ,K}. Then, according to property
A7, we have ttk(α

∗) < τ t
(i)

k which results in tt =∑K
k=1 t

t
k(α

∗) <
∑K

k=1 τ t
(i)

k . However, this is contradic-
tory to the definition of τ tk. Therefore, we conclude that

maxk{αk(τ t(i)k )} < α∗ cannot be true if α(i−1) > α∗.
Hence, (136) and (137) are proved.
A similar line of reasoning can be used to prove (138)
and (139).
Based on Lemma 7, the updated value of α in the i-th
iteration can be written as follows

α(i) =
{

maxk{α(i)
k }, if ∑K

k=1 t
t
k > tt,

mink{α(i)
k }, if

∑K
k=1 t

t
k < tt.

(140)

The overall LCIA algorithm for solving P6 is depicted in
Algorithm 1.
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Algorithm 1: LCIA: Algorithm for Finding Optimal
Value of α∗ in P6 for Given Initial Values of αk and
Tolerance ε → 0
1 while |z− tt| > ε do
2 Calculate ttk according to (135) for given αk;
3 Calculate z = ∑K

k=1 t
t
k;

4 Calculate τ tk ∀k ∈ {1, 2, . . . ,K};
5 Calculate αk according to (135) for given τ tk;
6 Set α according to (140);
7 end

Algorithm 2: Proposed Algorithm for P1 in a Single-
Cell Scenario
1 Set Emin to be a very high value, and υ to be a very
small value;

2 Sort PLFs such that δ1 > δ2 > · · · > δK ;
3 for L = 0 : υ :

∑K
k=1 Lk − Lmink do

4 Set k = 1;
5 Set L̂ = L ;
6 while L̂ >

(
Lk − Lmink

)
do

7 Ltk = Lmink ;
8 L̂ = L − (

Lk − Lmink

)
;

9 Set k = k + 1;
10 end
11 if L̂ > 0 then
12 Set Ltk = Lk − L̂ ;
13 end

14 Find the individual users transmit powers P
Ltk
k for

obtained Ltk from (57);
15 Find the compression energy, EL

c , from (4);
16 Compute the total energy consumption as

EL
T = EL

c + tt
∑K

k=1 P
Ltk
k ;

17 if Emin > EL
T then

18 Emin = EL
T ;

19 Lt∗k = Ltk,L
∗ = L ;

20 end
21 end

D. PROPOSED ALGORITHMS FOR PROBLEMS P1
AND P2
Based on the analysis presented in Sections IV-A and IV-C,
we present efficient optimization algorithms for solving P1
and P2. The proposed algorithm for solving P1 is provided
as Algorithm 2 and the proposed algorithm for solving P2
is provided as Algorithm 3.

The 2nd line of both algorithms sort the values of PLFs.
Then, for a given value of L , both algorithms find the
optimal transmission rate for individual DUs through lines
4 − 13. Subsequently, lines 14 − 16, and 14 − 17 find
the optimal transmission power and compression energy in
Algorithm 2 and Algorithm 3, respectively. Then, the check

Algorithm 3: Proposed Algorithm for P2 in a Single-
Cell Scenario

1 Set Emin to be a very high value, and υ to be a very
small value;

2 Sort PLFs such that δ1 > δ2 > · · · > δK ;
3 for L = 0:υ:

∑K
k=1 Lk − Lmink do

4 Set k = 1;
5 Set L̂ = L ;
6 while L̂ >

(
Lk − Lmink

)
do

7 Ltk = Lmink ;
8 L̂ = L − (

Lk − Lmink

)
;

9 Set k = k + 1;
10 end
11 if L̂ > 0 then
12 Set Ltk = Lk − L̂ ;
13 end
14 Use Algorithm 1 to find the values of ttk;
15 Find the individual users transmit powers for

obtained Ltk and ttk from (98);
16 Find the compression energy, EL

c , from (4);
17 Compute the total energy consumption as

EL
T = EL

c + tt
∑K

k=1 P
Ltk
k ;

18 if Emin > EL
T then

19 Emin = EL
T ;

20 Lt∗k = Ltk,L
∗ = L ;

21 end
22 end

for optimality and saving of optimal solution is done in lines
17 − 20, and 18 − 21 in Algorithm 2 and Algorithm 3,
respectively.

V. PROPOSED SOLUTION FOR OVERALL ENERGY
CONSUMPTION MINIMIZATION IN MULTI-CELL
SCENARIO
In order to extend the system model to multi-cell scenario,
we assume there are M BSs and the m-th BS serves K(m)

number of DUs. Note that while the recent works [23], [33]
have considered multi-cell scenarios with NOMA transmis-
sion, their system model assumed that at most two DUs
are associated with one BS on a single frequency band.
Moreover, the proposed algorithms in [23], [33] require
estimates of instantaneous CSI for solving the formulated
optimization problems. In the following, it is assumed
that the BS-DU association is given. Moreover, Table 2
provides the important notations used in this section. Next,
Section V-A and V-B describe the proposed approach for
minimizing the overall energy consumption in a multi-cell
scenario with NOMA and OMA transmissions, respectively.

A. MULTI-CELL PROBLEM WITH NOMA
TRANSMISSIONS
Note that for single-cell scenario the global optimal solu-
tion is achievable and provable with the help of convex
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TABLE 2. Summary of notations used for multi-cell scenario.

optimization theory and KKT conditions. However, it is
not possible to make such claims for multi-cell scenario.
Therefore, in the following an iterative scheme is devised
where the objective function is guaranteed to be non-
increasing in successive iterations. This is an important
property for the iterative algorithms since otherwise it is not
possible to prove the convergence of the overall algorithm.
In order to develop an iterative algorithm for multi-

cell scenario, we use the observations obtained through
the analysis of single cell scenario. Precisely, we use
the following two observations about the optimal power
allocation in the single cell scenario.

• The optimal value of the total transmit power is
increasing with the PLF of the DUs.

• The value of PLF for the k-th DU is directly propor-
tional to the noise power σ 2

k .

These observations can be easily verified by looking at the
mathematical expressions of optimal value of the transmit
power for NOMA in (57) and the definition of PLF.
The proposed algorithm for the multi-cell scenario is

provided as Algorithm 4. Specifically, in step 3 the total
compression energy is calculated for a fixed value of {Lm,c}.
Then, in step 4 Algorithm 4 uses Algorithm 5 to find the
optimal values of transmission powers for individual BSs in
an iterative manner. The working principle of Algorithm 5
relies on solving the optimization problem similar to those
studied in Section IV-A for the single cell scenario, except
that the interference caused by the signals transmitted by the
other BSs is also treated as noise. Hence, the adjusted noise
power for the k(m)-th DU is given as

σ̂ 2
k,m = σ 2

k,m +
M∑

r=1,r �=m
hk,m,r

K(r)∑
k=1

P∗
k,r,

Algorithm 4: Proposed Algorithm for NOMA Multi-Cell
Problem

1 Initialize: Set Emin to a very high value and obtain the
set of all possible combinations of compressed bits for
individual BSs as C = {Lc1, . . . ,Lc|C|}, where
Lcb = {Lb1,c, . . . ,LbM,c};

2 for b = 1 : |C| do
3 Calculate: Ebc = ∑M

m=1 E
b
m,c by using Lm,c = Lbm,c

for finding Ebm,c;
4 Obtain the optimal total transmission energy by

applying Algorithm 5 and save it as Ebt ;
5 if Ebt + Ebc ≤ Emin then
6 Emin = Ebt + Ebc ;
7 Set L∗

m,c = Lbm,c;
8 end
9 end

Algorithm 5: Proposed Algorithm for NOMA Multi-Cell
Problem With Fixed Values of Compressed Bits for Each
BS

1 Initialize: Start from feasible values of
P̂0

1 = P̂1, . . . , P̂0
M = P̂M;

2 Calculate: PLFs for all the users within the system by
using the noise power given by (138);

3 for Q = 1 : M̂ do
4 if Q mod M = 0 then
5 m = M;
6 end
7 else
8 m = Q mod M;
9 end
10 Obtain the global optimal total transmit power for

m-th BS, denoted by P∗
m, for given values of PLFs

of its associated DUs as suggested in Section IV-A;
11 Set PQ∗

m̂ = PQ−1
m̂ , ∀ m̂ ∈ {1, . . . ,M} \ m and

PQ∗
m = P∗

m;
12 Update the PLFs of all the users associated with

the remaining BSs;
13 end
14 Output: Set Et = ∑M

m=1 P
Q∗
m .

= σ 2
k,m +

M∑
r=1,r �=m

hk,m,rP̂
∗
r . (141)

Next, the detailed description of Algorithm 5 and the
corresponding initialization step is given as follows.
With a fixed compression energy consumption, in each

inner iteration (steps 3-13) Algorithm 5 minimizes the
transmit power consumption at one of the BSs by using
power allocation scheme suggested in Section IV-A while
keeping the transmit power consumption of the rest of BSs
unchanged. Next, in order to illustrate the non-increasing
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nature of the total power consumption consider, without
loss of generality, the iteration when the transmission power
for m-th BS is minimized. Due to the global optimality of∑K(m)

k=1 PQ,∗
k,m , we have

P̂Q∗
m �

K(m)∑
k=1

PQ∗
k,m ≤

K(m)∑
k=1

P(Q−1)∗
k,m � P̂(Q−1)∗

m . (142)

Thus, the noise power contributed by the m-th BS to all the
DUs associated with {1, . . . ,m− 1,m+ 1, . . . ,M} BSs will
also be non-increasing in each successive inner iteration. This
means that the optimal transmit power obtained in previous
iterations at all the {1, . . . ,m− 1} BSs still satisfy the rate
and outage probability constraints of their respective DUs.
Moreover, the non-increasing property of the transmit power
for m-th BS also means that non-increasing total transmit
powers at {m+1, . . . ,M} BSs can be obtained in subsequent
iterations since each of PLFs associated with all the DUs
associated with {m+ 1, . . . ,M} BSs are non-increasing.

Note that Algorithm 5 requires feasible points of P̂m
initially for its proper operation. To solve this issue, we note
that for any given values of total number of compression
bits at all the BSs, the total transmit power minimization
problem for all the BSs can be formulated as

P7: mini
Pk,m,Ltk,m

M∑
m=1

K(m)∑
k=1

Pk,m

s.t 0 ≤ Pk,m,

	
Ltk,m
k,m

K(m)∑
j=k+1

P
Ltj,m
j,m < P

Ltk,m
k,m ,

(143),

Lmin ≤ Ltk,m,

Ltk,m ≤ Lmax,
K(m)∑
k=1

Lmax − Ltk,m ≤ Lm,c.

Assume that the set {L̂tk(m)} satisfies the last three linear
constraints of P7, then we can obtain feasible values of Pk(m)

for P7 by solving the following optimization problem

P8: mini
Pk(m)

M∑
m=1

K(m)∑
k=1

Pk,m

0 ≤ Pk,m,

	
L̂tk,m
k,m

K(m)∑
j=k+1

P
L̂tj,m
j,m < P

L̂tk,m
k,m ,

(144).

In P8, the objective function and the first two constraints
are linear. Moreover, left hand side of (144) as shown
at tghe bottom of the page is a point-wise minimum of
linear functions, which is a concave function [55], and the
right hand side of (144) is a linear function. Therefore,
P8 is a convex optimization problem and we can use
standard convex optimization problems solvers, such as
CVX, to optimally solve it. After solving P8, we can get
the feasible values for {P̂m} through the relation P̂m �∑K(m)

k=1 Pk,m,∀ m ∈ {1, . . . ,M}.
The computational complexity largely depends on solving

the feasibility problem P8 since the inner iterations in
Algorithm 5 use closed-form solutions therefore their com-
plexity is negligible. For the feasibility problem, assuming
interior point method, the computational complexity becomes
O((MK)3.5) as there are in total MK number of optimization
variables.

B. MULTI-CELL PROBLEM WITH OMA TRANSMISSIONS
For OMA transmissions in the multi-cell scenario, we can
not adopt the strategy used for NOMA transmissions since
the interference power from other cells can not be modeled in
the same manner as in NOMA transmissions. This problem
arises due to the time scheduled transmissions for individual
DUs. This hinders the quantification of the interference terms
in the neighboring cell DUs in a multi-cell scenario. To
tackle this issue, we model the interference power caused
by a cell to be represented by the maximum transmit power
allocated among all its associated DUs. Mathematically, the
interference experienced by the k(m)-th DU is modeled as

σ̃ 2
k,m = σ 2

k,m +
M∑

r=1,r �=m
hk,m,r max

k∈{1,...,K(r)}
P∗
k,r. (146)

min
i∈{1,...,k}

P
Lti,m
i,m −

(
2L

t
i,m − 1

)∑K(m)
j=i+1 P

Ltj,m
j,m(

2L
t
i,m − 1

) ≥
�k,m

(
σ 2
k,m + ∑M

r=1,r �=m hk,m,r
∑K(r)

k=1 Pk,r
)

log
(

1
1−θk,m

) , (143)

min
i∈{1,...,k}

P
L̂ti,m
i,m −

(
2L̂

t
i,m − 1

)∑K(m)
j=i+1 P

L̂tj,m
j,m(

2L̂
t
i,m − 1

) ≥
�k,m

(
σ 2
k,m + ∑M

r=1,r �=m hk,m,r
∑K(r)

k=1 Pk,r
)

log
(

1
1−θk,m

) , (144)

P̄k,m =
[
P
Lt∗1,1
1,1 , . . . ,P

Lt∗K,1
K,1 , . . . ,P

Lt∗k−1,m
k−1,m,P

Lt∗k+1,m
k+1,m, . . . ,P

Lt∗1,M
1,M , . . . ,P

Lt∗K,M
K,M

]
, (145)

VOLUME 5, 2024 901



ASHRAF et al.: LEVERAGING EDGE COMPUTING FOR MINIMIZING BS ENERGY CONSUMPTION

Hence, the transmission energy minimization problem for
OMA transmissions in the multi-cell scenario can be
written as

P9: mini
Pk,m,Ltk,m,ttk,m

M∑
m=1

K(m)∑
k=1

ttk,mPk,m

s.t 0 ≤ Pk,m,

σ̃ 2
k,m

log
(

1
1−θk,m

)
⎛
⎝2

Ltk,m
ttk,m − 1

⎞
⎠ ≤ P

Ltk,m
k,m ,

Lmin ≤ Ltk,m,

Ltk,m ≤ Lk,m,

K(m)∑
k=1

Lmax − Ltk,m ≤ Lm,c,

ttk,m ≥ 0,

K(m)∑
k=1

ttk,m ≤ tt.

Clearly, P9 is a non-convex optimization problem. In order
to solve it efficiently, first we select Lt∗k,m according to the
solution obtained in Section IV-C. Then, P9 can be written as

P10: mini
Pk,m,ttk,m

M∑
m=1

K(m)∑
k=1

ttk,mPk,m

s.t 0 ≤ Pk,m,

σ̃ 2
k,m

log
(

1
1−θk,m

)
⎛
⎝2

Lt∗k,m
ttk,m − 1

⎞
⎠ ≤ P

Lt∗k,m
k,m ,

ttk,m ≥ 0,

K(m)∑
k=1

ttk,m ≤ tt.

Note that the second constraint in P10 must be active
for optimality. Although P10 is non-convex, it is a convex
optimization problem with respect to Pk,m for fixed values of
ttk,m and can be solved with off-the-shelf optimization tools
such as CVX. However, using a special property of P10 it
can be shown that a very low complexity iterative algorithm
can be used to solve it for given values of ttk,m > 0. Toward
this direction, we introduce the following notation

P =
[
P
Lt∗1,1
1,1 , . . . ,P

Lt∗K,1
K,1 , . . . ,P

Lt∗1,M
1,M , . . . ,P

Lt∗K,M
K,M

]
, (147)

t = [
tt1,1, . . . , t

t
K,1, . . . , t

t
1,M, . . . , ttK,M

]
, (148)

�mK+k
(
P̄mK+k

) = σ̃ 2
k,m

log
(

1
1−θk,m

)
⎛
⎝2

Lt∗k,m
ttk,m − 1

⎞
⎠ = P

Lt∗k,m
k,m , (149)

where �j(.) denote the j-th element of vector �(.) and

�(P) = P, ak,m = 2

Lt∗k,m
ttk,m − 1

log
(

1
1−θk,m

) , (150)

bk,m = σ̃ 2
k,m

P
Lt∗k,m
k,m

, η

(
P
Lt∗k,m
k,m , P̄k,m, σk,m

)
= ak,mbk,m. (151)

With the above notations, P10 for fixed value of t � 0 can
be written as

P9: mini
P

tTP

P � 0

P = �(P).

Then, in the following lemma we show some important
properties of �(P).
Lemma 8: The function �(P) has following properties

• P1: Positivity: �(P) � 0.
• P2: Monotonocity: If P1 � P2, then �(P1) � �(P2).
• P3: Scalability: If c > 1, then c�(P) � �(cP).

Proof: It is straight forward to prove the positivity of �(P)

using (149). Furthermore, from (149) it can be observed
that any element of �(P) increases with each element
of P. Hence, the monotonocity property is also proved. For
scalability, let us assume a constant c > 1. Moreover, without
loss of generality consider the (mK+k)-th element of �(P),
i.e., �mK+k(P̄mK+k). Then, in order to prove the scalability
property, we need to show that

c�mK+k
(
P̄mK+k

)
> �mK+k

(
cP̄mK+k

)
, (152)

is always true. Note that the inequality

η
(
Pk,m, P̄mK+k, σk,m

) = η
(
cPk,m, cP̄mK+k, cσk,m

)
> η

(
cPk,m, cP̄mK+k, σk,m

)
(153)

always holds due to the choice of c > 1 and the definition
of η(.) in (151). Multiplying both sides of (153) by Pk,m
we get

�mK+k
(
P̄mK+k

)
>

�mK+k
(
cP̄mK+k

)
c

, (154)

which shows that (152) is always true. This completes the
proof of scalability property.

Based on the result of Lemma 8, it is concluded that �(P)

is the so-called standard interference function. Therefore,
the iterative algorithm for power (IAP) [60] can be used to
optimally solve P11 for fixed values of ttk,m. The detailed
steps of IAP algorithm are provided as Algorithm 6.
The proof of convergence for Algorithm 6 relies on the

facts that (i) t � 0, and (ii) for any transmit power vector
P′ � P̂, we have t′ ≺ t̂, where t′, and t̂ corresponds to
transmission time vectors for P′ and P̂, respectively.

Note that in each iteration the IAP algorithm finds the

optimal value of P
Lt∗k,m
k,m by using a closed-form expression.

Thus, there is no search involved. This drastically reduces the
complexity of the overall algorithm as compared to the CVX
based approach. On the other hand, CVX uses interior point
method for solving P11 whose complexity is O((KM)3.5).

This reduction in computational complexity is crucial
since the optimization over transmit powers needs to be
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Algorithm 6: IAP Based Algorithm for OMA Multicell
Problem for a Fixed Value of Transmit Time Allocations
1 Desired ttk,m: Choose the desired values of ttk,m and

save them as tt†k,m;
2 Initialize: Chose arbitrary values of Pk,m;
3 Calculate: Update transmit time, ttk,m, of each user for

the arbitrary P
Lt∗k,m
k,m ;

4 Calculate: σ̂k,m for all the users;
5 for I = 1:Imax do
6 if ‖t − t†‖2 ≥ ε then

7 Obtain P
Ltk,m
k,m of all the users with transmit times

tt†k,m;
8 Update σ̃k,m for all the users;

9 Update ttk,m according to updated P
Ltk,m
k,m and

σ̃k,m;
10 end
11 else

12 Output P
Ltk,m
k,m as the optimal power allocations

for tt†k,m
13 end
14 end

performed over all possible values of the compression ratio
which can result in much higher overall computational
complexity if the underlying transmit power optimization
algorithm has high computational complexity.

VI. SIMULATION RESULTS
This section provides the simulation results to assess the
performance improvements obtained due to the application
of proposed energy minimization algorithms presented in
the previous sections. This section is divided into three
subsections. Section VI-A discusses the single-cell scenario
with perfect SIC. The simulation results corresponding
to imperfect SIC for single-cell scenario are provided in
Section VI-B. Finally, Section VI-C provides the simulation
results corresponding to multi-cell scenario. The resulting
optimization problems in each scenario have different feasi-
ble regions, and therefore for each scenario we have chosen
different simulation parameters to illustrate the effectiveness
of the proposed algorithms. Hence, the values of the
simulations parameters for each scenario are given in tabular
form in its respective subsection.

A. SINGLE-CELL WITH PERFECT SIC SCENARIO
For this subsection, unless otherwise specified, the values
of important simulation parameters are provided in Table 3.
Fig. 3 shows the total energy consumption for various
compression ratios with NOMA and OMA transmissions.
For both transmission schemes, it can be easily observed that
significant savings in terms of total energy consumption can
be realized by choosing an appropriate value of compression

FIGURE 3. Total energy consumption with respect to different compression ratios
for zero SIC imperfections.

TABLE 3. Simulation parameters for single-cell with perfect SIC.

ratio. This is due to the fact that for smaller values
of compression ratio, the transmission energy is higher
and it dominates the total energy consumption. On the
other hand, for larger values of compression ratio, the
compression energy is higher and it causes the total energy
consumption to increase. Overall, there exists an optimal
value of compression ratio which can minimize the sum total
of compression and transmission energy. This optimal value
of the compression ratio can be obtained by performing a
linear search over all the possible values of compression ratio
as suggested by Algorithm 2 and Algorithm 3 for NOMA
and OMA transmissions, respectively.
The savings in total energy consumption for different

values Lmax and Lmin = 0.5Lmax are illustrated in Fig. 4.
As we can see, the percentage savings are small for smaller
Lmax while they become significantly large for higher values
of Lmax. This is because smaller values of Lmax cause smaller
transmission energy consumption and hence smaller margin
for improvements are brought by the compression. This
ultimately leads to a smaller gain in overall energy savings.
On the other hand, for larger values of Lmax more margin
for savings in transmission energy is available and hence we
observe a higher gain in savings of total energy consumption.
Next, in Fig. 5 we demonstrate the savings in total energy

consumption for different outage probability requirements.
For this result, we assume θk are same for all the DUs.
This means, for example, the second (from left) red circle
is obtained by setting θ1 = θ2 = θ3 = θ4 = 0.15 in the
optimization problems P1 and P2. We can see that savings
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FIGURE 4. Energy savings with respect to different bit rate requirements.

FIGURE 5. Energy savings with respect to different outage probability requirements.

are much larger for stricter outage constraints while com-
paratively smaller for more relaxed outage constraints. This
behavior can be explained as follows. In order to meet stricter
outage constraints, more transmission energy is required
and hence a reduction in transmission energy brought by
performing the compression can significantly reduce the
transmission energy by reducing the transmission rate. This
leads to a higher savings in total energy consumption. On the
contrary, for more relaxed outage constraints the transmission
energy is comparatively smaller and hence comparatively
smaller improvement can be realized through compression.

B. SINGLE-CELL SCENARIO WITH IMPERFECT SIC
For this subsection, unless otherwise specified, the values
of important simulation parameters for single-cell scenario
with imperfect SIC are provided in Table 4. Fig. 6 shows the
total energy consumption results for different compression
ratio when κ = 0.05. Again, it can be easily observed
that there exists an optimal value of the compression
ratio which minimizes the total energy consumption. The
underlying reasons for existence of such an optimal value

FIGURE 6. Total energy consumption with respect to different compression ratios
for non-zero SIC imperfections.

TABLE 4. Simulation parameters for single-cell with imperfect SIC.

FIGURE 7. Total energy consumption savings with respect to different compression
ratios for non-zero SIC imperfections.

of compression ratio are similar to those discussed in
Section VI-A and are hence omitted here for brevity.
Since we have proposed to use same transmission bit

allocation for imperfect SIC scenario as used for perfect SIC
scenario, we illustrate the advantage of using a suboptimal
transmission bit allocation to the proposed transmission bit
allocations in Fig. 7. It can be observed that the use of
proposed transmission bit allocation among DUs results in
significant gains in total energy savings. While it is not
possible to prove the optimality of the proposed transmission
bit allocations, the result shown in Fig. 7 verifies that the

904 VOLUME 5, 2024



FIGURE 8. Total energy consumption with respect to different compression ratios
for various SIC factors.

FIGURE 9. Total energy consumption with respect to different compression ratios
for multi-cell scenario.

proposed transmission bit allocation significantly enhances
the total energy savings.
The affect of different SIC factors, κ, on the total energy

consumption is illustrated in Fig. 8. Note that a higher value
of κ corresponds to more severe imperfection in SIC. It
can be easily inferred that the savings in total energy are
higher for a higher value of κ. This is due to the fact that a
higher degradation in SIC will result in higher interference
power which will cause the transmission power to increase
in order to meet the QoS constraints. This effect is more
pronounced when a higher transmission data rate is required
due to the higher transmission power. However, thanks to
the compression the transmission data rate can be lowered
which lowers the transmission energy thus resulting in a
reduction of the total energy consumption.

C. MULTI-CELL SCENARIO
The simulation parameters used to obtain the results for
multi-cell scenario are provided in Table 5. Fig. 9 shows
the total energy consumption as a function of compression

TABLE 5. Simulation parameters for multi-cell scenario.

FIGURE 10. Convergence result for Algorithm 5.

ratio. It can be seen that there exists an optimal compression
ratio which minimizes the total energy consumption for both
NOMA and OMA transmissions. Moreover, it can also be
observed that the choice of transmit time allocations greatly
affects the overall energy consumption. In fact, it can be
easily observed from Fig. 9 that choosing the time allocation
as suggested in Section IV-C results in a savings of about
31% in total energy consumption on top of the savings
achieved due to compression.
Finally, since Algorithm 5 and Algorithm 6 are iterative

algorithms, the convergence and monotonocity of the
achieved objective values is an important performance
metric. Therefore, Fig. 10 and Fig. 11 depict the convergence
results for Algorithm 5 and Algorithm 6, respectively. We
can see that the objective values achieved in successive
iterations are non-increasing for both algorithms. In addition,
both algorithms converge within only a few iterations.
Specifically, Algorithm 5 converges after 3 iterations. This
is due to the fact that in each iteration Algorithm 5 uses
Algorithm 1 to minimize the transmission energy of the
individual BSs and since we assumed 3 BSs in our simulation
setup the algorithm successively achieves a lower objective
value in each of the first three iterations. After the first
three iterations no more reduction in the objective value
can be achieved and hence convergence is attained after
three iterations. On the other hand, Algorithm 6 minimizes
the transmission energy for all the BSs in each iteration.
Therefore, we observe that Algorithm 6 converges after only
two iteration.

VOLUME 5, 2024 905



ASHRAF et al.: LEVERAGING EDGE COMPUTING FOR MINIMIZING BS ENERGY CONSUMPTION

FIGURE 11. Convergence result for Algorithm 6.

VII. CONCLUSION
This paper studied the combination of compression with
communication to achieve total energy minimization at the
BSs while guaranteeing the QoS constraints of individual
DUs. The goal of minimizing the total energy minimization
is achieved for both NOMA and OMA transmission schemes
in single and multi-cell scenarios. The formulated problems
are non-convex and difficult to solve, however for both
transmission schemes, it is revealed with the help of convex
optimization techniques that the optimal solutions depend
on the PLFs of individual DUs. Specifically, if the PLFs are
arranged in a descending order then there exists a user with
index k̂ such that full compression is applied for all the users
with index in the set {1, . . . , k̂ − 1} and no compression is
applied for all the users in the set {k̂ + 1, . . . ,K}. Based
on this observation, low-complexity optimization algorithms
are developed for single cell scenario. The observation
about PLFs is then used to obtain low complexity iterative
algorithms for multi-cell scenario. The convergence of
these iterative algorithms are also proved theoretically and
with simulations. Simulations results also demonstrated that
considerable savings in the total energy consumption can
be achieved if compression is done at the BSs before
transmission.
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