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ABSTRACT In this paper, a deep learning-based cooperative semantic communication system is proposed
on relay channels. In order to enhance the reliability and adaptability of the system to varying channel
conditions, an on-demand semantic forwarding framework is established, where the relay attempts to
recover and re-transmit the source semantic information, as required by the destination. To be specific,
for determining whether a semantic forwarding is needed from the relay, a semantic similarity check
(SSC) is proposed, based on which the degree of semantic information recovery at the destination can be
accurately estimated. On the other hand, in order to effectively merge the semantic information received
through different paths, a semantic combining (SeC) method is proposed by combining the semantic
features abstracted from both the direct link and the relay link. For achieving a desirable performance
trade-off between the degree of semantic information recovery and the transmit energy consumption, a
new metric of semantic energy efficiency (SEE) is proposed. Simulation results verify the performance
gains achieved by the proposed cooperative semantic communication system with on-demand semantic
forwarding, as compared to the state-of-the-art schemes employing separate source-channel coding in
low-to-medium signal-to-noise ratio (SNR) regimes. Furthermore, as compared to the case with always-
forwarding, almost the same performance is achieved by the proposed on-demand forwarding, but with
lower energy consumption.

INDEX TERMS Semantic communication, on-demand semantic forwarding, semantic combining, semantic
similarity check, semantic energy efficiency.

I. INTRODUCTION
A. MOTIVATION

SHANNON’S information theory [1] serves as the the-
oretical cornerstone of modern wireless communication

systems. With the rapid growth of global mobile data
traffic, the channel capacity of communication systems is
relentlessly approaching the Shannon limit. Conventionally,
the separate source-channel coding (SSCC) paradigm is
theoretically optimal, where the end-to-end transmission
can be optimized by optimizing the source coding and
channel coding separately [2]. However, with the emergence

of various new applications, the SSCC may no longer be
optimal in dealing with the goal-oriented communications
subject to stringent delay, bandwidth, or energy constraints
in the 6G era [3].

To meet the surging demands in 6G, semantic com-
munication, which is usually implemented following the
paradigm of joint source-channel coding (JSCC) [4], has
attracted great research interests [3], [5]. Instead of precisely
delivering bit sequence, semantic communication focuses
on conveying the relevant and important semantic meaning
of the source [6]. Compared to traditional communications
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where all source information needs to be delivered intact,
semantic communication is able to capture the semantic
features based on the task or operation to be performed at
the receiver, thus significantly reducing the amount of data
transferred while maintaining the original semantics [7].
Owing to the advancement of deep learning techniques [8],

numerous deep learning-based JSCC schemes have been
proposed for semantic communication [9], [10], [11]. With
a joint design of source coding and channel coding, the
deep learning based semantic network can be trained, by
designating a suitable loss function depending on the specific
scenarios [6]. Through this semantic network training, the
semantic communication system can not only learn to
extract the relevant semantic features for the end-to-end
communication task, but also communicate with the highest
possible fidelity over various channels conditions [5]. Owing
to the aforementioned advantages, semantic communication
has been applied for the transmissions of texts, images, and
videos [12], [13], [14]. However, a number of issues are still
to be tackled before the full-fledged application of semantic
communication [15].
Firstly, most existing studies on semantic communication

[9], [10], [11] focus on relatively simple point-to-point (P2P)
communication scenarios, and it remains a challenge to
design efficient semantic communication systems on cooper-
ative multi-point networks [16]. On the other hand, although
semantic communication has been applied to fixed relay
channels [17], [18], how to effectively improve the system
performance by merging the multiple semantic information
flows still remains a major challenge. Furthermore, while
most existing studies focus solely on measuring the semantic
fidelity [9], [10], [11], it remains a challenge to charac-
terize the trade-off between different performance metrics,
e.g., semantic fidelity and system energy consumption.
Motivated by the aforementioned technical challenges, the

following key issues will be addressed in this paper: 1) How
to design a cooperative semantic communication system on
multi-point relay channels; 2) How to effectively leverage the
semantic information flows in multi-point communication
systems; 3) How to systematically evaluate and improve the
energy efficiency of semantic communication system.

B. RELATED WORKS
Different semantic communication strategies have been
proposed to enhance the reliability of communication
systems [19]. The work of [9], [10], [11] studied semantic
communication systems in P2P scenarios with text applica-
tions. To be specific, a Transformer-based [20] text semantic
communication system was designed in [9], through which
the semantic gap between the original and received data
was minimized by restoring the meaning of the sentence.
In [10], the hybrid automatic repeat request mechanism was
introduced to further improve transmission reliability and
achieve variable-length encoding. In [11], a semantic hybrid
automatic repeat request scheme that leverages incremental

knowledge was proposed to simultaneously reduce com-
munication costs and semantic errors. It is worth noting
that the above studies only considered P2P communication
scenarios, which may suffer from severe performance loss
when encountered with deep fading channels [21].

In addition to traditional P2P scenarios, semantic
communication has also been considered in multi-point
scenarios [22], [23]. To be specific, the data correlation
between different users was used for object identification
in [24], which improved the accuracy without increasing
the transmission delay. A goal-oriented multi-user semantic
communication system was considered in [25], where reli-
able transmission was achieved by using multi-modal data
between multiple users. In [17], a semantic communication
scheme based on auto-encoder was designed for text trans-
mission over a relay channel, which helps forward the source
message at the semantic level. An image transmission system
based on a relay was proposed in [18], which outperformed
the baseline scheme utilizing polar codes and better portable
graphics compression. However, it is not straightforward how
to effectively combine the signals from different points at
the semantic level.
Semantic communication systems have also been studied

from the perspective of resource allocation [26], [27], [28].
In order to optimize the channel allocation and the number of
transmitted semantic symbols, the metric of semantic spectral
efficiency was first defined for text transmissions [26].
In [27], the problem of resource allocation and information
extraction was investigated for semantic communication
networks, where the communication and computational
energy consumption were jointly optimized. In [28], a
performance metric called system throughput in message
was defined and used as a target for joint optimization
of user association and bandwidth allocation in heteroge-
neous networks. Although new metrics have been proposed
to evaluate the performance of semantic communication
systems from different aspects, the energy efficiency, which
characterizes the performance trade-off between the amount
of semantic information recovered and the system energy
consumption, remains to be further explored.

C. CONTRIBUTIONS
Motivated by the aforementioned studies, in this paper a
multi-point semantic communication system is proposed on
a cooperative relay channel. The contributions of this paper
can be summarized as follows:

• In order to improve the semantic fidelity while main-
taining a reasonably low overhead, a novel on-demand
semantic forwarding framework, which aims at improv-
ing the reliability and adaptability of the system to
diverse channel conditions, is proposed. To be specific,
focusing on a text transmission scenario, the relay
attempts to recover and re-transmit the source semantic
information, only when a negative acknowledgment
(NAK) is received indicating that the semantic fidelity
of the recovered message at the destination falls below
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a predefined threshold. This is able to effectively
improve the end-to-end semantic information deliv-
ery, while avoiding unnecessary energy waste. To the
best of our knowledge, this is the first system of
its kind.

• To implement on-demand semantic forwarding, a SSC
that is similar to cyclic redundancy check (CRC) [29]
is proposed. By deploying a quantization module at
the source, the source semantic features are extracted
and compressed, which are then fed into a detection
network that is deployed at the destination. Then the
corresponding output is compared with a predefined
semantic fidelity threshold, indicating whether the relay
transmission is needed. Furthermore, to leverage the sig-
nals received from the source and the relay, a novel SeC
method is proposed for the first time. By constructively
merging the semantic features abstracted from both the
relay and the direct links, the proposed SeC can be
viewed as a diversity combination at the semantic level,
which provides new insights for improving the fidelity
of semantic communication systems.

• Existing evaluation metrics for text transmission
systems, such as BLEU [30] and Sentence Similarity
(SS) [9], only assess the semantic fidelity of text
recovery, while without considering how soon the text
message can be delivered or how much energy is
consumed in delivering the text message. In order to
better evaluate the efficiency of semantic communica-
tion systems, a semantic utility function is first defined
that characterizes the amount of successfully delivered
semantic information per unit time. On this basis, a new
metric of SEE is proposed that corresponds to a ratio
between the semantic utility and the transmit energy
consumption. Based on SEE, a desirable trade-off can
be characterized between different performance metrics
depending on the specific applications. This, to the best
of our knowledge, has not been fully explored in the
literature.

• Extensive experiments and performance comparisons
are conducted between the proposed cooperative seman-
tic communication and the traditional SSCC techniques
on decode-and-forward (DF) relay channels. It is
demonstrated that the proposed scheme outperforms
the traditional schemes in terms of both the BLEU
and SS at low-to-medium signal-to-noise ratio (SNR)
regimes. Additionally, as compared to the case with
always-forwarding, significant performance gains are
achieved by the proposed on-demand semantic forward-
ing, especially in good channel conditions with high
SNR. Furthermore, an inherent performance trade-off
between the semantic fidelity and the transmit energy
consumption is illustrated.

The rest of this paper is organized as follows. Section II
introduces the proposed cooperative semantic communi-
cation system on relay channels. Section III describes

FIGURE 1. An illustration of the proposed cooperative semantic communication
system on relay channels.

our proposed SSC and SeC methods, based on which an
energy-efficient on-demand semantic forwarding framework
is established. A new performance metric of SEE is proposed
in Section IV. Numerical results and analysis are presented
in Section V. Finally, Section VI concludes the whole paper.

II. SYSTEM MODEL
A. SYSTEM DESCRIPTION
In order to enhance the reliability of communication systems
in wireless deep fading channels, semantic communication
is implemented on a cooperative relay channel. As shown
in Fig. 1, the proposed cooperative semantic communication
system consists of a source node S, a relay node R and a
destination node D. Then for delivering a message from S
to D, the entire communication process is divided into two
successive phases [31], namely the relay-receive phase and
the relay-transmit phase.

During the relay-receive phase, the semantic information
contained in the source message is encoded and broadcast
from S to R and D under power constraints. Upon the
reception of the source signal, D attempts to recover the
original source message. Specifically, semantic detection
is performed on the signals transmitted through the S-D
link at node D. If the semantic fidelity of the recovered
message is beyond a predefined threshold, D sends back an
acknowledgment (ACK) and S proceeds to transmitting a
new message [32], [33]. Otherwise, if the semantic fidelity
of the recovered message falls below the threshold, then D
sends back a NAK, and the system enters the relay-transmit
phase [34]. During this phase, the relay R attempts to extract
the semantic information from the received source message
and forwards it to D with best effort. Although perfect
decoding cannot be guaranteed at the relay R, the message
forwarded by R can be combined with the message received
from S. This results in a recovered message of high semantic
fidelity, by using the proposed SeC method that will be
discussed in Section III-B.
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FIGURE 2. The framework of general semantic communication system.

B. CHANNEL MODEL
For ease of exposition, the channel coefficients of the links
S-D, S-R, R-D are denoted as hSD, hSR and hRD, respectively.
Without loss of generality, a class of general channel
models are considered, where both the effects of large-scale
fading, i.e., path-loss attenuation, and small-scale fading,
i.e., Rayleigh fading, are taken into consideration [35]. Thus,
the channel coefficient is modeled as

hij = √
�ijĥij, (1)

where �ij = (dij/dref )−υij represents the large-scale path
loss, dij represents the physical distance between two nodes
in the network, dref represents the reference distance, and
υij is the path loss exponent, for i ∈ {S, R} and j ∈ {R, D}.
For small-scale fading, the channel coefficient ĥij is modeled
by an independent circularly symmetric complex Gaussian
random variable where ĥij ∼ C N (0, 1). The transmit SNR
of the link i-j is defined as γij = 10 lg( Pinij

), where Pi
represents the transmit power of i and nij represents the
complex additive white Gaussian noise (AWGN) with zero
mean and variance σ 2

ij .

C. PROPOSED COOPERATIVE SEMANTIC
COMMUNICATION
As shown in Fig. 2, a typical semantic communication model
consists of a semantic encoder and decoder, as well as a
channel encoder and decoder. With a joint design of semantic
coding and channel coding, the transmitter/receiver pair can
be trained with any desired loss function depending on the
specific conditions [6], thus learning to not only extract the
relevant semantic features for the end-to-end communication
task, but also communicate with the highest possible fidelity
over various channels conditions [5]. Firstly, the semantic
encoder performs feature extraction on the message m to be
sent by the source S. Then, the channel encoder maps the
input signal to a symbol stream x, which is transmitted over
the physical channel with noise. The received symbol stream
y is decoded and reconstructed as m̂, which contains the
original semantic information in m. Taking text transmission
as an example, the source S sends a message m each time,
where m = [w1,w2, . . . ,wL]. Then wL represents the L-th
word in the sentence, and L is the length of the sentence.

Generally, the semantic communication process can be
divided into the following steps. Firstly, the transmitter
extracts and encodes the semantic information from the
source message m. The resulting semantic symbol stream
can be expressed as

x = Cϕ(Sε(m)), (2)

where x ∈ C
L×K , K is the number of symbols required to

represent each word, and L× K denotes the total length of
the encoded message symbols. Sε(·) denotes the semantic
encoder network with parameter set ε, and Cϕ(·) denotes
the channel encoder with parameter set ϕ. For convenience,
we use fi(·;αi) = Cϕ(Sε(·)) to represent the entire JSCC
process at transmitter i, where αi represents the parameter
set of the encoder. With the following power constraint [36]
on the transmitted symbol stream

1

L

L∑

l=1

|xl|2 ≤ PS, (3)

the received signal can be expressed as

y = hx + n, (4)

where y ∈ C
L×K . The receiver attempts to recover the

original source message, resulting in an estimated message

m̂ = S−1
χ

(
C−1

δ (y)
)
, (5)

where C−1
δ (·) denotes the channel decoder with parameter

set δ, and S−1
χ (·) denotes the semantic decoder network

with parameter set χ . Similarly, we let f−1
ij (·; θij) =

S−1
χ (C−1

δ (·)) denote the joint source-channel decoding pro-
cess at receiver j, where θij represents the parameter set of
the decoder.
As shown in Fig. 1, when semantic communication is

implemented on cooperative relay channels, S first encodes
the source text message m into a semantically meaningful
symbol stream during the relay-receive phase, i.e., xS =
fS(m;αS). After the transmissions through wireless fading
channels, the signals received at D and R can be respectively
expressed as

ySD = hSDxS + nSD
ySR = hSRxS + nSR

. (6)

Upon receiving ySD, D attempts to recover the original source
message m, resulting in an estimated message of m̂SD =
f−1
SD (ySD; θSD). Then SSC is performed to evaluate whether
the semantic fidelity of the recovered message m̂SD is above
a predefined threshold. The details of SSC will be elaborated
in Section III. As shown in Fig. 3, we have the following
two cases depending on the result of SSC:
1. When the SNR is high or channel fading is mild,

the semantic meaning of the source text message can be
delivered through the S-D link with high fidelity, thus passing
the SSC. Then D will send back an ACK signal [33], and
the system enters the next relay-receive phase where a new
message is transmitted by S.
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FIGURE 3. The architecture of the proposed cooperative semantic communication system with on-demand semantic forwarding.

2. At low SNR or severe channel fading causes difficulty
in correctly recovering the source message m at D, the SSC
fails, and in response, D will send a NAK signal [33] to
both S and R. The system then enters the relay-transmit
phase, where R attempts to first obtain an estimate m̂SR =
f−1
SR (ySR; θSR), then extracts the semantic information from
m̂SR as xRD = fR(m̂SR;αR), which is then forwarded over
the relay channel to D. The corresponding received signal
at D can thus be expressed as

yRD = hRDxRD + nRD. (7)

Together with (6) and (7), SeC is performed to recover the
source message m by jointly utilizing ySD and yRD. The
details of SeC will be elaborated in Section III.

III. PROPOSED ON-DEMAND SEMANTIC FORWARDING
WITH SSC AND SeC
In contrast to a simplistic scenario where the relay R
always attempts to recover and forward the source seman-
tic information to the destination D [37], an on-demand
semantic forwarding framework is proposed where the relay
R attempts to recover and forward the source semantic
information only when required by the destination D. This
mechanism is similar to the hybrid automatic re-transmission
request protocol [38], where semantic forwarding is triggered
upon receiving a NAK and performance gains can be
obtained by exploiting both the S-D link and the R-D link.
In this way, channel utilization is improved while effectively
reducing the system energy consumption [39].
In order to facilitate the implementation of the proposed

on-demand semantic forwarding, an efficient SSC method
is proposed to ascertain the necessity of triggering the
semantic forwarding from the relay R under varying channel
conditions. On the other hand, in order to effectively integrate
the semantic information received through different paths,
a novel SeC method is proposed to enhance the fidelity
of semantic restoration. Next, an explanation of these two
methods will be provided.

A. A SSC METHOD
Although traditional CRC can achieve error detection at the
bit level, it is unable to assess the semantic similarity of

information, e.g., traditional CRC treats cases of synonym
substitution and reordering of words as errors. In view of
this, a SSC method is proposed to enable on-demand relaying
at the semantic level, which leverages a quantization module
and a semantic detection network deployed at S and D,
respectively.
To determine the semantic correctness of the recovered

message at D, the recovered message is compared with the
original source message by mapping them into the semantic
feature space. To be specific, the source semantic features are
extracted and compressed by the quantization module into
a 32-bit semantic information, which is delivered together
with the source message. Then at the receiver side, the
compressed semantic features are fed into the semantic
detection network for similarity check, whose output is
compared with a predefined threshold, indicating whether
the relay re-transmission is needed.
Ideally, assuming the destination D possesses prior knowl-

edge of m, we employ a pre-trained language model at D
to perform SSC. Firstly, D attempts to decode the received
signal ySD, given as

m̂SD = f−1
SD (ySD; θSD), (8)

where f−1
SD (·; θSD) denotes the channel decoder represented

by dense layer and the semantic decoder represented by
Transformer [20] blocks, as shown in Fig. 2. Since the
pre-trained BERT [40] model is capable of transforming
input sentences into semantic vectors, the SS between two
sentences can be quantified by using the cosine similar-
ity between their respective semantic vectors, which is
defined as

SS
(
m, m̂SD

) = BERT(m)BERT
(
m̂SD

)T

|BERT(m)||BERT(
m̂SD

)| , (9)

where SS(m, m̂SD) ∈ [0,1], 1 means the highest similarity
and 0 means there is no similarity between m and m̂SD.
Although perfect decoding cannot be guaranteed, the seman-
tic fidelity of the recovered message can be evaluated by the
cosine distance in the semantic space. For ease of exposition,
we let φth denote the predefined SS threshold. To be specific,

SS
(
m, m̂SD

) ≥ φth (10)
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indicates that the recovered sentence m̂SD is very similar
to the original sentence m in the semantic level. In other
words, the recovered sentence m̂SD passes the SSC, and then
D sends back a ACK to both S and R. Otherwise if

SS
(
m, m̂SD

)
< φth, (11)

it means the recovered sentence m̂SD fails to pass the SSC,
and then D sends back a NAK to trigger the semantic
forwarding by the relay.
Practically, the original message m cannot be known

a priori at D. To tackle this issue, we draw inspiration
from [10] and propose a quantization module at S and a
semantic detection network at D, which bears resemblance
to the traditional CRC.

1) QUANTIZATION MODULE AT S

Specifically, at node S, the original message m is initially
encoded and transformed into a 32-bit information by using
a quantization module, which can be expressed as

x32 = Q( fS(m;αS)), (12)

where the encoded features x32 are passed through a
quantization module Q(·), to compress the source semantic
features to 32 bits. The purpose is to retain the seman-
tic characteristics of the original message while reducing
the transmission cost. The quantization module includes
weight quantization and activation function quantization.
Specifically, to quantize the weights, the maximum and
minimum values of the weights are first calculated, denoted
by max(W(N)) and min(W(N)). Then the following formula
is applied

W̃(N)
o,p = round

(
qw

(
W(N)

o,p − min
(
W(N)

)))
, (13)

where W(N)
o,p represents the weight connecting the o-th neuron

in layer N + 1 to the p-th neuron in layer N, and qw is the
scaling factor that maps the dynamic range of floating-point
numbers to M-bit integers, which is given by

qw = 2M − 1

max
(
W(N)

) − min
(
W(N)

) . (14)

To estimate the gradient of the quantized weights during
backpropagation, the Straight-Through Estimator [41] is
employed. After quantizing the weights by using the above
equation, the activations are also quantized with the same
method. Since the output of the activation function may
have outliers, exponential moving average [42] is used to
eliminate the impact of outliers, as described in [43]. For ease
of exposition, the entire quantization process is denoted as
Q(·), with the corresponding reverse de-quantization process
denoted by Q−1(·).
Then, x32 is delivered together with xS from S to D. As

expressed in (4), the corresponding received signal is denoted
by y32, which is dequantized as

ŷ32 = Q−1(y32). (15)

2) SEMANTIC DETECTION NETWORK AT D

To facilitate SSC, a semantic detection network Fsim(·) is
proposed at D to detect the received ySD at the semantic
level, which can be expressed as

S32
(
ŷ32, ySD

) = Fsim
(
ŷ32, ySD; γS32

)
, (16)

where Fsim(·; γS32) denotes the semantic detection network
consisting of three fully connected layers with parameter set
γS32 , as shown in Fig. 3. The size of the hidden layer is
two times that of the input, by utilizing the ReLU activation
function. Subsequently, the output is passed through a
Sigmoid function to produce a single value between 0-1.
That is, by feeding the received signal ySD and the quantized
ŷ32 that retains the original semantic information into the
detection network, SSC is accomplished and the output of the
network is denoted by S32(ŷ32, ySD), where S32(·) ∈ [0,1].

Similarly, with a predefined semantic detection threshold
φ32, S32(ŷ32, ySD) ≥ φ32 indicates that the quantized and
compressed semantic features are well retained at the
destination and the recovered sentence passes the SSC.
Otherwise if S32(ŷ32, ySD) < φ32, the SSC fails and the
semantic forwarding is triggered.

B. A SeC METHOD
In traditional multi-point communication scenarios, the max-
imum ratio combining (MRC) [44] is commonly employed
to combine the signal from different paths, aiming to enhance
the decoding performance at the receiving end. Inspired
by MRC, the proposed SeC method can be viewed as a
diversity combining method at the semantic feature level,
which provides new insights for improving the performance
of multi-point semantic communication systems. Different
from MRC that combines signals at the physical layer, the
proposed SeC is able to abstract the semantic features from
both the S-D link and the R-D link at the semantic layer,
which are then constructively integrated to recover a better
version of the source message.
Upon entering the relay-transmit phase, the relay R

attempts to first decode ySR, and subsequently re-encodes
the decoded message m̂SR into a symbol stream xRD to be
transmitted, given as

m̂SR = f−1
SR (ySR; θSR)

xRD = fR
(
m̂SR;αR

) . (17)

Since the channel conditions of the S-R and R-D links are
generally better than that of the S-D link, the corresponding
received signal yRD retains a greater amount of semantic
information in general as compared to that received from the
direct link. Even so, those signals acquired from the direct
link also contain certain aspects of the original semantics that
may supplement the entire semantic information recovery.
Thus, there is a pressing need for a method that can merge the
semantic information from both links at the semantic level,
thereby achieving improved semantic recovery performance
at D.
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To better combine the semantic information received from
both the relay link and the direct link, we employ an attention
mechanism [45], which combines the abstracted semantic
features as

yout = Attn(yRD, ySD, ySD;ϑSeC), (18)

where the attention Attn(·;ϑSeC) is constructed through
operations such as dot product and linear mapping with
parameter set ϑSeC, as detailed in Fig. 2. As a basic building
block that is widely adopted in neural network models,
the attention mechanism is a highly effective method for
combining the representations of relevant vectors, which can
be expressed as

Attn(q, k, v) = softmax

(
qkT√
dk

)
v, (19)

where q, k, and v denote the query, key, and value vectors
respectively, and dk represents the dimension of the key
vectors. That is, for each query q, the similarity between
q and k is computed, and then the softmax function is
applied to convert the similarities into weights. Then, these
weights are used to perform a weighted sum of the values v,
thus obtaining the final attention output. The fusion and
representation of different features can be achieved by
using the self-attention mechanism by connecting different
positions in a single sequence via dot product and linear
mapping, based on which a representation of the sequence
can be computed subsequently [46]. The whole process
of obtaining the signal yout, which combines semantic
information from different links, is denoted as SeC. With
yout, an estimate of m can be decoded as

m̂ = f−1
RD (yout; θSeC). (20)

C. OPTIMIZATION OBJECTIVES AND TRAINING
PROCESS
With the employment of deep neural networks, an end-to-end
design is performed throughout the entire system, as shown
in Fig. 3. The detailed training process is divided into the
following steps:

1) TRAINING SEMANTIC ENCODER AND DECODER

This step involves training semantic encoders fi(·) and
semantic decoders f−1

ij (·) belonging to different links, where
i ∈ {S, R}, j ∈ {R, D}, and i �= j. The encoder and decoder
on any link are trained end-to-end in a similar way. Taking
the S-D link as an example, the semantic encoder fS(·;αS)

at S and the semantic decoder f−1
SD (·; θSD) at D are trained

simultaneously. The optimization objective of this process
can be expressed as

LCE
(
m, m̂SD;αS, θSD

)

= −
L∑

l=1

q(wl) log(p(wl)) + (1 − q(wl)) log(1 − p(wl)),

(21)

where LCE(·) represents the cross-entropy loss function [12].
q(wl) is the actual probability that the word wl appears in
message m, and p(wl) is the predicted probability that wl
appears in the recovered message m̂SD. The model is trained
by updating αS and θSD, with the objective of minimizing the
cross-entropy loss function LCE(·). This training approach
is applied to other encoders and decoders on different links
similarly.

2) TRAINING SeC NETWORK

After training the semantic encoders and decoders for
each link, the SeC network is further trained at D to
effectively integrate the semantic information from dif-
ferent links. Utilizing the previously trained semantic
encoder and decoder, the combined semantic feature yout
is acquired by the SeC network Attn(·;ϑSeC) as given
in (18). Subsequently, according to (20), the semantic
decoding network f−1

RD (·; θSeC) deployed at node D generates
an estimated m̂. The parameters ϑSeC and θSeC of the
corresponding networks are updated by minimizing the error
between the estimated m̂ and the original m through training,
which can be expressed as

LCE
(
m, m̂;ϑSeC, θSeC

)

= −
L∑

l=1

q(wl) log(p(wl)) + (1 − q(wl)) log(1 − p(wl)).

(22)

It is worth noting that, during the training of Attn(·),
the relevant parameters of the previously trained semantic
encoding and decoding network are fixed.

3) TRAINING SEMANTIC DETECTION NETWORK IN SSC

In order to discern the semantic relevance between different
pairs of sentences without knowing m a priori, the results
obtained through the pre-trained model in (9) are used as
labels to guide the subsequent training of the semantic
detection network Fsim(·; γS32) in (16), as expressed below

label
(
m, m̂SD

) =
⎧
⎨

⎩

1, SS
(
m, m̂SD

) ≥ φth

0, SS
(
m, m̂SD

)
< φth

, (23)

where SS(m, m̂SD) ≥ φth indicates that the SS between
the recovered sentence m̂SD and the original sentence m is
very high, therefore the label is set to 1. Otherwise when
SS(m, m̂SD) < φth, the SS between m and m̂SD is low,
then the label is set to 0. The semantic detection network is
trained by minimizing the cross-entropy loss LCE(·), which
can be expressed as

arg min
γS32

LCE
(
label(m, m̂SD), S32(ŷ32, ySD)

)
. (24)

The training process aims to align the output distributions
of S32(ŷ32, ySD) and SS(m, m̂SD). Then the trained Fsim(·)
is able to determine the semantic fidelity of the recovered
message, i.e., S32(ŷ32, ySD) as given in (16), by using the
32-bit encoded information ŷ32 and the received signal ySD.
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IV. PROPOSED SEMANTIC ENERGY EFFICIENCY
METRIC
Traditionally, symbol error rate or bit error rate is commonly
used as a performance metric to characterize the reliability
of communication systems. For text transmission, however,
traditional performance metrics are incapable of reflecting
the system performance in the semantic level. Although
BLEU score [30] and SS [9] have been proposed, these
performance metrics solely measure the degree of semantic
information recovery of the text sentences. In order to
better characterize the efficiency of semantic communication
systems, next we propose a new metric of SEE, based on
which new insights can be gained by trading off between
the achieved semantic fidelity and the energy consumption
of the system.
It is worth noting that the proposed semantic encod-

ing/decoding relies on deep neural network training, which
usually consumes a considerable power that may not be
feasible or affordable on wireless mobile devices [43].
Thus, an edge computing scenario is assumed where the
energy-consuming semantic encoding/decoding operations
can be offloaded to the network edge in the proximity,
which is a widely adopted assumption in existing studies
[47], [48], [49]. That is, for fair comparisons between the
proposed semantic communication and traditional communi-
cations, only the transmit energy consumption is considered
for both of them [26].

A. SEMANTIC UTILITY
The transmission rate of bit information is measurable, but
the definition or characterization for the transmission rate
of semantic information is not straightforward. Next, we
define a metric of semantic utility, which corresponds to the
average amount of semantic information that is successfully
recovered at the destination per unit time.
Taking text transmission as an example, previous

works [26], [50] have often employed SS as a metric to
characterize the fidelity of semantic information in the
transmitted messages. As defined in (9), SS depends mainly
on the average number of semantic symbols K employed per
word, i.e., the adopted semantic encoding/decoding scheme,
and the SNR of the transmit signal γ . In other words, the
SS between two sentences m and m̂ can be expressed as a
function of K and γ , i.e., SS(m, m̂) = ξ(K, γ ).

For ease of exposition, we define I, measured in
semantic unit (Sut), as the expected amount of semantic
information contained in the transmitted sentence [26]. Since
K denotes the average number of semantic symbols used
per word and L denotes the expected number of words in
the transmitted sentence, K · L corresponds to the number
of semantic symbols contained in a sentence, and I

K·L
corresponds to the average amount of semantic information
contained in each semantic symbol within a sentence. Then
given a symbol rate Rs (Symbols/s), the corresponding

semantic utility can be expressed as

U(K, γ ) = Rs · I

K · Lξ(K, γ ). (25)

In order to characterize how soon the source message can
be delivered to the destination, we let B denote the number
of sentences transmitted per unit time. Then the symbol rate
Rs can be rewritten as

Rs = K · L · B. (26)

For a given K, it can be observed that ξ(K, γ ) is mono-
tonically non-decreasing with γ [50], and taking values
within the range of ξ(K, γ ) ∈ [ξmin, ξmax], where ξmin and
ξmax denote the minimum and maximum values and 0 <

ξmin < ξmax < 1. To be specific, at high SNR with almost
perfect semantic information recovery, the SS ξ(K, γ ) is
upper bounded by the maximum that is usually smaller than
1, e.g., ξmax=0.9. Conversely, at low SNR with almost no
semantic information recovered, ξ(K, γ ) is lower bounded
by the minimum that is usually greater than 0, e.g., ξmin=0.2.
In other words, the original SS ξ(K, γ ) defined in (25) is not
sensitive enough to characterize the varying semantic utility
with γ .

Hence, in order to better reflect the fine-grained variations
in semantic utility, a linear mapping approach is employed
to scale ξ(K, γ ) for a given K. The specific procedure is
given as follows:

ξ̃ (K, γ ) = ξ(K, γ ) − ξmin

ξmax − ξmin
. (27)

Through this linear mapping, we have ξ̃ (K, γ ) ∈ [0, 1],
which means that the semantic recovery capability of the
system can be better differentiated. Then the semantic utility
can be further written as

U(K, γ ) = Rs · I

K · L ξ̃ (K, γ ) = I · B · ξ̃ (K, γ ). (28)

Subject to a transmit power constraint, a higher semantic
utility U(K, γ ) indicates that more semantic information can
be reliably delivered and recovered at the destination per
unit time.

B. SEMANTIC ENERGY EFFICIENCY
To better evaluate the relationship between the achieved
semantic utility and the transmit energy consumption of the
system, we define SEE as

ηSEE = U(K, γ )

E
, (29)

where E denotes the transmit power consumed by the
considered semantic communication system. SEE indicates
the amount of semantic utility that is obtained per unit energy
consumption, and is measured in Suts/Joule. Depending on
the specific relay forwarding mechanism, the SEE will be
analyzed in detail in the following.
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1) BASELINE CASE WITH ALWAYS FORWARDING

For this case, a message is delivered through S-R-D link
over two phases, then the corresponding transmit energy
consumption is given as

E = 1

2
(PS + PR), (30)

where PS and PR denote the power consumed by S
and R, respectively. The corresponding SEE can thus be
expressed as

ηSEE = U
1
2 (PS + PR)

. (31)

2) PROPOSED ON-DEMAND SEMANTIC FORWARDING

For ease of exposition, we define pf as the probability that
the on-demand semantic forwarding is triggered. Then with
probability pf , the transmit energy consumption is given as

E = 1

2
(PS + PR), (32)

and with probability (1 − pf ), the transmit energy consump-
tion is given as

E = 1

2
PS. (33)

Taking into account of both the above cases, the overall SEE
can be expressed as

ηSEE = (
1 − pf

)USD
1
2PS

+ pf
USeC

1
2 (PS + PR)

, (34)

where USD denotes the semantic utility gained from the
direct link S-D only, and USeC denotes the semantic utility
gained by using the proposed SeC of both the S-D and R-D
links.

3) EQUIVALENT SEE UNDER TRADITIONAL SOLUTIONS

For fair comparisons between the proposed cooperative
semantic communication that corresponds to a JSCC and the
traditional SSCC strategies, the equivalent SEE achieved by
traditional communication systems will be analyzed next.
For text transmissions, the bit rate RB under traditional

communication system is defined as

RB = μ · L · B, (35)

where μ represents the average number of bits used per
word, which is determined by the encoding scheme. Then
the equivalent semantic utility function can be derived as

UB = RB · I

μ · L · ξB = I · B · ξB, (36)

where μ · L corresponds to the total number of bits used
to encode a sentence, I

μ·L corresponds to the amount of
semantic information contained per bit, and ξB corresponds
to the SS between the successfully decoded message and
the original message by using the conventional scheme. It
is worth noting that for conventional communication where

classic channel coding is adopted, e.g., Low Density Parity
Check Code (LDPC) [51], either a message is successfully
decoded when all errors are corrected, i.e., ξB = 1, or no
message can be recovered when channel coding fails to
correct all errors, i.e., ξB = 0. For ease of exposition, we
define pSD as the probability that the decoded bit sequence
passes the CRC at D. Then with probability pSD, the transmit
energy consumption is given as

E = 1

2
PS. (37)

Otherwise with probability (1 − pSD), the relay attempts
to decode and forward the received bit sequence to D, for
which we define pMRC as the probability that the decoded
bit sequence by using MRC passes the CRC at D. Then the
corresponding transmit energy consumption is given as

E = 1

2
(PS + PR). (38)

Thus, we can obtain the overall SEE achieved by the
conventional SSCC schemes as

ηSEE = pSD · I · B
1
2PS

+ (1 − pSD) · pMRC · I · B
1
2 (PS + PR)

. (39)

V. NUMERICAL RESULTS
To comprehensively evaluate the performance of the
proposed cooperative semantic communication system with
on-demand semantic forwarding, we conducted the following
verifications in the simulations:

• Based on the same topology of the cooperative relay
network S-R-D, the proposed semantic communication,
which corresponds to a JSCC, was compared with the
state-of-the-art SSCC. The performance of end-to-end
semantic fidelity was evaluated by using BLEU and SS
metrics, where significant performance improvements
were achieved by the proposed scheme in low-to-
medium SNR regimes. The generality of the conclusions
was also demonstrated by evaluating the impact of
different channel conditions.

• The proposed on-demand semantic forwarding was
compared with the case with always forwarding. While
almost the same semantic fidelity was achieved by
these two schemes in terms of BLEU or SS, obvious
performance gains in terms of SEE was achieved by the
proposed on-demand semantic forwarding as compared
to the case with always forwarding. Furthermore, with
an equivalent transformation, the SEE achieved by the
traditional SSCC schemes with CRC and MRC was
also illustrated, which verified the effectiveness of the
proposed SSC and SeC methods.

• An inherent performance trade-off between the semantic
fidelity and SEE is demonstrated with varying values
of transmit power. Although the semantic fidelity is in
general monotonically non-decreasing with the transmit
power, the performance improvement decays gradually
due to the limitations of the network. This leads to a
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TABLE 1. The settings of the simulations.

degradation in SEE when an unnecessarily high transmit
power is adopted. Thus, the transmit power needs
to be prudentially designed for achieving a desirable
performance between the semantic fidelity and SEE,
depending on the specific applications.

A. SIMULATION SETTINGS
In the simulations, the experiments are conducted on the
European Parliament dataset [53]. The dataset was prepro-
cessed to create a set of sentences ranging from 4 to 30
words in length for training and testing purposes. In the
experiment, only the English text was selected for training,
totaling 70,906 sentences. The number of epochs for training
is set to 300, i.e., 70,906 sentences are used repeatedly for
300 rounds of training. The mentioned SNR values in the
simulation results all refer to the transmit SNR.
For the proposed semantic communication, similar

network configurations are adopted as in [12], where the
semantic encoder is set to be a stack of 4 Transformer blocks,
each with 8 heads. Two fully connected layers are used to
extract and map the semantic features into semantic symbols.
The decoder at the receiving end is configured with the same
structure as the transmitter. For ease of reference, the settings
of system parameters are listed in Table 1, unless otherwise
specified. For the traditional SSCC schemes, Huffman [54]
coding is used for source coding, Turbo [55] and LDPC [51]
coding are selected as channel coding schemes. Due to
the varying lengths of transmitted sentences, the interleaver
indices for Turbo coding are set to be adaptive, and the
decoder is configured to perform 10 iterations. LDPC adopts
the BG1 code and the maximum number of decoding
iterations is set to 25. In the simulation experiments, we
assume that the S-D link experiences relatively high path
loss, and the S-R-D link has favorable channel conditions.
The 32-QAM modulation is used.

B. SIMULATION RESULTS
1) EVALUATION OF SEMANTIC FIDELITY

The semantic recovery capability of the proposed cooperative
semantic communication and the traditional cooperative

FIGURE 4. The BLEU under different transmission schemes.

communication under the same number of transmitted
sentences is evaluated, as shown in Fig. 4 and Fig. 5
by using BLEU and SS, respectively. Different transmit
SNR are achieved by keeping the transmit power constant,
i.e., P = 30 dBm, while varying the noise power [9].
For comparison purposes, the following schemes are also
simulated. Semantic S-R-D refers to the method where
messages are transmitted solely through the relay link S-R-
D without the presence of SeC, Semantic S-D refers to the
scheme where messages are transmitted exclusively through
the direct link S-D, Always-Forwarding refers to the scheme
where R always attempts to recover and forward messages
to D where SeC is used.
From the simulation results, it can be observed that the

proposed on-demand semantic forwarding, which combines
SSC and SeC, achieves significant performance improve-
ments in terms of both BLEU and SS, as compared to
schemes that solely rely on semantic recovery from S-R-
D link or S-D link. In comparison to Always-Forwarding,
almost identical semantic information recovery is achieved
by the proposed scheme. On the other hand, the traditional
SSCC strategies using Huffman source coding and Turbo and
LDPC channel coding are also simulated. For fair compar-
isons, MRC is used to merge the content from multiple links,
and CRC is employed to detect the decoded sentences at D.
It is observed that the proposed scheme exhibits significant
performance advantages at low-to-medium SNR, while the
traditional scheme demonstrates stronger semantic recovery
capability at high SNR.

2) EVALUATION OF SEE

Subsequently, to thoroughly showcase the superior energy
efficiency of the proposed on-demand relaying scheme, an
exhaustive performance analysis was conducted to compare
various communication systems in terms of the proposed
metric of SEE, as shown in Fig. 6. It is observed that
our proposed quantized module exhibits only marginal
performance degradation as compared to the baseline model,
indicating that the receiver is capable of reliably performing
SSC by using the proposed Fsim(·; γS32) semantic detection
network without prior knowledge of m.
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FIGURE 5. The SS under different transmission schemes.

FIGURE 6. The SEE under different transmission schemes.

A notable observation is that the scheme utilizing SSC
without SeC achieves higher SEE compared to the Always-
Forwarding scheme at high SNR. This can be attributed
to the fact that, under high SNR conditions, the message
can be recovered with high SS through the direct link S-
D only. By leveraging SSC, the number of relay-assisted
transmissions can be reduced, thereby enhancing the SEE.
On the other hand, it can be observed that our semantic on-
demand forwarding scheme achieves better results in terms
of SEE as compared to the traditional SSCC strategies.
Particularly, in low SNR scenarios, the traditional schemes
often fail in CRC detection, resulting in the inability to
recover the transmitted sentences at the receiver side, leading
to a SEE of zero.

3) PERFORMANCE TRADE-OFF BETWEEN SEE AND
SEMANTIC FIDELITY

Figure 7 illustrates the performance of the proposed on-
demand semantic forwarding in terms of both SS and SEE
under different P. It can be observed that as P increases,
the proposed scheme exhibits a rapid improvement on SS.
However, when P increases to a certain level, the semantic
recovery capability approaches the performance upper limit
of the semantic network, which is constrained by the
network structure and parameter settings, thus reaching a
plateau. In terms of the SEE, when P is low, the model
exhibits poor semantic recovery capability, resulting in poor
SEE performance. As P increases, the SEE of the model
also improves accordingly. When P increases to a level

FIGURE 7. The SS and SEE achieved by the proposed cooperative semantic
communication system with varying values of P with σ 2 =19, 22, 25dBm.

FIGURE 8. The SS and SEE of the cooperative semantic network under different K .

that enables the model to achieve a competent degree of
semantic recovery, the semantic utility tends to stabilize.
During that period, the SEE decreases with the increase
in P. This indicates that the transmit power needs to be
properly selected for reaching a balance between different
performance metrics like SS and SEE.
Fig. 8 illustrates the performance of our proposed on-

demand semantic forwarding when each word is represented
by a different number K of semantic symbols. The fixed
transmit power is configured as P = 27 dBm and different
SNR is achieved varying σ 2. It can be observed that at low
SNR, a smaller value of K, e.g., K = 16, yields better SEE
performance for the model. This can be attributed to the fact
that under the same transmit power, a smaller value of K
results in a higher average power for each semantic symbol.
As a result, the model can better capture the semantic
information of sentences, leading to improved semantic
utility and consequently higher SEE. As SNR increases, a
larger value of K, e.g., K = 64, gradually gains an advantage
in terms of SEE performance. This is reasonable in that
a larger value of K signifies a stronger capability of the
semantic model in extracting semantic information. Thus,
depending on the channel conditions, the value of K needs
to be properly selected for trading off between the symbol
power and the capability of the semantic model.
Fig. 9 illustrates the performance of our proposed on-

demand semantic forwarding under different transmission
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FIGURE 9. The SS and SEE of the cooperative semantic network under different
transmit rate B.

rates B, where B ∈ {32, 64, 128, 256}, P ∈ {27, 30} and
K = 32. For a given P, different values of B represent
varying numbers of semantic symbols transmitted per unit
time. Taking the SS metric as an example, the SS decreases
monotonically with an increase in B. This is reasonable in
that. As B increase, the energy consumed in transmitting
a symbol is decreased, which degrades the capability of
semantic recovery. As for the SEE aspect, SEE initially
increases and then decreases with an increase in B. This
behavior is attributed to our defined semantic utility function
as given in (28), which characterizes the trade-off between
the transmission rate and the semantic recovery capability
of the model. To be specific, when B is very small, the
achieved semantic utility is significantly increased as B
increases, thus leading to an improved SEE. However, when
an unnecessarily large B is adopted, the semantic utility is
severely limited by the poor SS, thus in return degrading the
SEE. The above observations indicate that the transmit rate
B needs to be properly selected for achieving a desirable
performance trade-off between SS and SEE.

4) EVALUATION OF THE IMPACT OF CHANNEL
CONDITIONS

In order to evaluate the system performance under different
channel conditions, the impact of path loss exponent υSD and
distance dSD between nodes is also simulated in Fig. 10. For
comparison purposes, the traditional SSCC schemes using
Huffman coding and Turbo coding are also simulated. To
evaluate the impact of dSD, we let dSD ∈ {160, 180, 200} and
dSR = dRD ∈ {120, 140, 160}. To evaluate the impact of υSD,
we let υSD ∈ {2.6, 3, 3.4} and υSR = υRD ∈ {2.2, 2.6, 3}.

It is observed from Fig. 10 (a) that with a higher
path loss exponent υSD, since the path loss attenuation
becomes more severe, the overall SS is degraded accord-
ingly. However, the proposed semantic forwarding performs
better in low-to-medium SNR regimes as compared to the
traditional communication schemes. Similar phenomena can
be observed from Fig. 10 (b), where the overall SS is
degraded with a longer distance between S and D, whereas
performance gains are achieved by the proposed semantic
forwarding in low-to-medium SNR regimes.

Algorithm 1: Training Algorithm of the Proposed
Cooperative Semantic Communication System With SSC
and SeC
Step 1: Train semantic networks on different links.
Initialization: Set the path loss and network
parameters for different links.
Input: The transmitted message m.
Output: fi(·;αi), f

−1
ij (·; θij) where i ∈ {S, R} and

j ∈ {R, D}, and i �= j.
1) Transmitter: xi = fi(m), transmit xi over the
physical channel as expressed in (4).
2) yij = hxi + n.
3) Receiver: m̂ij = f−1

ij (yij).
4) Update αS, αD, θSD, θSR, θRD by loss function (21).
Step 2: Train SeC network.
Initialization: Load the parameters of the trained
network in Step 1.
Input: ySD, yRD obtained by the trained network.
Output: Attn(·;ϑSeC), f−1

RD (·; θSeC).

1) yout = Attn(yRD, ySD, ySD;ϑSeC).
2) m̂ = f−1

RD (yout; θSeC).
3) Update ϑSeC, θSeC by loss function (22).
Step 3: Train semantic detection network in SSC.
Initialization: Load the trained parameters of Step 1
and Step 2. Set the order M of the quantization module.
Input: The label obtained from (23) and the output

from (16).
Output: Fsim(·; γS32).

1) Update γS32 by loss function (24).

C. COMPUTATIONAL COMPLEXITY ANALYSIS
Next, we conduct an analysis on the computational com-
plexity of the proposed method, where L is the sentence
length, and K is the number of symbols required to represent
each word. To be specific, the implementation complexity of
Algorithm 1 mainly includes the complexity of the semantic
encoding network, the complexity of the SeC network and the
complexity of the semantic detection network, respectively.
The semantic encoding network primarily employs

Transformer networks [20], while the SeC network mainly
utilizes self-attention mechanisms, both of which have a
computational complexity of O(L2 · K). Additionally, with
the prior knowledge on m, the semantic detection network
deployed in the proposed scheme primarily consists of multi-
layer perception, thus having a computational complexity of
O(L · K). Hence, the complexity of the semantic detection
network deployed at D can be neglected compared to the
complexity of O(L2 · K). On the other hand, in the absence
of the prior knowledge on m, a quantization module is
employed to quantize the weights and activation functions of
the network. Although this quantization module introduces
an additional 32-bit data transfer volume during data trans-
mission, it effectively reduces the size and parameters of the
network. Thus, significant performance improvements can be
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FIGURE 10. The effect of channel conditions.

achieved by the proposed on-demand semantic forwarding
in terms of both SS and SEE, while at the cost of affordable
computational complexity.

VI. CONCLUSION
In this work, a multi-point semantic communication system
was proposed on a cooperative relay network. To enhance
system reliability and adaptability to diverse channel con-
ditions, an on-demand semantic forwarding framework was
proposed to avoid unnecessary energy waste. Within this
framework, an efficient SSC was proposed for accurately
detecting the degree of semantic information recovery at
the destination, and a novel SeC was proposed to jointly
abstract and integrate the semantic features from the direct
and relay links. In order to characterize the efficiency of
semantic communication systems, a new metric of SEE
was first proposed, which measured the amount of semantic
utility obtained per unit energy consumption. Simulation
results validated the performance improvement achieved
by the proposed cooperative semantic communication with
on-demand semantic forwarding, as compared to the state-
of-the-art SSCC schemes and different baseline schemes.
Furthermore, an inherent performance trade-off was demon-
strated between the semantic fidelity and SEE. This indicated
that the key system parameters like the transmit power, the
number of symbols used per word, and the transmission rate,
need to be properly selected for achieving a balance between
different performance metrics. Based on the findings of this
paper, further explorations on the semantic communication in
multi-antenna systems and the integration of communication
and computing will be delegated to our future work.
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