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ABSTRACT The distribution of entangled qubit pairs to end nodes is the key requirement of a
quantum network to enable qubit state transmission through quantum teleportation. Existing protocols for
entanglement distribution fix a specific swapping order on the involved quantum repeaters and delegate
entanglement purification to upper-layer protocols. This limitation is problematic because entangled states
tend to degrade due to quantum noise, and they cannot be purified if their fidelity (i.e., quality) falls
below a certain threshold. It is therefore of the utmost importance to co-plan entanglement swapping and
purification to achieve a target end-to-end fidelity. In this work, we present the Ranked Entanglement
Distribution Protocol (REDiP), which overcomes the aforementioned limits by including the “ranks”
mechanism to configure the ordering of both purification and entanglement swapping steps. We show how
REDiP can easily be configured to implement custom entanglement swapping and purification strategies,
including (but not restricted to) those adopted in two recent works. We also propose an algorithm to
estimate the bandwidth to allocate on every link of the REDiP path, and we provide a set of guidelines on
how REDiP ranks can be configured depending on user requirements and hardware configuration. Such
guidelines are driven by original insights into purification performance. We conduct simulations to verify
our results and assess the impact of different REDiP configurations on the performance of a repeater
network, in terms of throughput and fidelity.

INDEX TERMS Entanglement distribution, entanglement purification, entanglement swapping, quantum
Internet, quantum network protocol, quantum repeater networks.

I. INTRODUCTION

ENTANGLEMENT is a phenomenon typical of quantum
mechanics where two or more systems (in our case,

qubits) become so intertwined that their state must be
described as a single, global entity, even if the systems
are spatially separated. Quantum networks exploit shared
entangled states and classical communication infrastructures
to enable a whole new set of disruptive applications, such
as distributed quantum computing [1], blind quantum com-
puting [2], quantum key distribution [3], [4], and quantum
secret sharing [5].

The key challenge at this early stage of quantum networks
is to generate entangled qubit pairs locally and distribute
them to the end nodes of the network. The problem is

made much harder by the no-cloning theorem of quantum
mechanics, which prevents us from employing classical
repeaters to propagate quantum information stored into
photons. A solution to this problem is the adoption of
quantum repeaters to distribute entanglement over physical
links and then propagate it through a protocol called
entanglement swapping. Quantum noise plays another crucial
role as it introduces errors in both entanglement generation
and swapping protocols. Failure to adequately mitigate
quantum noise results in the exponential degradation of
entanglement fidelity—a metric indicating the quality of
entanglement—over both time (quantum memory deco-
herence) and distance (subsequent entanglement swaps).
Early-stage quantum networks, which will likely employ
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FIGURE 1. The system model. A path B = [B0, B1, B2, B3, B4] is determined to
connect two end nodes Alice (B0) and Bob (B4) of the quantum network. The
entangled qubit pairs generated on the physical links of the path are employed to
distribute entanglement shared among Alice and Bob.

first-generation quantum repeaters [6], can restore the fidelity
of entangled qubits through a probabilistic procedure called
entanglement purification (or distillation). In the future, as
the technology evolves, it will also be possible to employ
quantum error correction techniques [7], but these solutions
are not achievable with near-term hardware [8].

Several architectures for a Quantum Internet have been
proposed over the last few years [9], [10], [11], [12], and
they all share the common goal of achieving entanglement
distribution to end nodes through combinations of entangle-
ment swapping and purification, following a scheme called
Purify-and-Swap [13].
We show the model of our system in Fig. 1. A path

is established on the quantum network to connect two
(quantum) end nodes, Alice and Bob, willing to share entan-
glement. Entangled qubit pairs are continuously generated as
a background process on the physical links along the path,
which may exploit diverse media such as optics fiber or
open space. The goal of this work is to describe the Ranked
Entanglement Distribution Protocol (REDiP): a configurable
protocol that schedules and carries out the Purify-and-
Swap operations required to propagate entanglement to the
interested end nodes.
Entanglement swapping is a two-step protocol involving a

Bell-state measurement (BSM) followed by the transmission
of a final measurement outcome, namely two classical bits,
so that the recipient is able to determine in which of the four
maximally-entangled states the qubit pair has landed. This
requirement introduces a new problem, that is determining
the order in which this classical synchronization between
repeaters takes place. Such a decision is very important
because it defines –and is defined by- the order of performing
entanglement swapping among nodes. With reference to
Fig. 1, the three repeaters B1,B2,B3 may carry out their
BSM in parallel, consecutively, or in any other order. We
call this choice Entanglement Swapping Strategy (ESS).

Entanglement purification can be carried out at any time
on two or more entangled qubit pairs shared between the
same nodes. Its outcome is a smaller number of pairs with
higher fidelity than the input ones, with a certain success
probability. If we include the possibility of performing
purification in our discussion, we define the Purification and
Entanglement Swapping Strategy (PESS) as the policy that
determines both the order of entanglement swapping other
than when and where (i.e., at what node) purification rounds
are to be carried out.
In this work, we extend the presentation of REDiP

from [14]. The main contributions of this work with respect
to [14] can be summed up as follows: (i) providing additional
details about REDiP design, (ii) implementing an algorithm
to estimate the bandwidth (pairs/s) that a REDiP instance
requires on every link of the path connecting the end
nodes, and (iii) describing a set of hands-on guidelines
to configure REDiP ranks so that a target end-to-end
fidelity is achieved with the least amount of resources.
This last contribution is supported by our insights on the
performances of the popular DEJMPS (from the authors’ last
names) purification protocol [15]. Our simulation campaign
evaluates the performances of different PESSs implemented
on REDiP, showcasing the impact of different sources of
quantum noise on the resulting throughput and fidelity.
Results show that REDiP configurability is essential to
meeting user requirements in a quantum network subject to
quantum errors and link conditions that may change over
time and space.
This work is structured as follows: Section II gives an

overview of the main concepts behind REDiP and how it
can be configured, then Section III describes the protocol
with a more technical and detailed approach. Section IV
shows the algorithm used to estimate the bandwidth on every
link of the path. Section V provides the guidelines on how
REDiP connections can be configured to meet specific user
requirements. Section VI shows the results of a simulation
campaign that evaluates the performances of different PESSs
implemented on REDiP under varying scenarios. Finally,
Section VII draws some final remarks and future work.

A. RELATED WORK
A major distinction arises in the literature between two
architectural model classes for quantum networks, which
we divide into time-slotted and asynchronous. Time-slotted
architectures, from which we point out [12], [16], [17], [18],
assume that the whole quantum network evolves according
to discrete time slots of a fixed duration. A centralized or
distributed clock-sharing procedure is therefore employed by
all these proposals. Such a time-slotted approach introduces a
significant simplification in the management of entanglement
distribution: At each time slot, the control plane (either
centralized or distributed) evaluates which quantum network
nodes currently share entangled qubit pairs, and a virtual
graph is generated where every edge represents an available
entangled qubit pair. Within the same time slot, the control
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plane schedules the requests to serve and routes every request
for end-to-end entanglement over a dedicated path on the
virtual graph. The algorithms used for scheduling and routing
requests depend on the solution; we point out the work by
Cicconetti et al. [16], which features a very clear formulation
of the problem.
The advantage of time-slotted architectures is that they

can be very responsive: requests for a reasonable amount of
end-to-end entangled qubits can often be served in a single
time slot. Contrarily, their intrinsic drawback is the under-
utilization of network resources: Entanglement generation
is attempted only at the beginning of every time slot,
leading to a loss in the overall throughput in exchange
for easier management of available resources. Some works
such as [18] try to partially counter this downside by
accumulating entangled qubit pairs on specialized quantum
network devices, and making them available when needed.
An additional critical challenge is that the maximum duration
of the time slot is given by the quantum memories coherence
time, since entangled qubits are allocated at the beginning
of a time slot and delivered to the application at the end of
the same time slot (in the best case).
On the other hand, asynchronous architectures

like [10], [11], [19] adopt a greedier approach where
entanglement generation on every physical link is considered
a continuous, stochastic process that delivers new entangled
qubit pairs at an average throughput over time. Protocols
designed for such architectures do not work within a
specified time slot and must face the possibility that not
enough entangled qubits may be available at a given time.
The consequence is that quantum network protocols for
entanglement distribution must be robust to the temporary
unavailability of qubits, and feature a higher complexity
in terms of control and synchronization messages across
different nodes. Asynchronous quantum networks are thus
potentially able to guarantee a higher utilization of the
network resources, but the overhead likely required to
reconfigure the quantum network and serve new scheduled
requests can be very high.
Overall, we expect time-slotted quantum networks to be

effective for short-lived applications that require a small
number of end-to-end entangled qubits, thus privileging
responsiveness. Asynchronous quantum networks promise
instead to be optimal for applications that require long
streams of entangled qubits over time (e.g., to share several
secrets using quantum key distribution), thus privileging
throughput.

Some connection-oriented protocols for entanglement dis-
tribution, suitable for asynchronous architectures, have been
recently proposed in the literature, from which we point
out [20], [21], [22]. One of the limits of these previous
works is that they are tightly bonded to a single ESS, i.e.,
a specific order in which entanglement swapping is carried
out among the nodes along the path.
The three different ESSs adopted in these works are shown

in Fig. 2 on a five-node path: (i) Consecutive ESS (Fig. 2(a)),

FIGURE 2. Three entanglement swapping strategies on a five-node path (two end
nodes and three repeaters): (a) Consecutive, (b) Nested, (c) Parallel. The arcs
represent entanglement between the two connected nodes, whereas the arrows and
the legend specify the entanglement swapping order.

employed in [20], where a node performs its BSM only after
receiving the outcome from the previous node on the path
and then sends the outcome to the next node. (ii) Nested
ESS (Fig. 2(b)), employed in [21], where the BSM ordering
is recursively determined by extracting the nodes of the path
in odd positions -with positions starting from zero- until
only the end nodes remain. This definition means that B1
and B3 can perform the BSM concurrently, and B2 must
wait to receive the outcomes from both B1 and B3. Note
that this strategy is applicable only if the number of nodes
can be written as 2n + 1 for some n ∈ N. (iii) Parallel ESS
(Fig. 2(c)), employed in [22], where all repeaters perform
their BSM concurrently and transmit the outcome directly
to at least one of the end nodes.
More specifically, Kozlowski et al. protocol [22] exploits

Parallel ESS to counter the effect of low memory coherence
times. The proposal by Li et al. [20] features a detailed
description of the connection establishment phase, involving
a resource allocation mechanism based on quantum memory
slots partitioning. Their protocol uses Consecutive ESS to
have strict control over the timing of the actions performed
by each node. Finally, the proposal by Aparicio et al. [21]
is not exactly a protocol, but a recursive protocol stack
that schedules entanglement swapping and purification as
separate protocols, one on top of the other.
Another key limitation of these existing protocols is

that they do not support entanglement purification as an
integrated mechanism. Together with the forced ESS, this
leads to a lack of flexibility when it comes to meeting
user requirements in terms of fidelity and throughput. Of
course, it is always possible to have a recursive protocol
stack where several connections and purification protocols
are installed one on top of the other to implement an arbitrary
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PESS, as done in [21], [23] and suggested in [22], but this
inevitably introduces additional overhead and complicates
network reconfiguration, which is already one of the critical
problems of asynchronous solutions.
REDiP is a novel protocol for entanglement distribution in

asynchronous quantum networks. It incorporates these state-
of-the-art protocols, as all of them can be implemented as
special REDiP configurations. Moreover, REDiP enables a
whole set of custom strategies that would not be achievable
with existing protocols. This result is obtained through the
“ranks” mechanism, which enables an arbitrary ESS and
includes entanglement purification as a native feature, which
was not taken into account within the most recent protocols.
Moreover, the same REDiP connection can potentially be
dynamically reconfigured to adapt to changes in require-
ments and failures, without having to dismantle and set up
a new connection.

II. PROTOCOL OVERVIEW
REDiP is a connection-oriented protocol. Therefore, a
connection on a path between the two end nodes must be
created before distributing the entanglement. This connection
conveys classical bits and is provided by a conventional
infrastructure (for example, the classical Internet). To avoid
ambiguities with entangled connections, we will refer to this
preliminary connection as tunnel.

Taking as reference the quantum protocol stack introduced
in [10], REDiP is placed at the Network layer. The underly-
ing Link layer has the task of generating heralded entangled
Bell pairs on physical links that are consumed by Network
layer protocols to distribute end-to-end entanglement. We
will refer to upper layer protocols as Users of REDiP.
Finally, we assume that the quantum network architecture

where REDiP is used has an addressing scheme where each
entangled qubit pair has an identifier shared at least among
the nodes holding the two ends of the pair. For the sake
of clarity, we call an entangled qubit pair between adjacent
nodes an entangled link or just a link. We also use the
term entangled segment or just segment when the entangled
pair resides on non-adjacent nodes. Finally, we call end-to-
end entangled connection or just connection an entangled
segment that resides on the end nodes. Clearly, the two
qubits of an entangled pair embody the endpoints of a link,
segment, or connection.
REDiP comprises three consecutive phases, namely

(i) establishment, (ii) active, and (iii) closing. The next
sections will give an overview of all the tasks carried out
during each phase.

A. ESTABLISHMENT PHASE
The establishment phase is the preliminary sequence of
actions taken by the nodes where they agree to be part of
a REDiP tunnel. During this phase, nodes also determine
the bandwidth (average pairs/s) to be reserved for the tunnel
on each physical link of the path. As shown in Fig. 3, The
establishment phase starts at an end node A when a user,

FIGURE 3. Simplified example of REDiP tunnel establishment.

typically an upper layer protocol, submits a NEW_TUN
message that is forwarded to all nodes on the path toward
the other end node B. The NEW_TUN message contains the
identifiers of all the nodes on the path, together with a set
of parameters used to configure the connection (e.g., ranks).
We also include an optional confirmation phase where a
TUN_ACK message is propagated back to the originating
end node A to confirm the tunnel establishment. When the
TUN_ACK reaches the A node, all nodes reserve the agreed
bandwidth on their physical links, and entanglement gen-
eration can start. This approach is borrowed from classical
Internet protocols like the Resource Reservation Protocol
(RSVP). The format of the aforementioned messages is
provided in the technical part, Section III.

B. ACTIVE PHASE
During the active phase, the REDiP tunnel continuously
generates end-to-end connections and delivers them to the
users. Before delving into the operational description, we
introduce the concept of ranks and how they can be used to
configure the tunnel and suit user requirements. Each node
belonging to the REDiP tunnel is assigned a rank, namely
an integer value. Ranks can assume values between 0 and
N−1, where N is the total number of nodes. Ranks are used
to determine the order in which entanglement swapping is
carried out: nodes with a lower rank swap earlier, whereas
two nodes sharing the same rank can swap concurrently. By
design, we impose that the end nodes of the tunnel share the
highest rank. The ranks of all the nodes are grouped inside a
rank vector R, which is distributed during the establishment
phase. As an example, we implement the three ESSs from
Fig. 2. REDiP realizes the three strategies by assigning the
rank vectors R = [3, 0, 1, 2, 3], R = [2, 0, 1, 0, 2], and R =
[1, 0, 0, 0, 1] respectively.

The user can also add entanglement purification. We
assume DEJMPS protocol [15] (from the authors’ last names)
to be used as the default purification protocol, as it has been
proven to be optimal for Werner states (worst case scenario).
The user can add an arbitrary number of purification rounds
to be performed at each rank. In the example of Fig. 4,
we can see the purification vector P = [1, 1, 0] applied on
the Nested ESS. Such assignment configures REDiP so that
0-ranked and 1-ranked nodes apply one purification round
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FIGURE 4. Example of purification assignment on the Nested ESS.

to all qubit pairs before they can be swapped. Contrarily,
2-ranked nodes (i.e., the end nodes) do not perform any
purification on the end-to-end connections.
The active phase terminates when a certain number

K of end-to-end connections, pre-determined during the
establishment phase, has been delivered and consumed by the
user. During the closing phase, nodes free up the allocated
resources, and the tunnel is dismantled.

III. REDIP TECHNICAL DESCRIPTION
In this section, we delve into the design of REDiP,
comprising message formats, internal states, and flows of
communication. The main focus of this section is the active
phase, which is the core of REDiP operation.
We define some reference variables, called REDiP param-

eters, that will be used across this section:

• N is the number of nodes composing the REDiP path.
• B is the vector of node identifiers along the REDiP
path, in the order they are traversed. Bi indicates the
ith node on the path, i ∈ {0, . . . ,N − 1}.

• R is the REDiP rank vector, where each element Ri is
an integer indicating the rank of node Bi.

• P is the REDiP purification vector, where each element
Pr is an integer indicating how many purification rounds
must be performed by nodes whose rank is r, r ∈
{0, . . . ,max{Ri ∈ R}}.

• K is the number of end-to-end pairs that a given tunnel
must deliver to the destination end nodes.

Furthermore, as in [22], we assume that the Link layer
protocol continuously generates entangled links once the
tunnel is open. For any given node, from now on we will refer
to the directions towards the rightmost and leftmost nodes
on the path L as upstream and downstream respectively.
For what concerns the REDiP establishment phase, its

functionality has been fully unraveled in the previous section.
We are now ready to briefly complete its description
by defining the information conveyed within NEW_TUN
and TUN_ACK messages. The NEW_TUN message is
initialized by the user and contains the REDiP parameters
(B,R,P,K) and a unique identifier for the REDiP tunnel.
Additionally, every node that receives and forwards the
NEW_TUN message appends the fidelity and the maximum
bandwidth available on the attached physical links (expressed
in generated pairs/s), and its hardware noise parameters,
which can be represented by the accuracies (i.e., the
success probabilities) of unary, binary quantum gates, and

FIGURE 5. Finite state machine for an endpoint on a node with rank r . Blue labels
indicate the conditions for the state transition, whereas red labels indicate the action
performed during the transition.

measurement apparatus. When the last node BN−1 receives
the NEW_TUN message, it has all the information required
to derive the bandwidth to be allocated on all links of the
path. The algorithm used to derive the bandwidth is discussed
in Section IV.
The TUN_ACK message is initialized by the last node

BN−1 with the REDiP tunnel identifier, the bandwidth to be
allocated on each link of the path, and a timestamp indicating
the time at which the active phase may start. This timer
does not assume a tight synchronization between nodes, it is
used to prevent nodes from entering the REDiP active phase
before the TUN_ACK message has been forwarded back to
the first node B0.

The control operations of the REDiP active phase
are carried out by three classical messages called
(i) SWAP_UPDATE, used to notify nodes about the result
of an entanglement swapping, (ii) PURIF_SOLICIT and
(iii) PURIF_RESPONSE used during the entanglement
purification procedure. We will gradually go through their
definition and usage as the description moves forward.

A. ENDPOINT LOGICAL STATES
During the active phase, Link layer protocols continuously
generate and deliver new endpoints (i.e., entangled qubits)
to REDiP on every node along the path. At a given time, as
shown in the state diagram of Fig. 5, every endpoint held
by an r-ranked node of the REDiP path can be in one of
the following possible logical states:

• WAIT is the initial state for endpoints signaled by the
Link layer when an entangled qubit pair is generated.

• PURIF is immediately entered if r = 0, otherwise it
is entered when a SWAP_UPDATE message for this
endpoint arrives from a node whose rank is r − 1. An
endpoint stays in this state if the link, segment, or
connection must be purified.

• PENDING is entered when an endpoint is submitted to
the purification procedure. If the procedure succeeds,
the state transitions back to PURIF and the purification
counter i is increased by one.
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• RELEASE is the transitional state of endpoints that are
about to be released back to the Link layer. It is reached
when the endpoint is used as an ancilla for purification,
when the endpoint is swapped, or when purification
fails.

• ELIGIBLE is the state for endpoints that are ready for
entanglement swapping (on intermediate nodes), or that
are ready to be delivered to the user (on end nodes). It
is entered when the endpoint in PURIF state has been
successfully purified a number of times equal to Pr.

B. SWAP UPDATES
As soon as the REDiP tunnel has been established, each
intermediate node Bi processes the parameters (B,R,P,K)

and infers the following variables:

• Bi Swapping Destinations (SDi), a two components
vector where its components SDi0 and SDi1 are picked
as the downstream and upstream nodes closest to Bi
whose rank is strictly higher than Ri,

• Bi Swapping Neighbors (SNi), a two components vector
where its components SNi0 and SNi1 are picked as the
downstream and upstream nodes closest to Bi, whose
rank is equal or higher than Ri.

SWAP_UPDATE messages share some similarities with
the TRACK message from [22], in the sense that they serve
the purpose of keeping track of what endpoints have been
swapped and the final Bell state of the new segment. The
difference lies in the fact that TRACK messages are always
forwarded by all nodes on the path towards an end node,
whereas SWAP_UPDATEs are generated and forwarded by
swapping neighbors, and delivered to a swapping destination
which may or may not be an end node. The idea is that
REDiP ranks partition the path into several nested chains
of swapping neighbors. At any time, there exist multiple
SWAP_UPDATEs running at different ranks, which are
forwarded upstream or downstream by swapping neighbors
toward a swapping destination.
An intermediate node Bi generates a SWAP_UPDATE

message after the execution of the entanglement swapping
only if SNi0 ≡ SDi0 or SNi1 ≡ SDi1, i.e., only if at least one
of its swapping neighbors is also a swapping destination.
Fig. 6(a) shows the behavior of an r-ranked node Bi when

its swapping neighbors and destinations do not coincide. We
can see that Bi receives an upstream SWAP_UPDATE from
SNi0 (time T0), but it has not swapped its two local endpoints
yet, so the message cannot be immediately forwarded. As
soon as Bi has an upstream endpoint in ELIGIBLE state, it is
swapped with the endpoint specified by the received message
(time T1). The final Bell state measurement is collected and
saved in a temporary record as it is done in [22], and the
two swapped endpoints transition to the RELEASE state. At
this point Bi can add the stored measurement result to the
upstream SWAP_UPDATE, which is forwarded to SNi1 (time
T2). When Bi receives the SWAP_UPDATE from SNi1, it
immediately updates and forwards downstream the message

(time T3). When both SWAP_UPDATEs are delivered to the
corresponding swapping destination, the two endpoints of
the new segment between SDi0 and SDi1 transition to the
state PURIF (time T4). Fig. 6(b) shows the complementary
case where the upstream swapping neighbor and destination
coincide. The key difference with the previous example
is that after the swap (time T1), Bi must generate the
downstream SWAP_UPDATE and send it to SNi0 (time T3).
Of course, in the mirror case of downstream coincidence
(SNi0 ≡ SDi0), then Bi would generate and send the upstream
SWAP_UPDATE instead of the downstream one.
Now that we sketched the role and the information

conveyed by SWAP_UPDATEs, we describe their format.
When it is generated, a SWAP_UPDATE is meant to be
delivered to a specific swapping destination node, which
is marked within the message as its target. The other
swapping destination is instead marked within the message
as its origin. The SWAP_UPDATE is forwarded to one
of the swapping neighbors, marked within the next-hop
field. The BSM measurement outcome is encoded by means
of two message fields, namely (i) the identifier of the
swapped segment (segment_id field), which is shared with
the next-hop, and (ii) the new quantum state of the EPR
pair (new_state field), to discriminate in which of the four
Bell states the segment has landed after the measurement.
These last three fields are updated every time that the
SWAP_UPDATE is received and forwarded so that when it
reaches its target node, it is able to determine which endpoint
should transition to the PURIF logical state, as well as the
final Bell state of the entangled segment.

C. PURIFICATION
What is still missing to generate connections is the link (or
segment) purification procedure that takes endpoints from
PURIF state and eventually turns them into ELIGIBLE. Even
though REDiP is not intrinsically bound to a specific purifi-
cation protocol, from now on we consider the DEJMPS [15]
(from the authors’ last names) as the default purification
protocol employed by REDiP, which has been proven optimal
when the purified pairs are isotropic Werner states (worst
case scenario). Since we cannot make any assumption on
the quantum hardware installed by REDiP nodes, DEJMPS
is the standard choice. The inexpert reader may find details
about DEJMPS in Section IV.
In REDiP each rank has a dedicated purification step.

Every purification step can be composed by zero, one
or more purification rounds, as specified by the REDiP
purification vector P. The number of purification rounds
determines how many consecutive times the endpoints of
an r-ranked node have to (successfully) go through the
purification protocol before they can reach the ELIGIBLE
state. In the following, we show the purification procedure
employed by REDiP nodes to realize a purification step.
The purification procedure can be carried out between

two swapping neighbors or between a node and one of
its swapping destinations. In the latter case, the endpoint
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FIGURE 6. Example sequence of REDiP when (a) swapping neighbors and destinations are distinct and (b) upstream swapping neighbor and destination coincide. Waved
arrows indicate that endpoints of an entangled link (or segment) between the two nodes have transitioned to a new state. The generation of a SWAP_UPDATE message is
highlighted in red.

residing on the swapping destination starts in WAIT state
instead of PURIF and it never transitions to ELIGIBLE in
case of successful purification. The two actors are called
Initiator node and Solicited node, where the former has
the initial task of choosing the link to purify and one
other link as ancilla. The policy used for this choice
depends on the adopted purification scheme. For example,
a recurrence scheme requires the ancilla to have the same
fidelity as the purified link, whereas an entanglement
pumping scheme like the one proposed in [13] (which
still uses the DEJMPS protocol under the hood) allows
the exploitation of ancillas with a lower fidelity than the
purified link. The Initiator node then executes the purification
protocol and sends a PURIF_SOLICIT message containing
the identifier of both the link to purify and the ancilla, and
their purification measurement outcome. The Solicited node
receives the message and applies the purification algorithm
itself. If the measurement outcome matches the one within
the PURIF_SOLICIT message, then the purification was
successful. In any case, the Solicited node replies with
a PURIF_RESPONSE message, containing the purified
and ancilla link identifiers (piggyback approach), and the
purification outcome (“ok” or “fail”). If the purification is
successful, the purification counter i is increased by one,
signifying that the link is ready for the next purification
round, otherwise both endpoints are released back to the
Link layer. Ancillas are always released to the Link layer
right after their measurement. We show an example in Fig. 7,
where pair A is purified and pair B is used as ancilla.
The procedure is repeated until the purification counter i
reaches the value Pr, where r is the rank of the Initiator
node. To determine the actor roles there is a simple rule: the
lowest ranked node is the Initiator. The tie-breaking rule is
left up to REDiP implementation; one could simply set the

FIGURE 7. Example sequence of REDiP purification. Waved arrows indicate that
both endpoints of the link (or segment) have transitioned to a new state. For the
PURIF state, there is also the new value of the purification counter i .

downstream node to always be the Initiator when the ranks
are equal.

D. IMPLEMENTING DIFFERENT STRATEGIES
In this section, we show how REDiP configurability allows
to implement the Parallel ESS, Consecutive ESS, and Nested
ESS. For each one of these strategies, we provide a way to
compute the rank vector R given the number of nodes N.
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1) CONSECUTIVE STRATEGY

The rank vector R = [N−2, 0, 1, 2, . . . ,N−3,N−2] repro-
duces the Consecutive ESS from [20], where entanglement
swapping is sequentially carried out by intermediate nodes
along the path in the upstream direction. According to this
REDiP version, it is not up to the downstream end node to
trigger entanglement swapping on the successive repeater,
which is instead the approach used in [20]. This saves one
transmission hop for each SWAP_UPDATE, leading to a
slight performance improvement.

2) NESTED STRATEGY

The Nested ESS is implemented by a rank vector R where
each element Ri is defined as follows:

Ri = max
r∈{0,1,...,k}{r | i mod 2r = 0}, (1)

where N = 2k + 1 for some k > 0. This last condition is an
assumption for the applicability of this strategy.

3) PARALLEL STRATEGY

If we set the ranks as R = [1, 0, 0, . . . , 0, 0, 1], we reproduce
the Parallel ESS used in [22]. However, this REDiP config-
uration performs slightly better because SWAP_UPDATEs
are generated by the nodes adjacent to the end node.
TRACK messages from [22] are instead generated by the
end nodes themselves. This saves one transmission hop for
each SWAP_UPDATE, which translates into less idle time
spent by qubits inside of the end nodes’ quantum memories.

IV. ESTIMATING RESOURCES AND BANDWIDTH
REDiP nodes utilize NEW_TUN and TUN_ACK messages
during the establishment phase to estimate the bandwidth
(average pairs/s) that should be allocated on each link
along which the connection is routed, so as to meet
the user requirements in terms of target fidelity. In this
section, we put forward the necessary information leveraged
by nodes, along with an algorithm they can employ to
find out the aforementioned bandwidth. The algorithm we
propose is based on two initial assumptions: (i) The average
entanglement generation rate on physical links does not
depend on the quantum memory occupancy. (ii) Quantum
memory decoherence is not taken into account. We will
remove these two hypotheses in the simulation analysis,
where we will delve into practical applications of this
algorithm in a real-world scenario.
To start, let’s establish the notion of insistence: A purifi-

cation step, which encompasses one or more purification
rounds, between two REDiP nodes denoted as A and B, is
said to insist on a link denoted as l if the REDiP sub-path
connecting A to B includes l.
The objective is to evaluate, for each link l within the

REDiP path, the average consumption of entangled pairs
resulting from all purification steps that insist on l. From
now on, we will use the expression resources consumed
by a physical link, which we define as the number of

noisy entangled pairs required during all purification steps
insisting on that physical link, to propagate a single end-to-
end entangled pair with a target fidelity.

A. DEJMPS AND SWAPPING PRELIMINARIES
Every DEJMPS purification round is characterized by the
initial fidelity F of the pairs that are subject to purification,
a probability of success Ps, and a final fidelity F′. If F does
not fall below a certain threshold, then F′ > F. We implicitly
assume that the pairs subject to purification are in a Werner
state ρ̂ with fidelity F

ρ̂ =
(

4F − 1

3

)
|φ+〉〈φ+| +

(
4− 4F

3

)
Î

4
, (2)

where |φ+〉 = |00〉+|11〉√
2

is the reference Bell state, and Î
4 is

the completely mixed state. In general, the output state ρ′
with fidelity F′ remains diagonal in Bell basis after DEJMPS,
but not as an isotropic Werner state [13].

The final fidelity F′ and the success probability Ps can be
computed through the formulas provided by Dür et al. [13],
which are extremely verbose but not hard to evaluate. Both
F′ and Ps depend on F and the hardware noise parameters of
the devices, namely binary quantum gates and measurement
accuracies, referred to as p2 and η respectively.

Given a purification step i, composed of K rounds, we
can compute the average number of qubit pairs consumed
to get a single distilled pair as [13]

Mi =
K∏
j=1

2

Pjs
, (3)

where Pjs is the success probability of the j-th round.
Regarding entanglement swapping, we can again apply

equations from [13] to determine the output state after S
consecutive swaps. If the quantum states of all swapped pairs
are diagonal in Bell basis, the output state ρ̂S is diagonal
with a fidelity FS lower than the fidelities of all swapped
pairs. FS can be computed as a function of all input states
and the noise parameters of the involved devices. We report
here the formula in the case all the S swapped pairs are in
Werner states sharing the same fidelity F:

(
4FS − 1

3

)
=

(
p2

4η2 − 1

3

)S−1(
4F − 1

3

)S

. (4)

B. COMPUTE RESOURCES ON EACH LINK
The number of purification steps that insist on a link l of
the REDiP path is at most equal to the highest REDiP rank.
The algorithm we propose aims to compute the average
number of resources (i.e., entangled qubit pairs) required on
each link l in the REDiP path to establish a single end-to-
end connection. The procedure is outlined in Algorithm 1.
Leveraging the REDiP rank mechanism, it employs a bottom-
up recursive strategy, initially focusing on purification and
subsequently swapping on each rank.
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The total resources consumed by purification steps insist-
ing on every physical link of the path are computed and
stored in a vector variable M, which is the output of
the algorithm. The segments fidelity is also updated after
every purification step. Following entanglement swapping,
the algorithm is recursively called on a reduced set of
nodes B′, excluding nodes that have already participated in
swapping. The exit condition is simple: if only the two end
nodes remain, the end-to-end connection is ready.
The algorithm integrates three fundamental subroutines,

employing Dür’s formulas [13] as referenced in the previous
section:
• ResourcesDEJMPS: computes the average resources
needed for a successful purification step, given the
initial fidelity, the number of purification rounds, and
the noise parameters. It applies (3). Complexity: O(1)

• FidelityDEJMPS: computes the final fidelity of
a purification step, has the same arguments as
ResourcesDEJMPS. Complexity: O(1)

• FidelitySwap: computes the final fidelity after entan-
glement swapping, given the list of swapping nodes,
the initial fidelity of every segment, and the noise
parameters. Complexity: O(number of swapping nodes)

The overall complexity of Algorithm 1 is given by the
first loop, as it potentially iterates over all the links of the
REDiP path. In the worst-case scenario (corresponding to
the Consecutive ESS), the algorithm involves O(N) recursive
calls, so we can state that its complexity is at most O(N2).
Anyway, since the number of hops of a network path is
expected to be at most in the order of a hundred nodes, we
can safely assume the algorithm to be computationally easy
to solve.

C. DERIVE THE BANDWIDTH
Now that we are able to compute the amount of resources
that are needed to generate a single end-to-end connection,
we apply a trivial water filling optimization to derive the
bandwidth to allocate on each physical link. The optimization
problem is as follows:

maximize t (5)

subject to:

rl = t ∗Ml ∀l ∈ L (6)

rl ≤ rmaxl ∀l ∈ L (7)

where L is the set of all physical links on the REDiP path,
the quantities Ml are the elements of the M vector computed
with Alg. 1, and rmaxl is the maximum bandwidth that we can
allocate on that link, which is given by hardware parameters.
The solution of this problem can be obtained analytically as

topt = min
L

{
rmaxl

Ml

}
, (8)

where topt is the estimated end-to-end throughput, and rl =
topt ∗Ml is the bandwidth to be allocated on each physical
link l ∈ L.

Algorithm 1 Compute Resources on Each Link
1: input variables:
2: B← [b0, . . . , bN−1] //List of all nodes in the REDiP path
3: F // Fidelities (F(bi, bi+1) fidelity of segments between
bi, bi+1)

4: R //REDiP rank vector (R(bi) ≡ rank of bi)
5: P //REDiP purification (P(r) ≡ # purification rounds at rank
r)

6: H //Noise parameters (H(bi) ≡ parameters of bi, namely η and
p2)

7: output variables:
8: //Counts the resources on each link
9: M← [1∀ physical link l ]

10: //Estimated end-to-end fidelity
11: fe2e ← 0
12: procedure GETRESOURCES(B,F,R,P,H,M)
13: //Purify on lowest rank nodes
14: r← minB {R(bi)}
15: F′ ← ∅,B′ ← ∅, Z← ∅, //Auxiliary variables
16: for each pair bi, bi+1 ∈ B do
17: if R(bi) = r or R(bi+1) = r then
18: m← ResourcesDEJMPS(F(bi, bi+1),P(r),H)
19: fD ← FidelityDEJMPS(F(bi, bi+1),P(r),H)
20: F(bi, bi+1)← fD //Update segment fidelity
21: for each physical link l on which (bi, bi+1) insist

do
22: //Update resources on “insisted” physical link
23: Ml ← Ml ∗ m
24: end for
25: end if
26: end for
27: //Exit condition: only end nodes remain (highest rank)
28: if length(B) = 2 then
29: fe2e ← F(b0, b1)
30: exit
31: end if
32: //And Finally Swap
33: B′ ← B \ {bi ∈ B:R(bi) = r}
34: for each pair b′i, b′i+1 ∈ B′ do
35: // b′i, b′i+1 may not be consecutive in B...
36: //...all nodes in B between them must swap
37: Z← {bj ∈ B:bj between b

′
i and b

′
i+1}

38: fS ← FidelitySwap(Z,F,H)
39: F′(b′i, b′i+1)← fS //Set the fidelity of this segment
40: end for
41: //Recursive call on a reduced set of nodes
42: GetResources(B′,F′,R,P,H,M)
43: end procedure

In conclusion, the REDiP establishment phase, among its
other tasks, has the goal of distributing the input variables
of Alg. 1 to all REDiP nodes, so that they have the tools to
derive the bandwidth to be allocated on every link.

V. GUIDELINES FOR ASSIGNING RANKS
The assignment of REDiP rank and purification vectors are
left to the control plane of the quantum network, which has
visibility over: (i) the whole network status, (ii) the current
set of user requests and their fidelity requirements. In this
section, we present a set of guidelines to assign REDiP
ranks and purification rounds with the aim of attaining a
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FIGURE 8. Fidelity gain of DEJMPS purification, i.e., the difference between output
and input fidelities. Each curve is relative to a different value of device noise
parameters η, p2, representing measurement and gate success probabilities. Every
curve is bound between its Fmin and Fmax . Black dots highlight the initial fidelity for
which DEJMPS grants the highest fidelity gain.

target fidelity FT while maximizing throughput in end-to-
end connections. The guidelines underscore the key role of
REDiP’s flexibility in customizing a PESS to meet user
requirements while minimizing the consumed resources.
DEJMPS purification is the tool that REDiP uses to

recover the fidelity of entangled links, segments, and con-
nections. However, purification results in a fidelity increase
only if the input fidelity falls within the interval (Fmin,Fmax),
with Fmin > 0.5 and Fmax < 1. The specific values of Fmin
and Fmax are contingent upon the noise parameters of the
involved devices (namely p2, η). The interested reader can
find all the details about these thresholds in [13].

In his seminal work [13], Dür also proposes a PESS tuned
on the values of Fmin, Fmax. His PESS comprises a sequence
of purification and swapping steps. During this process,
entangled segments are constantly purified until they reach
a “working fidelity” FW [13] (assumed lower than Fmax).
Subsequently, they are swapped by as many repeaters as
possible, ensuring that the fidelity remains higher than Fmin.
The problem with this strategy is that DEJMPS purification
performs poorly on segments with a fidelity close to Fmin: in
many cases, it may be convenient to decrease the number of
swapping nodes to keep the fidelity higher, even at the cost
of an additional purify and swapping step (i.e., an additional
rank in REDiP notation).
In Fig. 8, we emphasize this concept by showcasing

the fidelity gain, defined as the difference between output
and input fidelities of DEJMPS purification. The noise
parameters η and p2 are set equal as done in [13], and
justified by the noise specifications of current quantum
devices like the ones in the IBM cloud.1 We observe
that DEJMPS operates at its best when the input fidelity

1. https://quantum-computing.ibm.com

FIGURE 9. A setup where nL rounds of purification are carried out at the link level,
then all intermediate nodes swap concurrently, and then nE purification rounds are
carried out at the end-to-end level.

approaches Fopt ≈ 0.78. We can readily observe that the
fidelity gain achieved by DEJMPS peaks around this value
for all the curves depicted in the plot, as indicated by the
black dots. This is what makes our guidelines conceptually
independent of the noise parameters η, p2: the idea is keeping
the fidelity equal or higher than Fopt so that even a few
purification rounds yield a substantial reward.

A. SINGLE SWAPPING STEP
For simplicity, we assume that all devices in the REDiP path
have the same noise parameters η, p2, and all entangled links
have the same fidelity Flink. We expect that these assumptions
will be met by first-generation quantum networks, where
very likely all devices and connections share the same
technology. We first consider the case where the number
of hops H on the path is relatively2 low, such that all
intermediate nodes can concurrently swap without the fidelity
dropping too close to Fmin. We show this scenario in Fig. 9:
in REDiP notation, we can implement the PESS shown
in the picture as a Parallel ESS. The rank vector is R =
[1, 0, . . . , 0, 1], and the purification vector is P = [nL, nE].
We named the intermediate fidelities reached after the first
purification and swapping steps FW (working fidelity) and
Flow respectively. The final fidelity Fe2e must be higher than
or equal to the target fidelity FT specified by the user. For
any H, we can derive the optimal values for nL and nE
by determining which combination reaches Fe2e ≥ FT by
consuming the lowest amount of resources M (here equal
for all links), which can be computed using Alg. 1.

B. MULTIPLE SWAPPING STEPS
With longer repeater paths, we might not be able to resolve
entanglement distribution in a single swapping step. The
idea is to operate recursively: we partition the path into two
equal-length sub-paths and apply a nested single swapping

2. relatively to the noise parameters
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TABLE 1. Rank and purification (R, P) vectors on different REDiP paths. Grey rows highlight the R, P configuration obtained through our guidelines. The link and target
fidelities are set to Flink = FT = 0.95. The minimum fidelity field represents the minimum fidelity value reached by any pair along the path after a swapping step. The resources
per link field indicates the average resources consumed by any physical link on the REDiP path (the maximum value was picked in case of imbalances).

step on every sub-path independently. Finally, we stitch
together the sub-paths by applying a second single swapping
step on the central repeater connecting the sub-paths. This
recursion can even be pushed forward, as sub-paths can be
further partitioned into sub-sub-paths, and so on. We can
express this entanglement swapping strategy as a hybrid
between the Nested and Parallel strategies, which can easily
be implemented in REDiP. As an example, if we partition
the path only once, the rank vector can be set with the shape

R = [2, 0, . . . , 0, 1, 0 . . . , 0, 2]. (9)

The generalization to include additional nested partitions in R
is straightforward. The purification vector P has r elements,
where r, the highest rank, is equal to the number of nested
partitions plus one.
Now that we fixed the structure of the adopted PESS, we

want to determine the optimal configuration, given a REDiP

path, and a target end-to-end fidelity FT . Differently from
the single swapping step case, now we have two degrees of
freedom: (i) how many nested partitions, and (ii) how many
purification rounds to perform at each nested step. In REDiP
terms, this translates into determining the number of ranks
inside R, and the purification vector P. Even though the
domain of this problem is larger than the single swapping
step case, the total number of possible combinations remains
relatively low, so that the optimal solution can be efficiently
found through a full exploration of the domain.
We implemented these guidelines and found the optimal

R,P combination on a set of REDiP paths. Table 1 shows
our results on twelve representative paths. From these results,
we point out some interesting insights.
• First of all, we notice that the Resources per link,
computed using Alg. 1, are very high when noise
parameters η and p2 are set to 0.98. This highlights the
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fact that noisy hardware has a destructive effect on the
performances of quantum networks deployed within the
Noisy-Intermediate Scale Quantum (NISQ) [8] era of
quantum computing.

• Second, we can appreciate that optimal Purification
Vectors (grey rows) apply at least one round of
purification on the link level (i.e., at rank zero) only
when η and p2 are equal to 0.995 or 1. This can easily
be explained by the fact that DEJMPS purification on
the link level is applied to the input fidelity Flink = 0.95.
This value is above or very close to Fmax when the
hardware is noisier, making DEJMPS unrewarding.

• Third, we observe that in the absence of noise (η, p2 =
1), it is always optimal to purify on the link level
to reach a very high fidelity, and then swap on all
intermediate nodes in a single round.

• Fourth, we tracked the fidelity after each swapping
step and reported the minimum value for each path
in the Minimum Fidelity column. We can appreciate
that the optimal configurations (grey rows) respect the
observation we derived from Fig. 8: fidelity never drops
far below Fopt ≈ 0.78.

• Finally, guidelines can guarantee a significant reduction
of consumed resources. Numerical evidence of this
statement is shown in Table 1, where we appreciate
the difference in performances between the optimal
configurations (grey rows) and other representative
configurations (white rows) under identical physical
parameters η, p2. As expected, the guidelines prove
particularly effective for near-term noise parameters
(η, p2 ≤ 0.995). For example, we see that the estimated
resources consumed on each link to reach the target end-
to-end fidelity decreases by a factor that even surpasses
5 when η, p2 = 0.98.

Our findings indicate that both rank and purification
vectors play a crucial role in maintaining resource efficiency.
They effectively prevent a significant drop in fidelity
following entanglement swapping steps, thereby enabling
subsequent DEJMPS processes to swiftly restore high fidelity
values within just a few rounds. This strategy minimizes
resource consumption while maximizing fidelity restoration
during the entanglement manipulation.

VI. EXPERIMENTS
We implemented a REDiP simulator to estimate the impact
of several PESSs on the protocol performances in terms
of throughput (pairs/s) and fidelity. The simulator was
implemented as a Python package on top of Netsquid [24],
a simulation engine for quantum networks. Below we define
the assumptions of the simulation campaign and then we
show some representative scenarios. From the simulation
outcomes, it is clear that the assignments of REDiP ranks and
purification rounds have a significant impact on the entan-
glement distribution performance, confirming the estimations
of Sections IV and V.

A. ASSUMPTIONS
In our simulation scenarios we assume all repeaters and
links have the same hardware specifications. In particular,
we modeled an implementation of the Midpoint Source
(MS for short) Link layer protocol defined in [25], and we
set its parameters according to the optimistic parameter set
used in [26]. The rationale behind this choice is that [26]
employs the most advanced emerging technology for multi-
mode quantum memories.
To model quantum errors, we introduced three sources of

noise: (i) An initial depolarization probability pd0 applied on
both endpoints of a newly generated link, so that its initial
fidelity is Flink < 1. (ii) A quantum memory exponential
dephasing rate rd, which simulates the decoherence of a
qubit state ρ̂ stored inside a quantum memory, so that after
�t time the new state ρ̂′ of the qubit can be written as

ρ̂′ = f
(
ρ̂, �t

) = e−rd�tρ̂ + (
1− e−rd�t)Zρ̂Z. (10)

We also define the coherence time Tc of a quantum memory
as the time after which the dephasing probability reaches
5%. Formally,

Tc = − log 0.95

rd
. (11)

(iii) A depolarization probability pderr applied right before
each measurement and 2-qubit quantum gate, to introduce a
noise component in entanglement swapping and purification.
We point out that since depolarization is a Pauli noise, then
pderr is bound to the accuracy p2 of 2-qubit gates by the
following relationship [27], [28]:

(1− p2) = 5

2
pderr. (12)

All physical links between the devices were modeled as 15km
long fiber-optic links. We employed the DEJMPS protocol
whenever entanglement purification was required.

B. GUIDELINES VERIFICATION
First of all, we employed simulations to validate the
estimations from Table 1. As anticipated, we dropped the
two assumptions that guarantee the perfect accuracy of
the estimations. This setup was reached by using only
free quantum memory slots to generate new entanglement,
and by introducing a quantum memory coherence time
Tc = 5ms, which is in line with near-term hardware
specifications [22], [26].
We show our results in Table 2. As we could expect, the

estimated results of end-to-end fidelity are upper bounds to
the end-to-end fidelity reached in these simulated scenarios.
Moreover, the estimated number of consumed resources is
a lower bound to the values obtained in the simulations.
This is due to two main factors: (i) the dephasing noise
introduced by the realistic quantum memory reduces both
the fidelity and the probability of success of every DEJMPS
round. Moreover, (ii) some entangled qubits reach their cutoff
time of 5ms and are automatically released to the Link
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TABLE 2. Simulated results of the set of PESSs shown in Table 1, obtained from the
guidelines. We show the actual resources per link and end-to-end fidelity on a realistic
scenario with Tc = 5ms. For simplicity, we also report in red the estimated values from
Table 1.

layer for new entanglement generation. These qubits are
considered wasted resources, increasing the total number
of consumed resources. The impact of cutoff qubits grows
with the number of purification rounds and with the number
of nodes on the path. As an example, we take the 9-
and 11-node paths with η, p2 = 0.995 (seventh and ninth
rows of Table 2): the resources per link are more than
double for the 11-node path because the path is longer
and purification is performed at a higher rank, inducing
a larger delay. These two factors cause a large fraction
of qubits stored in the quantum memory to reach their
cutoff time. The scenarios that are missing in Table 2
are those where the coherence time is not long enough,
and we are not able to deliver end-to-end entanglement
to applications. From these results, we conclude that our
estimations are much closer to the experimental result if
the fraction of cutoff qubits is negligible with respect to
the total consumed resources. We point out that these
PESSs obtained through our guidelines are confirmed
to be good choices by the simulations. We tested all
other PESSs obtainable according to the scheme from
Section V-B, and we verified that even though the estimation
accuracy varies depending on the scenario, the guidelines
still get the PESS that consumes the least amount of
resources.

C. SIMULATION RESULTS
We also carried out a set of simulated experiments on
a representative network topology composed of 9 nodes
connected as a linear chain. We set pd0 = 0.01334 so that
the initial fidelity of link-generated pairs is approximately
Flink = 0.98. We analyze the performances of different
PESSs, all implemented with REDiP, under varying quantum
noise.
Fig. 10 reports the results of our simulations. Specifically,

Figs. 10(a) and 10(b) plot the end-to-end throughput (pairs/s)
and average (squared) fidelity as a function of coherence time

TABLE 3. PESS specifications used within the simulated experiments.

Tc, keeping pderr = 0.005 as a constant, whereas Figs. 10(c)
and 10(d) plot the same metrics as a function of pderr, keeping
Tc = 5ms as a constant. Such constant values were picked
in line with near-term hardware specifications [22], [26]. In
all these plots, we compare the performances of a set of
eight representative PESSs. For the sake of readability, we
named each PESS by the name of the entanglement swapping
strategy and postponed a number of stars (“∗”) equal to the
total rounds of purification applied. To avoid ambiguities,
we provide in Table 3 the vectors R and P used on each
PESS (we do not repeat R across strategies sharing the same
ESS). Regarding the Hybrid* PESS, it has been added to
highlight how REDiP flexibility allows to mix up different
strategies: 0-ranked nodes are assigned as in the Nested ESS,
but all remaining repeaters are 1-ranked, so that they swap in
parallel. This behavior makes this strategy a hybrid between
Nested and Parallel.
We can see from Figs. 10(a) and 10(c) that the throughput

highly depends on the total number of purification rounds
and that purification performed at higher ranks costs slightly
more in terms of throughput due to the longer transmission
time of purification control messages. REDiP can be set up
by the user with a suitable PESS that aims to maximize the
throughput while delivering entanglement with a guaranteed
minimum fidelity. For example, Parallel is a good option
for low fidelity requirements, especially when Tc is critically
low. If instead, requirements impose a very high fidelity,
then the best option is Nested**, which outperforms all
other PESSs involved in these simulations (Figs. 10(b)
and 10(d)), at the cost of a lower throughput. A good trade-
off between the two is the Hybrid* PESS, which exploits
part of the benefits from both strategies: it has indeed a
higher throughput than Nested* and a comparable fidelity.
As a general consideration emerging from these results, we
can say that purification combined with the Consecutive
ESS, given its intrinsic asymmetry, does not provide good
performances with respect to other strategies. Finally, we
see from Fig. 10(a) that some strategies with one and two
degrees of purification are not able to deliver entanglement
if the coherence time Tc is below a certain threshold. This
happens because qubits are automatically released by a cutoff
mechanism if they stay in a quantum memory for a time
higher than Tc.
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FIGURE 10. Results of the simulation campaign on a nine nodes chain, showing (a) throughput, (b) fidelity as a function of memory coherence time Tc , and (c) throughput,
(d) fidelity as a function of gate error pd

err . Each marker was obtained as the average of 31 independent runs. Confidence intervals are not shown as their size is smaller or
comparable to the markers.

VII. CONCLUSION
REDiP is a configurable protocol for entanglement distribu-
tion in quantum networks. It exposes a flexible service to
the upper layer, which is able to set up a custom Purify-and-
Swap chain by means of a single protocol instance. REDiP
design relies on implementing the intuitive mechanism of
“ranks”, that define a timing hierarchy among all REDiP
nodes.
In this work, we also provided an algorithm to estimate

the target fidelity of end-to-end connections obtained with
REDiP, and the amount of resources consumed on each
physical link for each end-to-end connection. We leveraged
this algorithm and the properties of DEJMPS purification
to delineate guidelines for the assignment of REDiP ranks
that achieve a target fidelity with a reasonable amount of
resources. We brought numerical evidence that a correct
assignment of ranks leads in many cases to a massive saving
of resources, that may even surpass a factor of 5 with noisy
hardware.
Our simulated experiments validated our observations and

showed that in a real-world scenario, the selection of an
appropriate swapping and purification strategy is of even
greater importance. For instance, implementing the Nested
strategy resulted in a 5 percent increase in end-to-end fidelity
compared to an asymmetric choice such as the Consecutive
strategy, while maintaining a similar throughput. Results
suggested a line of further research in the analysis of

quantum memory occupancy of REDiP nodes. Such a study
would potentially refine the estimations of our algorithm to
include the impact of the average memory occupancy and
decoherence of each device on REDiP performances.
As research on the Quantum Internet continues to develop,

protocols like REDiP play a pivotal role in addressing the
intricate data plane requirements. By thoroughly investigat-
ing these issues and enabling fine-tuning solutions, REDiP
guarantees the flexibility required to adapt to evolving
quantum technologies and standards.
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