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ABSTRACT Sixth Generation (6G) transceivers are envisioned to feature massively large antenna arrays
compared to its predecessor. This will result in even higher spectral efficiency (SE) and multiplexing
gains. However, immense concerns remain about the energy efficiency (EE) of such transceivers. This
work focuses on partially connected hybrid architectures, with the primary aim of enhancing the EE of the
system. To achieve this objective, the study proposes a combined approach of joint antenna selection and
precoding, which holds the potential to further optimize the system’s EE while maintaining a satisfactory
SE performance levels. The proposed approach incorporates antenna selection based on a meta-heuristic
cyclic binary particle swarm optimization algorithm along with successive interference cancellation-based
precoding. The results indicate that the proposed solution, in terms of SE and EE, performs very close
to the optimal exhaustive search algorithm. This study also investigates the trade-off between SE and EE
in a low and high signal-to-noise ratio (SNR) regimes. The robustness of the proposed scheme is also
demonstrated when the channel state information is imperfect. In conclusion, this work presents a lower
complexity approach to enhance EE in 6G transceivers while maintaining SE performance and along with
a reduction in power consumption.

INDEX TERMS Sixth generation (6G), massive MIMO, antenna selection, hybrid architectures, energy
efficiency, power consumption, spectral efficiency, beamforming.

I. INTRODUCTION

OURPLANET has started witnessing the adverse effects
of climate change and immediate efforts from all

industry vertical are required to minimize the carbon
emission [1], [2]. To reduce the carbon footprint of the
information and communication technology (ICT), one of the
crucial objectives for future sixth generation (6G) networks
is to design them with energy efficiency (EE) as a central
criterion [3], [4], [5]. To address this, a hybrid architecture,
that comprises of both the analog and digital counter parts,
provides a favourable compromise between the spectral

efficiency (SE) and EE [6], [7]. Therefore, they have gained
considerable attention in the literature [8], [9], [10]. The
hybrid architecture is capable of providing beamforming
gains using large antenna arrays and multiplexing gain due
to the availability of multiple radio frequency (RF) chains.
Numerous techniques for precoding and beamforming

have been proposed for both the fully and partially con-
nected architectures [11], [12], [13]. A fully connected
hybrid architecture can consume lower energy than a fully
digital structure without any significant loss in terms of
SE [11], [12], [13]. In [13], the design of a precoder for a
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fully connected architecture is proposed which utilizes the
sparsity of the mm-Wave channel and applies the orthogonal
matching pursuit (OMP) algorithm. Authors in [14], inves-
tigated alternating minimization techniques for the hybrid
precoder design. Particularly, phase extraction (PE) and
manifold optimization (MO) techniques have been applied
to alternatively design the analog and digital precoders.
Although MO and OMP algorithms achieve close-to-optimal
SE, they have high computational complexity which limits
their applicability in a practical scenario.
Due to the power consumption and implementation com-

plexity concerns of a fully connected hybrid architectures, a
partially connected hybrid architecture is proposed in [15].
This promising solution represents a step toward lower
energy consumption. For such architectures, researchers have
explored several precoder design techniques. One approach
incorporates a successive interference cancellation (SIC)
scheme, resulting in a nearly optimal precoder in terms
of EE [15]. Another technique discussed in [16] involves
an evolutionary algorithms based scheme known as particle
swarm optimization (PSO) algorithm for a precoder design
that achieves an EE as close to an optimum precoder.
Compared to PSO, a performance improvement using arti-
ficial bee colony algorithm is shown in [17]. In another
work, signal-to-leakage noise ratio (SLNR) has been used
for the design of an analog precoder while the digital
precoder is designed with the help of zero forcing (ZF)
technique [18].

Although the above algorithms based on the partially con-
nected hybrid architecture have lower energy consumption,
the array gain cannot be fully utilized. Consequently, the SE
suffers in case of partially connected hybrid architectures.
Therefore, a switch-based structure is proposed in [19]. In
this context of a hybrid connected architectures, antennas are
dynamically allocated to RF chains. A detailed comparison
of a fully connected and partially connected architecture is
provided in [20]. The precoder design using a SIC-based
algorithm is proposed in [21]. Additionally, [22] focuses on
designing a precoder based on singular value decomposition
(SVD). Therefore, the review of the relevant literature
highlights that a fully connected architecture can maximize
the SE and a partially connected architecture can provide
a more EE solution, while the switched architectures have
practical implementation advantages due to higher energy
gains.
Higher dimensions of massive multiple-input-multiple-

output (MIMO) system can help achieve an improved SE
but suffers from an increase in energy consumption [23].
Increasing the number of antennas initially boosts SE,
beyond a certain point, the improvement becomes negligible.
This limitation has a negative impact on hardware efficiency
and power consumption, necessitating careful consideration
when expanding the antenna array further [25]. In order to
optimize hardware efficiency, authors in [24] have proposed
a selection procedure that chooses antennas with favorable

channel conditions. The proposed approach is computation-
ally efficient than an optimal exhaustive search (ES) and
maintain the advantage of multi-antenna diversity while
increasing system efficiency. However, its computational
inefficiency necessitates the development of more practical
transmit antenna selection schemes capable of managing
dynamically changing channel conditions.
Keeping with this view, researchers have explored

different approaches for antenna selection, such as mini-
mum eigenvalue techniques and constrained cross-entropy
optimization [26]. Euclidean distance based approach for
transmit antenna selection was explored in [27]. Furthermore,
a comparative analysis of transmit antenna selection systems,
considering different receiver architectures, is presented
in [28]. In [29], authors proposed genetic algorithm (GA)
based antenna selection and showed that the GA perform
very close to the optimal exhaustive search based antenna
selection. Transmit antenna selection with different types
of receivers have been investigated in [30] for full-duplex
MIMO systems. In [31], the antenna selection and precoding
problem is addressed in a sequential manner. Initially, a
subset of antennas are selected using a binary PSO algorithm.
Then, SIC based precoding is performed on the reduced
channel matrix. Similarly, in [32], antenna selection is
performed using evolutionary algorithm while precoding
is done utilizing a deep neural network based approach.
However, these approaches did not jointly optimize the
design of the hybrid beamformer.
Recent research focuses on jointly addressing antenna

selection and a hybrid beamformer design. Specifically, [33]
investigated the design of an analog precoder employing
phase shifters with low-resolution and antenna selection
in multiple-input-single-output (MISO) systems. The hybrid
beamformer designs and antenna selection proposed in [34]
and [35] where quadratic approximation based suboptimal
scheme was employed for antenna selection. Authors in [36],
focusing on the massive MIMO architecture utilized a
greedy search technique to sub-optimally select sub-arrays.
In [37], receiver antenna selection for a discrete input in a
single input multiple-output (SIMO) system was investigated.
Additionally, [38] presented an intelligent antenna selection
strategy using a Monte Carlo type search approach to effec-
tively improve system capacity. Furthermore, [39] proposed
various transmit antenna selection schemes utilizing match-
ing pursuit techniques to reduce the mean square reception
error while minimizing the transmit power consumption and
the required number of RF chains. Authors in [40], [41]
investigated the antenna selection problem in the presence
of low resolution analog-to-digital converters (ADC)s and
digital-to-analog converters (DAC)s. Despite employing a
range of antenna selection criteria and optimization strate-
gies, the work on the joint antenna selection and precoding
is still limited. In this paper, our focus is on improving the
EE of a partially connected hybrid architecture equipped
with massively large antenna arrays by devising an efficient
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FIGURE 1. Block diagram of the considered partially connected architecture with antenna selection.

scheme for simultaneous antenna selection and precoding.
Particularly, the key contributions of this work are:

• To address the challenge of simultaneous antenna
selection and precoding, a hybrid heuristic approach is
presented. A metaheuristic cyclic binary particle swarm
optimization (cBPSO) algorithm for selecting a subset
of antennas and a SIC based algorithm for hybrid
precoding is proposed.

• The proposed scheme performs very close to the optimal
ES based scheme, despite having lower complexity.
It outperforms both the GA and the SIC based joint
antenna selection and precoding, as well as a BPSO
plus SIC scheme.

• The proposed scheme demonstrates the ability to
enhance the EE without experiencing any notable
performance loss in terms of SE. The study reveals
the presence of an optimal number of antennas that
maximizes the EE, providing valuable insights for
efficient antenna configuration.

• The proposed scheme can be extended to a wideband
system, and a negligible difference in performance is
observed when compared to a narrowband system.

• The proposed scheme is computationally efficient,
achieving lower complexity when compared to state-of-
the-art methods.

• The robustness of the proposed scheme is demonstrated
in scenarios where channel state information is not
perfect.

The subsequent sections of this manuscript are structured
as follows: Section II elucidates the considered system
model. Section III starts with the antenna selection problem
formulation and then discusses in detail the antenna selection
and precoding algorithms in Sections III-A and III-B,
respectively. Section IV is dedicated to presenting simulation
results, wherein the performance of the proposed scheme is
evaluated. Finally, Section V provides the conclusions.

In this manuscript, matrices and vectors are represented
by a boldface uppercase B and a lower case b letters,

respectively. |.| and (.)−1 refer to the determinant and matrix
inverse, whereas (.)H and (.)T correspond to conjugate
transpose and transpose, respectively. IM represents anM×M
identity matrix. Finally, Frobenius norm is donated by ‖·‖F .

II. SYSTEM MODEL
This work investigates a MIMO communication system.
The transmitter is equipped with massively large number of
antennas MT while the receiver is has MR antennas as shown
in Figure 1. To support multi-stream communication, the
transmitter has MRF

T radio frequency chains, where MRF
T <

MT . There are total MRF
T sub-arrays and it is considered

that each RF chain is connected to a sub-array containing a
subset of antennas Msub, i.e., Msub = MT/MRF

T . The system
can support communication of MS data streams, and it is
considered that MS ≤ MRF

T . The receiver in this study is
assumed to be fully digital, implying that the number of
RF chains at the receiver is equal to MR. Furthermore,
MSel
T corresponds to the number of selected antennas in

each sub-array and MSel represents the total number of
selected antennas at the transmitter. Now considering a fully
operational antenna array at the transmitter, the received
signal with hybrid precoding at the transmitter can be
expressed as

r = √
pG�s + v, (1)

where p is the average received power, r ∈ C
MR×1 represents

the received signal vector and v is the independent and iden-
tically distributed circularly symmetric complex Gaussian
noise having CN (0, σ 2). s represents the transmitted symbol
vector with E{ssH} = 1

MS
IMS . � is the transmitter precoding

matrix comprising of both the analog and digital precoders.
A further discussion on the hybrid precoder formulation will
be provided later. Finally, G represents the channel matrix of
dimensionality G ∈ C

MR×MT with a perfectly known channel
state information.
This work is focused on the narrowband wireless com-

munication channel and adopted the Saleh-Valenzula model

VOLUME 5, 2024 85



ABBAS et al.: HEURISTIC ANTENNA SELECTION AND PRECODING FOR A MASSIVE MIMO SYSTEM

to capture the characteristics of the MIMO channel. It is
considered that the transmitter and receiver are equipped
with a uniform linear array (ULA). With that the channel
matrix G is given as

G = ρ

K∑

k=0

ξkηR(αk)η
H
T (βk), (2)

where K represents the total number of paths and ρ is
given as

ρ = √
(MTMR)/K, (3)

ξk is the complex gain corresponding to the kth path. ηR(αk)
and ηT(βk) represent the spatial signatures corresponding to
the receiver and transmitter, respectively, and considering a
ULA they are given as

ηR(α) = 1√
MR

[
1, exp jκ sinα, . . . , exp j(MR−1)κ sinα

]T
, (4)

ηT(β) = 1√
MT

[
1, exp jκ sinβ, . . . , exp j(MT−1)κ sinβ

]T
, (5)

where κ = 2πd
λ

with d representing the spacing between the
antenna elements, and α and β represent the angle of arrival
and departure, respectively.
The hybrid precoding matrix � can be separated into

an analog precoder �RF and a lower dimensional digital
precoder �BB, such that � = �BB�RF , and satisfying
that the power constraint is normalized, ||�BB�RF||2F =
MS. Furthermore, the RF precoder should also satisfy the
equal norm constraint for each element [[FRF]:,i[FRF]H:,i]i,i =
1/MT . For a partially connected hybrid, the analog beam-
forming matrix �RF ∈ C

MT×MRF
T exhibits a block diagonal

structure and can be given as

�RF =

⎡

⎢⎢⎢⎢⎣

ψRF1
0 · · · 0

0 ψRF2
· · · 0

...
...

. . .
...

0 0 · · · ψRF
MRFT

⎤

⎥⎥⎥⎥⎦
, (6)

where ψRFi represents the analog precoding vector corre-
sponding to the ith sub-array connected to ith RF chain. To
reduce the complexity of the design the digital precoding
matrix �BB ∈ C

MRF
T ×MRF

T can be expressed as a diagonal
matrix [15], [42]. In such a case, the digital precoder is
essentially allocating power to different RF streams and is
given as

�BB =

⎡

⎢⎢⎢⎣

ψBB1 0 · · · 0
0 ψBB2 · · · 0
...

...
. . .

...

0 0 · · · ψBB
MRFT

⎤

⎥⎥⎥⎦. (7)

Considering the transmission of Gaussian symbols the SE
can be expressed as

�(�) = log2

(∣∣∣∣IMR + p

MRF
T σ 2

G��HGH
∣∣∣∣

)
, (8)

�(�BB,�RF) = log2

(∣∣∣∣IMR + p

MRF
T σ 2

× G�BB�RF�
H
RF�

H
BBG

H
∣∣∣∣

)
. (9)

Let us now present the formulation of a joint antenna
selection and precoding problem followed by a detailed
discussion on the proposed cBPSO algorithm for an antenna
selection and SIC algorithm for precoding.

III. JOINT ANTENNA SELECTION AND PRECODING
The goal is to simultaneously identify the subset of antennas
and design a hybrid precoder that result in a maximization
of SE. An iterative process is adopted as it is dependant on
the availability of the channel matrix G. The first step is
to efficiently pick MSel from MT antennas. This will result
in a reduced size channel matrix given as, G̃ = GS of size
MR×MSel. Here, S represents the MT×MSel selection matrix
where a particular [S]i,j entry can be either 0 or 1. In the
next step, using the reduced channel matrix G̃, the aim is to
design a precoder that will maximize the SE of the system.
It is required to repeat these steps until a near-optimal subset
of antennas is selected such that further iteration would not
result in any notable increase in SE. Particularly, the design
of the simultaneous antenna selection and hybrid precoder
design should satisfy

(
�̃
opt
BB , �̃

opt
RF ,S

) = arg max
�̃BB,�̃RF,S

log2

(∣∣∣∣IMR

+ p

MRF
T σ 2

G̃�̃BB�̃RF�̃
H
RF�̃

H
BBG̃

H
∣∣∣∣

)

subject to : �̃RF ∈ PRF,
||�̃RF�̃BB||2F = MS,

||diag{S}||0 = MSel, (10)

here �̃RF is the analog precoder corresponding to a reduced
channel matrix G̃. MSel is the number of selected antennas.
Finally, PRF represents the set of feasible analog beam-
former. To solve the above problem, S is computed using
cBPSO whereas the optimal precoding matrices are evaluated
using SIC algorithm.
Finally, EE of the system is quantified as

EE = �(�)

PTot
(bps/Hz/Watts), (11)

where PTot represents the total power consumption. Note that
PTot is independent of the combination of selected antennas
whereas SE varies with that. Therefore, a maximization of
SE implicitly identifies the best subset of selected antennas
and that also maximizes the EE.

A. ANTENNA SELECTION
Future transceivers are envisioned to be equipped
with extremely large antenna arrays that intensify the
power/energy consumption concerns. Antenna selection is
a viable solution to tackle this problem. Nevertheless,
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choosing the most suitable subset of antennas from an
extremely large antenna array could lead to a considerable
increase in computational complexity. For instance, ES can
generate an optimal solution (at the cost of a very high
computational complexity) by exploiting the complete search
space, i.e., Sc = (MSub

MSel
T

)
, where MSel

T represents the selected
antennas at any particular sub-array. Let W represents the
set containing all the combination of the selected antennas,
W = {W1,W2, . . . ,WSc}, where subset Wj corresponds
to the jth combination of the selected antennas out of Sc
combinations. By extending the same formulation for MRF

T
sub-arrays, the total number of combinations will be St =
(Sc)MRF

T . Let X corresponds to the set (search space) that
contains all the combinations of selected antennas for MRF

T
sub-arrays, i.e., X = {X1,X2, . . . ,XSt}, and the kth entry
of X corresponds to the kth combination of the selected
antennas. Furthermore, Xk is a vector of sizeMT , with entries
either equal to ‘0’ or ‘1’, where ‘1’ corresponds to the
selected antenna. Given the kth configuration of the selected
antennas Xk the received signal is given as

rXk = √
pG̃Xk�̃Xks + v, (12)

where G̃Xk = GSXk represents the reduced size channel
matrix corresponding to the Xk selected antennas combina-
tion, and �̃Xk represents the corresponding precoding matrix.
Finally, the corresponding SE is given as

�
(
�Xk

) = log2

(∣∣∣∣IMR + p

MRF
T σ 2

G̃Xk�̃Xk�̃
H
Xk
G̃H
Xk

∣∣∣∣

)
. (13)

Note that the SE is dependent on Xk through G̃Xk . The
aim is to select the best subset of antennas from all the
available combinations that maximizes the SE, i.e.,

X̂k = arg max
Xk∈X

�
(
�̃Xk

)
, (14)

where X̂k corresponds to the combination of selected
antennas that maximizes the SE.
ES algorithm can provide an optimal solution but the com-

putational complexity grows exponentially with an increase
in the number of antennas [43]. This technique is not
appropriate for actual implementation since it would be
computationally costly to evaluate every combination. In
contrast to the ES, the random search algorithm chooses a
subset of antennas for processing at random. This typically
leads to a decrease in the SE due to the random nature of the
scheme. Therefore, the goal is to develop a computationally
efficient antenna selection solution without any significant
performance loss compared to an ES based solution. To
address this, a meta heuristic algorithm, i.e., cBPSO is
proposed for the antenna selection. Considering the avail-
ability of the channel state information, the idea is to explore
the channel matrix G of the full dimensional antenna array
and then picks a subset of antennas, that correspond to a
reduced channel matrix G̃, that will result in power savings
but without any significant loss in the SE of the system.

The next part will first provide the details of the BPSO
algorithm. Then the idea will be extended to a cBPSO
scheme.

1) BPSO FOR ANTENNA SELECTION

BPSO is a binary variant of PSO, which is a population
based collaborative meta-heuristic scheme inspired by the
birds flock behavior. Every individual bird may be referred
to as an independent agent in PSO, and a population
is a group of agents (or swarm) [43]. If we formulate
the optimization problem as a maximization problem of
�(�Xk) corresponding to the position vectors (x1, x2, x3,
. . . , xMT ) of agents, where xj ∈ (0, 1) illustrates whether
the jth antenna from the available MT antennas is selected
or not. Note that the MT dimensional position vector of
each agent corresponds to one of the entry in set X .
Exploring the search space (in context of this work, it is
represented as X ) to evaluate the best solution is analogous
to agents flying in the search space to discover the optimal
position, i.e., the best subset from set X . In PSO, agents
update their position with respect to time (iteration in the
context of this work) i.e., agents fly around (to update
their position) in an MT -dimensional search space. Every
agent updates its position based on the self experience and
neighbouring agent experience. Hence, the local search is
also combined with the global search to evaluate a better
solution.
In this work, the antenna selection problem is formulated

as a binarized optimization problem and BPSO algorithm
is applied to identify the optimal subset X̂k. In BPSO, the
location of an agent is represented as a string of binary
digits (bits) consisting of ‘0’ and ‘1’, where in context of
the considered setup ‘1’ and ‘0’ correspond to a selected
and non-selected antenna, respectively. Note that the search
space of a PSO algorithm is continuous, however the output
is mapped to a discrete search space as required in BPSO.
This is achieved with a help of a transfer function, which
is an important part of the BPSO scheme. In this work, an
S shaped function, S(z) = (1 + exp(−z))−1 is utilized to
map a continuous signal to a binarized search space [44]. By
manipulating bits, each agent can migrate from its current
place (a vector Xk with entries corresponding to a selected
and non-selected antennas) to any other viable point (a vector
X up
k that correspond to an updated entries corresponding

to a selected and non-selected antennas), i.e., in the search
space X .
Generally, BPSO is characterized by the following param-

eters and notations.
• X : Solution Space of all possible candidates. In current
paper scenario, X is the set of all possible scenarios of
antenna selection vectors.

• Fitness function against the different agents is evaluated.
In this paper, fitness function corresponds to �(�Xk),
i.e., the achieved SE to a corresponding agent Xk and
is computed using equation Eq. (13). The agent which
will maximize the SE will be chosen.
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• Mpop: Size of the population (or number of agents).
It is the basic parameter of the BPSO algorithm.
Mpop is selected keeping in view the computational
complexity. A higher value of Mpop corresponds to a
higher computational complexity.

• MIter: Maximum number of iterations. It is the basic
BPSO parameters. Miter is selected keeping in view the
computational complexity.

• DAP: Refers to the length (or dimension) of the binary
string representing the position of the agent. In this
work, dimension of the agent is equivalent to MT .

• i: Collection of position of agents at the ith iteration,
represented as i = [xi1, x

i
2, . . . , x

i
MT

]. Here xil =
[xi1,l, x

i
2,l, . . . , x

i
MT ,l

]T represents the position of the lth
agent at the ith iteration, where xik,l ∈ (0, 1), k =
1, 2, . . . ,MT . In this paper, xil is the antenna selection
vector corresponding to an entry in the set X .

• pbest: Personal best position vector of each agent
experienced by any agent during BPSO operation.

• ∇best: Global best position vector that resulted in a
maximum SE. It is the best among the personal best
position vectors experienced by every agent.

2) EXTENSION TO CBPSO

In this section, we present the modification in BPSO.
Note that the traditional BPSO algorithm generates the
initial population randomly. The random initialization of a
population may raise an issue as a particular antenna (or
set of antennas) may remain deactivated through out the
selection procedure. Thereby, resulting in selecting a sub-
optimal antenna subset. To address this issue, cyclic shift
property is adopted making sure that each antenna is selected
at least once. This fundamental approach revolves around
generating the initial string randomly and then utilizing
cyclic shifts to determine the initial positions of the agents.
This guarantees an unbiased initial selection of antennas,
resulting in an equal opportunity for all antennas to be
selected. Therefore the use of cyclic shifts resolves the issue
associated with the random initialization and thus help us
in improving SE. Finally, the proposed cBPSO algorithm is
summarised as Algorithm 1.

B. HYBRID PRECODER DESIGN
A reduced channel matrix G̃ is generated in step 5 of the
Algorithm 1. Then this low dimensional matrix is used to
find the best precoder using the SIC algorithm. Then using
that precoder, SE is evaluated. After that based on the criteria
mentioned in Algorithm 1, positions of the particles are
updated for the next iteration.
This work is mainly focused on the hybrid precoder

design, since the joint optimization of the precoder and
the combiner is found to be intractable due to non-convex
constraints on phase shifters [13]. Focusing on the hybrid
precoder design, the optimization problem is given as

Algorithm 1 cBPSO Algorithm for Transmit Antenna
Selection
Initialize: Mpop, MIter, MSel

(Step 1) Generate the initial positions x and velocities z
corresponding to the population using the cyclic shifts on
the initial feed. At the first iteration (i = 0), set
p0
best,1 = x0

1, p
0
best,2 = x0

2, . . . , p
0
best,Mpop

= x0
N . Similarly,

∇0
best = arg max

1<k<Mpop

�(�̃x0
k
).

(Step 2) Update the velocity for each agent as

zik = zi−1
k + d1 × U(0, 1)×

(
∇i−1

best − xi−1
k

)

+ d2 × U(0, 1)×
(
pi−1
bestk

− xi−1
k

)
, (15)

where d1 and d2 corresponds to the social and cognitive
parameters and are used to change in movement of the
agents.
(Step 3) Update position of all agents using

[xik]j =
{

1, if U(0, 1) ≤ σ([zik]j)
0, Otherwise.

(Step 4) if (||xik||0 �= MSel) → Repair the result by
randomly inverting values to ensure ||xik||0 = MSel. The
BPSO algorithm output the indices of selected antennas,
however, it may not be a subset of X . Hence, the bits are
randomly inverted for each sub-array so that the resultant
sub-array is a subset of W .
(Step 5) For each agent, obtain the corresponding reduced
channel matrix G̃.
(Step 6) Apply SIC algorithm on the reduced channel
matrix G̃xik

to obtain the precoding matrix �̃xik
.

(Step 7) Evaluate the fitness function �(�̃xik
) according

to the position of agents and set pupbest,k = xik.
(Step 8) Update pbest of each agent (k = 1, 2, ...,Mpop).
if �(�̃pupbest,k

) > �(�̃pi−1
best,k

),

pibest,k = pupbest,k,
else
pibest,k = pi−1

best,k
(Step 9) Update the global best position
∇i

best = arg max
1<k<Mpop

�(�̃pibest,k
).

(Step 10) Check the termination rule. If it does not meet,
go to step 2 and repeat.

(
�̃
opt
BB , �̃

opt
RF

) = arg max
�̃BB,�̃RF

�
(
�̃BB, �̃RF

)
,

= arg max
�̃BB,�̃RF

�
(
�̃

)
, (16)

where �̃ and �̃RF are the overall and analog precoding
matrices, respectively, corresponding to the channel matrix
obtained after antenna selection. Note that the there will be
no effect on the dimensions of the digital precoding matrix
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due to the antenna selection. Considering the structure of �̃,
there are three constraints on the precoding matrices design:
Constriant 1: The precoding matrix �̃ should be a block

diagonal matrix with a similar structure as of �̃RF , i.e., �̃ =
diag{ψ̃1, ψ̃2, . . . , ψ̃MRF

T
}, with ψ̃ i = ψBBiψ̃RFi is the non-

zero vector of size MSel
T in the ith column of �̃.

Constraint 2: To ensure the total power constraint, the
Frobenius norm of �̃ needs to satisfy that ||�̃||F ≤ MRF

T .
Constraint 3: The digital precoder �BB represents a

diagonal matrix whereas the amplitude of the non-zero
elements of analog precoder �̃RF are set to 1/

√
Msub. Thus,

the non-zero elements in each column of the precoding
matrix �̃ should have the same amplitude.

The achievable rate optimization problem is very difficult
to solve due the non-convex constraints on the precoder
matrix �̃. Despite that the diagonal structure of the antenna
arrays allows to perform precoding on different sub-arrays
of antennas independently. This leads to decomposing
the optimization problem in (16) to a series of sub SE
maximization problems [15]. Note that the each sub-problem
corresponds to a sub-array of antennas.
Based on that the hybrid precoding matrix can be divided

as �̃ = [�̃MRF
T −1 ψ̃MRF

T
], where matrix �̃MRF

T −1 has a size

MRF
T MSel

T × (MRF
T − 1) and contains the first (MRF

T − 1)
columns of �̃, and ψ̃MRF

T
is the MRF

T th column of �̃.
Accordingly, the SE is given as

�
(
�̃

)
= log2

(∣∣PMRF
T −1

∣∣)

+ log2

(∣∣∣∣IMR + p

MRF
T σ 2

ψ̃
H
MRF
T
G̃HP−1

MRF
T −1

G̃ψ̃MRF
T

∣∣∣∣

)
,

(17)

where PMRF
T −1 = IMR + p

MRF
T σ 2

G̃PMRF
T −1P

H
MRF
T −1

G̃H . It

is highlighted that the second term, i.e., log2(|IMR +
p

MRF
T σ 2

ψ̃MRF
T
G̃PMRF

T −1G̃
Hψ̃

H
MRF
T

|) of (17) corresponds to the

rate of MRF
T th antenna sub-array. Using the same approach,

PMRF
T −1 can be further decomposed. Hence, after MRF

T − 1
decompositions, the overall SE can be expressed as

�
(
�̃

)
=

MRF
T∑

m=1

log2

(∣∣∣∣IMR + p

MRF
T σ 2

ψ̃
H
mG̃

HP−1
m−1G̃ψ̃

∣∣∣∣

)
, (18)

where Pm = IMR + p

MRF
T σ 2

G̃PmPHmG̃
H , and for consistency

P = IN , in the case of MRF
T = 0. Note that based on (18), the

SE maximization problem can now be solved sequentially
by addressing the optimization of each sub-array one by
one. Based on this formulation, this papers utilizes the SIC
algorithm to optimize the SE. It starts by optimizing the
sub-rate of the first antenna sub-array and updating the
corresponding matrix P1. This process can be continued until
the last antenna sub-array is considered.
Next step is to find the mth precoder corresponding to

the mth sub-array. Let Q = G̃HP−1
m−1G̃ and ϒ representing

the set of feasible vectors fulfilling the precoder design
constraints. With that the optimization problem can be
formulated as

ψ̃
opt
m = arg max

ψ̃m∈ϒ

MRF
T∑

m=1

log2

(∣∣∣∣IMR + p

MRF
T σ 2

ψ̃
H
mQm−1ψ̃m

∣∣∣∣

)
,

(19)

It can be observed that the precoding vector ψ̃m has MSub

non-zero elements. With that consider a modified matrix
Q̆m−1 that keeps the (MSub(m − 1) + 1) till (MSubm) rows
and columns of Qm−1 and let ϒ̆ is a vector of size MSub,
the equivalent form of (19) is given as

ψ̃
opt
m = arg max

ψ̃m∈ϒ̆

MRF
T∑

m=1

log2

(∣∣∣∣IMR + p

MRF
T σ 2

ψ̃
H
mQ̆m−1ψ̃m

∣∣∣∣

)
.

(20)

With this formulation, the singular value decomposition of
Q̆m−1 = U�UH can be used to find the optimal precoder.
Particularly, the optimal precoder ψ̃

opt
m can be equal to the

right singular vector u1. However, the key limitation is that
it may not satisfy the equal amplitude constraint on ψ̃

opt
m .

Therefore, the maximization problem can be equivalently
written as a minization of the squared error distance ||u1 −
ψm||22. The modified optimization problem is given as

ψ̃
opt
m = arg min

ψ̃m∈ϒ̆
||u1 − ψm||22. (21)

Finally, the solution to this problem is given as [15]

ψ̃
opt
m = ψ̃BBmψ̃RFm = ||u||1

MRF
T

. (22)

Similarly, optimum precoders for other sub-arrays can be
found that can be used in step 6 onwards in Algorithm 1.
Note that the complexity of the SIC algorithm can be reduced
by utilizing power iteration method [45], with number of
iterations set to K.

IV. SIMULATION RESULTS
This section will provide numerical evaluation of the
considered joint cBPSO and SIC based antenna selection
and precoding scheme. Firstly, the proposed scheme will
be compared with the optimal ES and other popular
approaches in terms of SE. A comparison with other state
of the art meta heuristic algorithm will also be shown.
Secondly, a comparison for different number of transmit
antenna elements MT while varying the number selected
antennas will be presented. Thirdly, EE improvement of
the proposed scheme and its trade-off with SE will be
demonstrated. Fourthly, a feasibility of the proposed scheme
for different hybrid architectures will be shown, followed by
a discussion on SE achieved by the proposed scheme in case
of an imperfect CSI. Finally, a discussion on computational
complexity and an extension to wideband systems will also
be provided.
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FIGURE 2. Comparison of the proposed scheme with the optimal Exhaustive search
and other popular antenna selection. For all plots, precoding is done with SIC
algorithm.

A. COMPARISON OF ANTENNA SELECTION SCHEMES
Figure 2 illustrates the comparison of the proposed joint
cBPSO+SIC with ES+SIC, GA+SIC and sequential BPSO
and SIC. For simulations, MT is set to 24, MRF

T = 4
and MR = 4 while MSel

T is equal to 4. The schemes are
compared in terms of the achieved SE vs SNR. Note that SIC
algorithm is used for precoding in all schemes. The results
demonstrate that the proposed scheme exhibits performance
very similar to that of the ES scheme irrespective of
the SNR. This highlights the efficacy of the proposed
algorithm. The joint cBPSO+SIC scheme outperforms the
GA+SIC scheme with a marginal gap. Finally, BPSO+SIC
(sequential) achieves the lowest SE due the sequential nature
of the algorithm, i.e., the antenna selection and the precoding
are implemented independently. Observe that the difference
in the performance of the proposed scheme and BPSO+SIC
also increases with SNR. For instance, the SE difference
between the schemes at SNR = 0 dB and = 10 dB is 0.5
and 0.93 bps/Hz, respectively.

B. COMPARISON OF PRECODING SCHEMES
Figure 3 shows the comparison of different precoding
schemes, with the common inclusion of cBPSO based
antenna selection in all considered scenarios. For simu-
lations, MT = 24 and MSel = 16. The performance of
the proposed joint cBPSO+SIC is compared with the PSO
and unconstrained precoding [15], i.e., there is no constant
amplitude constraint on the amplitude of the analog precoder.
Note that unconstrained precoding with ES based antenna
selection provides the optimal solution. It can be observed
that the performance of joint cBPSO+SIC is very close
to the ES+Unconstrained (optimal) precoder. Particularly,
the difference between the optimal and SIC based precoder
at SNR = 5 dB is 0.386 bits/s/Hz. Furthermore, due
to relatively high ratio of selected antennas compared
to the total number of available antennas, the optimal

FIGURE 3. Comparison of the proposed scheme with the optimal precoder and a
PSO based precoder. For all plots, antenna selection is done with cBPSO algorithm.

cBPSO+Unconstrained precoder performs very close to the
ES+Unconstrained precoder. Finally, PSO based precoder
achieves the lowest SE and the difference with the optimal
scheme at SNR = 5 dB is 1.46 bits/s/Hz.

C. EFFECT OF AN INCREASE IN MSEL
The comparison in the SE with different MSel is shown
in Figure 4. The total number of transmit antenna are set
to MT = 256 while MRF

T = 4 and MR = 4. The number
of selected antennas are varied as MSel = 64, 128, 192. A
significant improvement in the SE can be observed when
MSel is increased from 64 to 128. However, the performance
decreases with a further increase inMSel. Particularly, at SNR
= 10 dB, the achieved SE is 18.43, 21.34, 22.92 and 23.56
bps/Hz for MSel = 64, 128, 192 and full array, i.e., MT =
256, respectively. Note that the difference in the SE achieved
by the full array with MSel = 64 is very large 5.13 bps/Hz
whereas with MSel = 192 the difference reduces to only 0.64
bps/Hz. This signifies that the selection of the appropriate
number antennas can achieve a similar SE as compared to
a full array.

D. POWER CONSUMPTION AND EE
It has been seen that the considered antenna selection scheme
can attain a SE similar to that of a full array. The next
important metric is to compare the power consumption with
differentMSel and the full array. The total power consumption
PTot is computed as

PTot = Pt +MRF
T PRF +MSelPPS +MTPS, (23)

where Pt represents the transmitted power, PRF , PPS and
PS are the power consumed by the radio frequency chain,
phase shifter and switch, respectively. In this work, Pt = 1
W, PRF = 250 mW [46] and PPS = 30 mW [47]. Note
that a switch is connected to each antenna chain to perform
antenna selection. Silicon-germanium switches are shown to
consume less power while achieving the high performance.
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FIGURE 4. Comparison of the proposed scheme for different number of selected
antennas. The performance between the full array and the antenna selected scheme
decreases with an increase in MSel .

FIGURE 5. Power consumption comparison for different number of selected
antennas with a full array.

In this work, the power consumption a switch is set to PS = 1
mW [48].

The result for a power consumption vs MRF
T comparison

for a different number of MSel and a full array is shown
in Figure 5. It is evident from the results that the power
consumption increases with MSel. Note that the switches are
not part of a full array system and it consumes a high power
irrespective of MRF

T .
Figure 6 shows an EE based comparison of the antenna

selection scheme with the full array. Horizontal axis cor-
responds to the number of selected antennas per sub-array,
and therefore, MSel

T = 64 corresponds to a full array with
MT = 256 antennas. The full array system performs worst
in terms of EE for SNR = 0, 5, and 10 dB. Furthermore,
there exists an optimal value of MSel that maximizes the
EE. As shown in the figure that for SNR = 5 and 10 dB,
MSel
T = 4 achieves the maximum EE whereas for SNR = 0

dB the optimal number is MSel
T = 8. Note that the maximum

FIGURE 6. EE comparison for different number of selected antennas with a full
array.

FIGURE 7. EE and SE trade-off with respect to SNR, number of selected antennas
and total number of antennas.

EE decreased with a decrease in the SNR. This is because
the power consumption is independent of the SNR whereas
spectral decreases with the SNR. Finally, the gap between
the maximum EE and the EE attained with the full array
increases with the SNR. For instance, at SNR = 0 dB, the
difference between the maximum EE and the full array is
0.91 bps/Hz/Watts whereas for SNR = 10 dB the difference
increases to 2.81 bps/Hz/Watts.

E. EE VS SE TRADE-OFF
As highlighted in previous subsections, SE increases with
MT , however, EE starts to decrease after a certain increase
in MT . Figure 7 provides further details in this aspect by
comparing the EE and SE in different SNR regimes. For each
line the SNR increases from −20,−15,−10,−5 and 0 dB.
Particularly, the left most and right most points correspond
to SNR = −20 and 0 dB, respectively. The number of
transmit antennas are set to 64, 128, 256 and 512, whereas
in each case 50% of the antennas are selected. The number
of RF chains MRF

T = 4 and MR = 4. From this figure,
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FIGURE 8. Effect of Mpop and MIter on BPSO performance. In this plot Mpop = MIter .

it is evident that both the SE and EE increase with the
SNR for all considered values for MT . This is because that
a higher SNR results in an increase in SE whereas the
power consumption remains unchanged, and therefore, EE
also increases. Furthermore, a higher MT corresponds to a
higher SE irrespective of the SNR. On the other hand, the EE
trend for different MT changes with the SNR. Particularly,
at a lower SNR = −20 dB, MT = 64 achieves the least EE
= 0.1017 bps/Hz/Watts whereasMT = 256 scenario achieves
the highest EE = 0.1254 bps/Hz/Watts and a further increase
in MT decreases the EE. This is due to fact that an initial
increase in MT increase the SE at higher rate compared to
an increase in the power consumption, which results in an
increase in the EE. However, when antennas are increased
from MT = 256 to MT = 512, the power consumption
increases faster than SE and thus result in a decrease in EE.
Finally, with an increase in SNR, the maximum value of
EE starts to shift towards lower MT . Particularly, from SNR
−5 dB onwards, MT = 64 achieves the highest EE. This
is because at a higher SNR, the rate at which SE increases
with MT is lower than the corresponding increase in power
consumption and thus EE decreases with an increase in MT .

F. CONVERGENCE OF BPSO ALGORITHM
As discussed earlier that the performance of BPSO algorithm
is governed by Mpop and MIter. These are the two tuneable
parameters of the BPSO algorithm. If the population size
or iterations are increased, BPSO will produce a better
result, but the computing complexity will also rise. Figure 8
demonstrates the effects of variable number of iteration and
number of agents on the convergence of cBPSO algorithm.
SE is plotted for various values of Mpop and MIter, and it is
considered that Mpop = MIter. As evident from the plot that
an initial increase in Mpop and MIter present a considerable
increase in SE. However, improvement in the SE decreases
with a further increase in Mpop and MIter. Particularly, after
Mpop = MIter = 30, there is no notable improvement in SE

FIGURE 9. Comparison of different hybrid architecture while performing joint
antenna selection and precoding. For simulations, MT = 64, MSel = 16 and MRF

T = 4.
For all architectures, antenna selection is performed using cBPSO algorithm.

FIGURE 10. Power consumption comparison of a fully connected, a partially
connected and a generalized sub-array connected hybrid architectures.

whereas the increase in the computational complexity will
be substantial and thus not suitable from implementation
perspective.

G. COMPARISON OF DIFFERENT HYBRID
ARCHITECTURES
Numerous hybrid architectures have been suggested in the lit-
erature for mm-Wave systems. A comparison between three
architectures: fully-connected [13], a partially connected [15]
and a generalized sub-array (GSA) connected [49] hybrid
architectures has been carried out. For simulations, MT = 64,
MSel = 16 and MRF

T = 4. For GSA, two options, i.e., (3, 1)
and (2, 1, 1) have been considered, where (3, 1) means 3
RF chains are connected to a single sub-array whereas 1 is
connected to a different sub-array as mentioned in [49].
Figures 9 and 10 compare different hybrid architectures

in terms of SE and power consumption, respectively. From
Figure 9, it can be observed that a fully-connected architec-
ture achieves a highest SE followed by the GSA-architecture.

92 VOLUME 5, 2024



FIGURE 11. Effect of Imperfect CSI on the SE performance.

Note that the achievable SE of GSA-architecture varies based
on the number of RF chains that are connected to a particular
sub-array. Finally, partially-connected architecture achieves
the lowest SE as compared to fully-connected and GSA-
connected architecture. From Figure 10 it can be observed
that the power consumption comparison follows an opposite
trend, i.e., a partially-connected architecture consumes lowest
whereas a fully-connected architecture consumes highest
power. Power consumption of GSA (2, 1, 1) < (3, 1)
configuration. When contemplating future net-zero-aware
wireless communication systems, it is essential to recognize
that a GSA-connected architecture provides more flexibility.
With GSA-connected architecture, we can adjust both the
SE and power consumption of the system as compared to
the fully- or partially-connected architectures.

H. EFFECT OF IMPERFECT CSI
Acquiring perfect CSI under practical conditions is chal-
lenging. To address this, the performance of the proposed
scheme is now evaluated in case of an imperfect CSI. With
G representing the channel corresponding to a perfect CSI,
the estimated channel incase of an imperfect CSI is given
as [15]

Ĝ = ζG +
√

1 − ζ 2E, (24)

where ζ ∈ [0, 1] represents the precision of the CSI and E
is a CN (0, 1) independent and identically distributed error
matrix. A comparison result of perfect CSI scenario with an
imperfect one is shown in Figure 11. The performance is
compared in terms of SNR vs SE for ζ = 1, i.e., perfect
CSI and ζ = 0.95 and 0.85 for an imperfect CSI scenario. It
can be seen that the performance only marginally degrades
in case of unavailability of the perfect CSI. This indicates
that the system maintains its effectiveness and reliability,
despite uncertainties in the CSI, making it a viable solution
for real-world practical implementations.

FIGURE 12. Comparison of the proposed scheme for different number of selected
antennas in case of a wideband system. The performance between the full array and
the antenna selected scheme decreases with an increase in MSel .

FIGURE 13. Spectral efficiency for different number of sub-carriers MSC with
MSel = 16.

I. EXTENSION TO A WIDEBAND SYSTEM
Wideband systems are an integral part of current 5G and
future 6G wireless networks. There have been notable efforts
from the research community to investigate these systems
with a particular effort on devising efficient precoding
schemes [50], [51], [52]. Figure 12 and 13 show the effect
of MSel and the number of sub-carriers MSC, respectively,
for a wideband system.
From Figure 12, it can be observed that the SE/subcarrier

improves by increasing the MSel. One can notice a consistent
increase of 2 to 3 dB in gain across the SNR range from
−10 till 20 dB as the value of MSel rises from 64 to 128.
Further improvement can be observed whenMSel is increased
to 192 where the performance is less than a dB away from
the fully-connected structure. Similar to the narrowband case
(see Figure 4) the improvement in SE increases with an
increase in MSel. This validates that the proposed solution
can be easily scale able to wideband systems.
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Finally, Figure 13 compares the SE/subcarrier for different
values of MSC. It can be observed that the performance of
MSC = 1, 2 and 4 is very similar. For instance, at SNR = 0
dB, the achievable SE/subcarrier is 7.4, 7.1, 7 for MSC = 1, 2
and 4, respectively. Therefore, it is evident that the proposed
scheme can work for both the narrowband and wideband
systems.

J. COMPLEXITY ANALYSIS
For the analysis of computational complexity, we have to take
into account the number of complex additions and complex
multiplications required for selection algorithms (cBPSO,
GA and Exhaustive) and precoding algorithms (SIC and
PSO).
GA and cBPSO requires Npop × Niter × � (where �

represent the complexity of the fitness function) complex
operations of multiplications and additions [31]. Note that
both GA and cBPSO has a similar complexity. However,
cBPSO achieves a higher SE, and therefore, also result
in a higher EE. On the other hand, the exhaustive search
algorithm requires to evaluate St = (Sc)MRF

T , where Sc =(MSub

MSel
T

)
, combinations to find the optimal solution. Even in

a straightforward scenario with MSub = 16, MRF
T = 4 and

MSel
T = 4, this leads to a total of 1 × 1013 combinations.

Therefore, the increased complexity of an exhaustive search
algorithm, especially with a comparable size of the antenna
array, renders it impractical for implementation in massive
MIMO systems.
Note that in simultaneous antenna selection and precoding,

the precoding algorithm is implemented during each iteration
of the selection algorithm. The computational complex-
ity of SIC based precoding scheme is calculated to be
O(2MRF

T K((MSel
T )2(MR + KMRF

T ))) as mentioned in [15].
Furthermore, the computational complexity of PSO based
precoding is O(NpopNiterMRMSel

2). Note that Npop and Niter
should be increased to improve the SE performance of PSO.
Nevertheless, such arrangement leads to a significant increase
in the computational complexity of the algorithm.
Finally, the GSA-connected hybrid architecture, that

allows a variable number of RF chains connected to sub
arrays, incorporates the SIC algorithm. It is important to
note that the number of RF chains connected to a sub-
array and the number of antennas in each sub-array can
be adjusted or varied. Therefore, the complexity of SIC
algorithm for GSA is higher compared to SIC applied to
a partially connected architecture. In GSA architecture, the
number of RF chains required to be connected to each sub
array is determined through exhaustive search, leading to an
increased computational complexity.

V. CONCLUSION
Focusing on the reduction in the power consumption and
enhancing the EE without any notable reduction in SE for
future large antenna system, this work proposed a joint
antenna selection and precoding scheme. Particularly, a meta-
heuristic algorithm cBPSO was devised for an antenna

selection while precoding is performed using successive
interference cancellation. Results showed that the proposed
algorithm achieved a SE close to an optimal ES based
antenna selection. Furthermore, it was presented that the
proposed scheme improves the EE. It was shown that there
is an optimal number of selected antennas that maximize
EE. A trade-off between SE and EE was also conducted.
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