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ABSTRACT Traditional multiple access schemes, as well as more recent preamble-based schemes, cannot
achieve the extremely low latency, complexity, and collision probability required by the next-generation
Internet-of-Things (IoT) networks to operate. To address such issues and further reduce the latency and
packet loss, we introduce a novel semi-grant-free multiple access protocol for short packet transmission,
the partial-information multiple access (PIMA) scheme. PIMA transmissions are organized in frames, and
in the partial information acquisition (PIA) sub-frame of each frame, the base station (BS) estimates the
number of active devices, i.e., the devices having packets waiting for transmission in their queue. Based
on this estimate, the BS chooses both the total number of slots to be allocated in the data transmission
(DT) sub-frame and the respective user-to-slot assignment. Although collisions may still occur due to
multiple users assigned to the same slot, they are drastically reduced with respect to slotted ALOHA-based
schemes, while achieving lower latency than both time-division multiple-access (TDMA) and preamble-
based protocols, due to the extremely reduced overhead of the PIA sub-frame. We assess the performance
of PIMA under various activation statistics, proving the robustness of the proposed solution to the traffic
intensity, also with traffic bursts.

INDEX TERMS Sixth-generation (6G), Internet-of-Things (IoT), Massive random access (MRA),
Machine-type communications (MTC), multiple access, partial-information.

I. INTRODUCTION

MACHINE-TYPE communications (MTC) has gained
increasing relevance in fifth-generation (5G) and

beyond-5G (B5G) cellular networks. The introduction of the
newest use cases in verticals such as industry, agritech, and
smart buildings shows the progressive shift of the focus
of mobile communications from humans to machines. To
support this scenario, several new technological solutions
should be adopted. In particular, the design of specific
multiple access schemes can be used to meet the stringent
requirements of both flavors of MTC envisioned by the
emerging Internet-of-Things (IoT) applications and services:
the massive MTC (mMTC) and the ultra-reliable low-latency

communications (URLLC). They both show several features
and challenges: URLLC use cases, for example, target a
maximum latency of 1 ms and reliability of 99.99999%
(e.g., mission-critical applications), while mMTC scenarios
require supporting devices with density up to 1 million
devices per km2 (e.g., for industrial IoT).

In this paper, we focus on the medium access control
of uplink transmissions in an MTC scenario, wherein users
transmit to a common base station (BS).

A. RELATED WORK
In the latest research, multiple access procedures based on
resource requests and grants have been discussed for MTC.
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However, the sporadic nature of transmissions by a large
number of users that characterizes the above use cases makes
these schemes inefficient and pushes for the adoption of
a grant-free (GF) or semi-GF solution. In this section, we
provide an overview of the most relevant grant-based (GB),
GF, and semi-GF multiple access schemes. Both GB and
GF solutions can provide orthogonal multiple access (OMA)
and non-orthogonal multiple access (NOMA) for the packet
transmission. In the case of NOMA [2], multiple users
transmit simultaneously, and specific techniques are adopted
at the receiver to mitigate the effects of collisions.
Grant-Based Multiple Access. In recent years, GB schemes

have been proven to be suitable in IoT networks with
moderate numbers of users [3], [4], [5]. A widely adopted
solution is multichannel ALOHA, wherein active users choose
a preamble from a common pool (codebook) of orthogonal
preambles. Then, the BS can effectively differentiate between
multiple users simultaneously accessing the network and
schedule the users for data transmission in a second
dedicated sub-frame, (typically of fixed length). However,
such schemes require different preamble lengths based on the
number of active users to perform optimally. Indeed, while
long preambles support more active users, their entailed com-
munication overhead grows rapidly. Multichannel ALOHA
has also been coupled with NOMA [6] for data trans-
mission, showing substantial performance improvement at
the cost of higher decoding complexity. Moreover, the use
of non-orthogonal preambles has been discussed to reduce
overhead in the context of compressive random access
(CRA) [7], [8], [9]; with CRA the BS resorts to compressed
sensing (CS) [10] to identify active users. However, multiple
measurements are typically needed to accurately estimate the
preambles, therefore requiring multiple-antenna receivers or
multiple transmission steps.
An extreme case of GB multiple access is the fast-uplink

grant approach [11], wherein the BS schedules the user
transmissions without any resource request. The exploitation
of traffic statistics knowledge has been considered in the
design of fast-uplink grant protocols, involving multiarmed
bandits-based methods [12] and machine learning tools for
traffic prediction [13].
Grant-Free Multiple Access. GF approaches typically

make better use of the resources by letting users transmit
immediately, without waiting for explicit approval from
BS. Slotted ALOHA (SALOHA) is the simplest and most
widely adopted GF OMA protocol: users transmit at the
beginning of the first slot available after packet generation
and, when collisions occur, collided packets are retransmitted
with random delays. Collisions are further reduced by framed
slotted-ALOHA (FSA), which divides time into frames (each
split into slots) wherein users transmit at random: this
solution is widely adopted in radio-frequency identification
(RFID) systems [14], [15]. Other OMA schemes have been
proposed for correlated user activity, which is typically due
to a correlated underlying traffic generation [16]. Also, re-
transmissions (with the consequent accumulation of packets

in user queues) introduce a correlation of transmissions
among users: this further increases collisions, while it
can also be exploited to coordinate multiple access. GF
correlation-based schedulers have recently gained attention
as a possible breakthrough for multiple access in MTC.
Such schemes typically rely on the knowledge of traffic
generation statistics [17], or learn the traffic correlation
by tracking successes and collisions [18], or reinforcement
learning techniques [19], [20].
NOMA-based GF outperform conventional OMA solu-

tions in many scenarios. An effort has been made to
unify and standardize the various NOMA schemes, whose
performance gains over their orthogonal counterparts have
also been investigated [21], [22]. However, NOMA requires
advanced pairing and power allocation techniques, as well
as powerful channel coding and interference cancellation
mechanisms that only partially mitigate collision effects [23].
Under these conditions, the BS may become prohibitively
complex to serve a large number of users. One simple
NOMA solution is NOMA-ALOHA [24], [25], wherein
users transmit simultaneously in a SALOHA fashion, using
different power levels, and collision effects are mitigated
with successive interference cancellation (SIC). Furthermore,
unsourced random access (URA) has recently emerged to
manage a massive number of devices [26]: at any time,
a fraction of devices transmit simultaneously using the
same channel codebook, i.e., encoding their messages into
complex codewords that are known at both users and BS.
The receiver decodes the arriving messages without knowing
the identity of the transmitters. Although this approach
is very effective in managing a large number of users,
good performance can be achieved only for tiny payloads
and with highly complex massive multiple input-multiple
output (MIMO) receivers [27], [28], [29]. A downside of
most of the works on URA is also that they assume prior
knowledge of the number of active users, and only recently
an information theoretical analysis of URA with random user
activity has been proposed [30].
Semi-Grant-Free Multiple Access. Semi-GF multiple

access combines both GB and GF approaches. As for the
GB solutions, users compete for resources in a preliminary
short sub-frame, then, they may receive a grant to transmit
data without contention. Typically, users neither reveal their
identity nor the BS deterministically schedules the transmis-
sion due to the limited acquired information. This hybrid
approach aims at combining the efficiency of GB scheduling
with the reduced overhead of GB access. Despite the
increasing interest in semi-GF multiple access, the majority
of the literature focuses on semi-GF NOMA solutions.
For example, [31] and [32] proposed to opportunistically
admit GF transmissions of a subset of users on the same
resources reserved for GB data transmissions, exploiting the
receive power diversity and SIC for decoding the messages.
However, despite the research hype on NOMA, there are
several motivations supporting the use of OMA. First, the
separation of user signals in OMA eliminates multi-user
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interference, significantly simplifying both transmission
scheduling and receiver operations. NOMA indeed requires
more sophisticated signal processing techniques to mitigate
interference, which may be complex and expensive to deploy.
Moreover, OMA is a well-established and relatively simple
technique and many wireless networks already have the
infrastructure and protocols in place for OMA. In such a
context, a transition to NOMA would require significant
changes and investments in network architecture and stan-
dardization. Therefore OMA remains a valuable choice to
ensure compatibility with existing IoT networks and devices.
A semi-GF OMA scheme was presented in [33], wherein the
BS broadcast the colliding preambles, preventing the data
transmissions of the users choosing such preambles.

B. PARTIAL-INFORMATION MULTIPLE ACCESS
In [1], we introduced a novel approach to multiple access,
wherein the BS first acquires partial information on the
state of the user and then schedules the transmissions.
In particular, the BS estimates the number of users with
packets to transmit (active users) without knowing their
identities. Based only on this information, it then allocates
users to slots. The allocation is non-exclusive, i.e., a slot is
typically given to multiple users, whose transmissions may
collide. Indeed, without knowledge of the identity of active
users, collisions could only be avoided using time-division
multiple-access (TDMA), which is extremely inefficient for
sporadic traffic.
The resulting scheme is denoted as partial-information

multiple access (PIMA). In detail, PIMA organizes time in
frames of variable length, each split into two sub-frames.
The first is the partial information acquisition (PIA) sub-
frame, where all active users simultaneously send a signal to
the BS. The BS performs a maximum a posteriori probability
(MAP) estimation of the number of active users. Based
on this knowledge, the BS then assigns one slot to each
user in the system for transmission in the data transmission
(DT) subframe. A major drawback of the scheme presented
in [1] is that the PIA sub-frame introduced a significant
overhead, as users must transmit a long random sequence to
let the BS estimate the total received power, which provided
information on the number of active users. Moreover, an
in-depth analysis considering the differentiated scenarios of
next-generation cellular networks of the scheme was needed
to understand more clearly the behavior of the solution.
The PIMA protocol falls into the category of semi-GF

multiple access solution. Indeed, with respect to other two-
step multiple access schemes consisting of preamble and data
transmission stages, PIMA acquires only partial information
on the activation statistics in the PIA sub-frame, avoiding
revealing the users’ identities. Likewise, PIMA cannot be
considered a fast uplink grant approach, due to its partial
information acquisition at the BS. The main advantage of
PIMA with respect to the existing semi-GF solutions is its
extremely low overhead (few symbols) required to acquire

the partial information and communicate the scheduling,
which yields an extremely low latency and complexity.
In this paper, we partially re-design PIMA and provide

an in-depth analysis of its performance in various scenarios.
In particular, the main contributions of this paper are the
following.

1) We focus on the short packet transmission scenario,
with packets consisting of a few complex symbols each
and we improve the user enumeration procedure. By
assuming channel state information (CSI) is perfectly
acquired at each user with a downlink beacon, users
can precode their transmission so that they coherently
combine at the BS, similarly to a pulse-amplitude
modulation (PAM) signal. Therefore the BS can
reliably count the active users with a significantly
shorter PIA sub-frame, reducing the overhead.

2) We consider three different use cases represented by
three different packet generation statistics, including
a bursty traffic generation for massive random access
(MRA), wherein the number of users in the system
is arbitrarily large while the number of active users
remains finite.

3) We prove that, under independent identically dis-
tributed (i.i.d.) activation, the allocation of each user to
a single slot maximizes the resulting frame efficiency.

4) We prove that the maximum frame efficiency with
MRA traffic is obtained by allocating a number of
slots equal to the number of active users.

5) We significantly extend the numerical evaluation part,
comparing PIMA also with state-of-the-art preamble-
based approaches.

The remainder of the paper is organized as follows. In
Sections II and III, we first introduce the system model
and the packet generation processes, then we describe the
frame structure and the PIMA protocol. Section IV provides
details of the user enumeration task for partial information
acquisition. Then, the optimal scheduler for i.i.d. activations
is derived in Section V. In Section VII we discuss the
numerical results and compare PIMA with some state-of-
the-art OMA and NOMA schedulers. schedulers. Finally,
Section VIII draws some conclusions.
Notation. Scalars are indicated in italic letters; vectors and

matrices are indicated in boldface lowercase and uppercase
letters, respectively. Sets are denoted by calligraphic upper-
case letters and |A| denotes the cardinality of the set A. �·�
and �·� denotes the ceiling and floor operators, respectively.
P(·) denotes the probability operator, E[ · ] denotes the
statistical expectation, log(·) indicates the natural logarithm
function, and a mod b denotes the modulo operation, which
returns the remainder of a/b. Lastly,

(a
b

)
denotes the binomial

coefficient.

II. SYSTEM MODEL
We consider the uplink of a multiple access scenario
with N single-antenna users transmitting to a common
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single-antenna BS. We assume that the value of N is known
at the BS.
Time Organization. Time is split into frames, each com-

prising an integer and variable number of slots and an
additional short time interval, whose purpose is described in
the following. Each slot has a fixed duration of Ts complex
symbols, while each frame comprises a different number of
slots. Perfect time synchronization at the BS is assumed,
thus each user can transmit signals with specific times of
arrival at the BS.
Each user may transmit at most one packet per frame,

each of the duration of one slot. In the following, t denotes
the frame index. We consider a multiple access protocol,
where the same slot is in general assigned to multiple users
for transmission.
Channel. Due to the scheduling strategy, collisions

between packets may occur, being each slot assigned to
multiple users. In particular, we assume that a collision
occurs when two or more users transmit in the same
slot and that such an event prevents the decoding of
all collided packets by the BS. Analogously, we assume
that the BS always correctly decodes the received packets
in slots without collision and that the channel does not
introduce other sources of communication errors. Successful
transmissions are acknowledged by the BS at the beginning
of the following frame, and upon collision, collided users
retransmit their packets in the following frame.

A. PACKET GENERATION AND BUFFERING
Packets generated in frame t by user n are stored in its buffer
and transmitted according to a first in, first out (FIFO) policy.
In the following, we consider both the case of finite and
infinite buffer capacity. In the case of finite-length queues,
to ensure data freshness, whenever a new packet is generated
while the buffer is at full capacity, the oldest packet is
dropped. Let Bn(t) be the number of packets in the queue of
user n at the beginning of frame t. If Bn(t) > 0, the buffer
of user n is non-empty, and n is said to be active. Instead,
if Bn(t) = 0, its queue is empty and user n is considered
inactive. The total number of active users at the beginning
of frame t is ν(t).

B. ACTIVATION STATISTICS
The PIMA scheme has been designed to exploit the sporadic
nature of transmissions in the presence of a large number
of users. Users can stay dormant for long periods and
transmissions are usually triggered by an event or preemp-
tively scheduled. When this happens, packet transmissions
are activated with different patterns. To catch the diverse
nature of the existing use cases, we analyze the performance
of PIMA in three different scenarios, depending on the users’
activation statistics.
I.i.d. Activations. User activation times can be described

with independent and identically distributed random vari-
ables when a) users have a queue for one packet only, and
b) all colliding packets are dropped at the receiver after the

first transmission. Such a scenario is typical of monitoring
systems requiring frequent updates and data freshness [34]
and will be discussed in detail in Section VI.
Correlated Activations. In this scenario, we assume

that queues have infinite lengths and retransmissions of
previously collided packets are allowed. In particular, we
assume that collided packets at frame t are deterministically
queued for retransmission in the following frames. Users’
activations are, therefore, generally correlated due to the
presence of queues and retransmissions. In this scenario, the
stability condition of all queues is assumed.
For both the i.i.d. and the correlated activations cases, we

assume that at each user the traffic generation, also denoted
as packet arrival process, follows a Poisson distribution with
parameter λ. The well-known properties of Poisson processes
provide a total normalized arrival rate of �T = Nλ/Ts, and
when �T = 1, on average one packet is generated over a
slot duration (Ts).
Bursty Activations. In this scenario, we assume a bursty

traffic model, wherein a finite subset of users activates at
the same time, with each user generating a single packet
to transmit. Retransmissions of colliding packets are also
allowed in this case, while the buffer capacity is unitary for
all users. In particular, we assume that at each burst the
number of generated packets follows a Poisson distribution
with average �B.

III. PARTIAL INFORMATION-MULTIPLE ACCESS
In this section, we provide a detailed description of the
proposed PIMA protocol. Each frame is divided into two
sub-frames, namely the PIA sub-frame and the DT sub-frame.
The PIA sub-frame has a fixed length L1 and it is used
by the BS to estimate the number of currently active users.
Based on this information, the BS decides the duration L2(t)
(in slots) of the DT sub-frame and assigns each user to one
slot, for uplink data transmission.
An example of the frame structure and packet transmis-

sions of PIMA is reported in Fig. 1.

A. PARTIAL INFORMATION ACQUISITION SUB-FRAME
The beginning of frame t, and thus the start of the PIA sub-
frame, is triggered by the reservation beacon (RB), which is
transmitted in broadcast by the BS to all users. RBs contain
also the acknowledgments of correctly received packets in
the previous frame. RBs provide to each user an accurate
CSI of its channel to the BS.
In the PIA sub-frame the BS obtains the estimate ν̂(t) of

the number of active users ν(t), as described in detail in
Section IV. The BS, knowing ν̂(t), schedules the transmis-
sions for the next sub-frame. Let q(t) = [q1(t), . . . , qN(t)] be
the slot selection vector, collecting the slot indices assigned
to each user; then, the length of the DT sub-frame L2(t) can
be derived from q(t) as

L2(t) = max
n
qn(t). (1)
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FIGURE 1. Example of the PIMA protocol and its frame structure. In this example, the user n, m, and f are active at the beginning of frame t , each with a different number of
packets to transmit (purple rectangles). The RB and the SB transmitted by the BS in the downlink are, respectively, represented by the blue and orange rectangles, while the
yellow arrow represents the AI signal for the user enumeration. For drawing simplicity, in this example, no packets are generated after the beginning of frame t .

To end the PIA sub-frame and trigger the beginning of
the following DT sub-frame, the BS transmits the scheduling
beacon (SB), which contains the slot selection vector q(t),
encoded as described in Section III-C. The PIA sub-frame
duration L1 accounts for all the symbols transmissions in
both uplink and downlink.
Note that, to maintain synchronization, inactive users

could a) wake up and wait for the next downlink RB when
generating a packet, or b) always wake up when RBs and SBs
are transmitted (this can be achieved by collecting timing
information in the beacons).

B. DATA TRANSMISSION SUB-FRAME
In the DT sub-frame, users transmit their packets, according
to the scheduling set by the BS in the SBs. Note that packets
generated by user n during the DT sub-frame are delayed and
transmitted in the following frame, to reduce collisions, since
the DT frame length is derived only based on the number of
users active in the PIA sub-frame. Indeed, data transmissions
of users who do not request resources in the PIA subframe
would introduce uncertainty in the optimization of qn(t),
limiting the ability of PIMA to adapt to instantaneous traffic
conditions.
Since all the derivations in the following are related to

each frame separately, to simplify notation, we drop the
frame index t from all the variables.

C. PIMA BEACONS OVERHEAD
We consider two options for the coding of q. The first option
provides that all the users in the system receive the explicit
indication of the allocated slot in the DT sub-frame. Consider
a codebook of N codewords (each of length log2 N bits)
representing all possible sorting of user indices, where if a
user is in position in, its assigned slot is k = in mod L2 +
1. With this codebook, the SB introduces an overhead of
RSB = (N + 1) log2 N bits, since an additional codeword
is needed to indicate the length of the DT sub-frame, L2.
Note that for a large number of users, this encoding strategy

can significantly increase the length of SB, deteriorating the
performance of PIMA.
Therefore, we consider a second strategy, wherein all users

know a list of random sequences (each of N log2 N bits) of
length J, indicating the order of user service. In this case,
the BS transmit in the SB only the index corresponding
to the scheduling sequence and the codeword to indicate
L2, providing an overhead of log2 J + log2 N bits. In the
following, we adopt this second strategy to reduce the SB
overhead.

IV. ESTIMATION OF THE NUMBER OF ACTIVE USERS
To obtain an estimate of the number of active users at the
BS, each active user transmits an activation information (AI)
signal immediately after receiving the RB. Note that we
neglect here the propagation time between BS and the user,
which can be easily accounted for by considering a transition
(silent) time between the RB and AI transmissions. The set
of users transmitting the AI signals during the PIA sub-frame
is

Na = {n:Bn > 0}, (2)

with |Na| = ν. We stress that the BS does not know the
identity of the active users, since the AI signals do not
contain such information, to make them shorter.
We consider that each user transmits a single complex

symbol γn in the PIA sub-frame. Assuming perfect synchro-
nization, the received signal, at the BS, is the superposition
of all the symbols transmitted by the users, i.e.,

y =
∑

n∈Na

hnγn + w, (3)

where hn is the channel coefficient between user n and the
BS and w is the additive white Gaussian noise (AWGN) term
with zero mean and variance σ 2

w. Assuming that perfect CSI
is obtained by users through the RB downlink transmission,
each user n perfectly inverts the channel, setting γn = 1/hn,
therefore the BS receives

y = ν + w. (4)
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In low-signal-to-noise ratio (SNR) scenarios, the AI signal
may last several symbols, all with the same structure, and
the BS will first average the received samples (obtaining (4)
but with less noise) and then proceed with the estimate of
the number of active users.
The MAP estimate of the number of active users is then

ν̂ = arg max
b

py|ν(y|b) pν(b), (5)

where, for the AWGN channel, the probability density
function (PDF) of the received signal conditioned to the
number of active users is

py|ν(y|b) = 1
√

2πσ 2
w

e
− |y−b|2

σ2
w . (6)

This criterion establishes decision regions on the received
signal. Define δb as the distance from b (the value obtained
without noise) and the region associated with the decision
b+1. Then, when y falls in the region [b−δb, b+1−δb+1],
the decision on the number of active devices is b. Since the
distance between b and b+1 is 1, we have that the distance
from b (the value obtained without noise) and the region
associated with the decision b + 1 is 1 − δb+1. According
to the MAP criterion (5), the optimal regions satisfy the
following equation

pb|ν(b+ δb|b)pν(b) = pb+1|ν(b+ 1 − (1 − δb)|b+ 1)pν(b+ 1),

(7)

since δb+1 = 1 − δb. Replacing (6) into (7), after some
algebraic steps we have

δb = 1

2
+ σ 2

w

2
ln

pν(b)

pν(b+ 1)
. (8)

The error probability is the probability of falling out of the
correct decision region, thus, conditioned on the fact that
ν = b users are active, we have

Pe(b) = Q

(
δb

σw/
√

2

)
+ Q

(
1 − δb+1

σw/
√

2

)
, (9)

where Q(·) is the tail distribution function of the standard
normal distribution.
I.i.d. Activations. In the case of i.i.d. activations, the acti-

vation process coincides with the packet generation process.
Assuming that each user generates packets according to a
temporal Poisson process with parameter λn = λ,∀n, we
obtain

pν(b) =
(
N

b

)
b
(

1 − e−λTa
)
(N − b)e−λTa , (10)

where Ta is the time interval considered for the packet
generations and

(N
b

)
counts for all the possibilities of having

exactly b active users. Note that for N → ∞ we have
pν(b) ≈ pν(b + 1), thus δb → 1

2 and all regions have the
same size. In this asymptotic scenario, we also have

Pe(b) → 2Q

(
1√
2σw

)
. (11)

A. PIA WITH IMPERFECT CSI
In case of imperfect CSI, the estimated channel at user n is

ĥn = hn + εn, (12)

where εn accounts for the estimation error. User n transmit
γn = 1/ĥn, and the received samples becomes, from (3),

y = ν −
∑

n∈Na

εn

hn + εn
+ w = ν + w′. (13)

Assuming εn ∼ CN (0, σε) for all n, the terms εn
hn+εn

follow a complex Gaussian ratio distribution, which has been
widely studied in both cases of correlated and independent
numerator and denominator (see [35] and [36]).
When either the SNRs is high (by the Gaussian ratio

statistics) or n is large (by the central limit theorem), the
summation in (13) can be approximated as a Gaussian r.v.,
thus w′ is also Gaussian. In these scenarios, the imperfect CSI
case is modeled as additional noise, and the analysis of the
previous subsection still holds. For other scenarios, numerical
methods (including Monte Carlo simulations) should be used
to evaluate the error probability in the counting process.

V. FRAME EFFICIENCY-BASED SCHEDULING
In this section, we propose a time-resource scheduling
conditioned on the number of active users estimated in the
PIA sub-frame.
First, we introduce a performance metric that takes into

account both the packet latency and the collision probability,
whose optimization aims at finding the right balance between
the two. Let l ∈ {1, . . . ,L2} be the slot index within the
frame (in the DT sub-frame). We define the success indicator
function in slot l as cl = 1 if a successful transmission
occurs in slot l and cl = 0 otherwise. Note that the latter
case considers both the collision and non-transmission cases.
Then, the conditional frame efficiency is defined as the ratio
between the number of successes in the frame and the length
of the DT sub-frame, i.e.,

η(ν) = 1

L2

L2∑

l=1

E[cl|ν]. (14)

The adaptive maximization of this metric provides the proper
balance between the DT sub-frame length and the successful
transmission probability.
At each frame, immediately after the end of the PIA sub-

frame, the BS solves the following optimization problem:

max
q

η(ν), (15a)

s.t. qn ∈ {1, . . . ,L2}. (15b)

The optimization problem (15) is one of mixed integer
non-linear programming (MINLP), and its solution quickly
becomes infeasible with long queues or many users. For
these reasons, in the following, we focus on the analysis of
the i.i.d. activation scenario, designing the parameters of the
PIMA scheduler based on its basic assumptions. Note that,
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while the i.i.d. activation scenario could substantially differ
from the correlated activations one at high traffic, it still
represents a good approximation in low traffic conditions,
wherein retransmissions due to collisions occur sporadically.
Moreover, the analysis under i.i.d. activations is useful when
no information is available on the transmission correlation at
the BS or when obtaining such information is too expensive.

VI. SCHEDULING WITH I.I.D. ACTIVATIONS
We now design PIMA for the i.i.d. activation scenario, under
the assumption of perfect user counting in the PIA sub-frame.
First, we observe that, since activations of users are i.i.d., we
only have to determine how many users are assigned to each
slot, as any specific assignment satisfying this constraint will
yield the same collision probabilities, thus the same expected
frame efficiency. Note that in case of decoding failure of
multiple packets, the user scheduling should be randomized
to avoid the repetition of the same collisions.
To minimize the number of users assigned to the same

slot, given a length L2, we assign to slot l the following
number of users

ul =
⎧
⎨

⎩

⌈
N
L2

⌉
if l ≤ N mod L2,⌊

N
L2

⌋
if l > N mod L2,

(16)

where we possibly schedule one more user in the first � N
L2

�
slots to minimize the transmission delay.
With this scheduling policy, the slot success random

variable cl can be rewritten as a function of ul, as it only
depends on the number of users scheduled in slot l. Thus,
the optimization problem (15) is reduced to the optimization
of the DT sub-frame length, L2, and from (14), we have

L∗
2 = arg max

L2

1

L2

L2∑

l=1

E[cl|ν, ul], (17a)

s.t. L2 ∈ N/{0}. (17b)

Now, given ν, the probability that user n is the one and
only active user assigned to slot l is derived by considering
all cases of active users, where user n is active and all other
users assigned to slot l are, instead, inactive. Consider the
matrix �N/L2� × L2, having entry (r, c) equal to one when
in slot c only user r (among those assigned to that slot) is
active. The number of favorable cases wherein we have a
single “1” in column l is given by all the possibilities to
place the “1” of the remaining ν − 1 users in any of the
N − ul entries of the matrix excluding column l. Therefore,
the favorable case is given by all the combinations of ν − 1
objects taken from a set of N− ul objects. Instead, the total
number of cases is given by all the combinations of ν active
users chosen from the N scheduled users. The probability
of having a successful transmission in slot l is therefore

E[cl|ν, ul] = ul

(N−ul
ν−1

)

(N
ν

) , (18)

where factor ul counts the users assigned to slot l. Note that
the numerator of (18) counts the number of combinations
giving exactly one active user assigned to slot l, while the
denominator counts the total number of possible combina-
tions of active users. The probability of collision in slot l is
therefore 1 − E[cl|ν, ul].

Problem (17) is a MINLP problem, and its solution strictly
depends on the number of users in the system. If the number
of active users is comparable with N, (17) is not solvable by
continuous relaxation of L2, as the rounding functions are
not differentiable. However, it is possible to find the optimal
frame length L∗

2 with complexity O(logN), using a binary
search algorithm, or alternatively using a discrete gradient
ascent algorithm. In any case, L∗

2 depends only on ν, thus
can be computed offline and then stored in a table. Instead,
if N → ∞ and ν << N is finite, the following result holds:
Theorem 1: For N → ∞, under i.i.d. activations, given a

finite number of active users ν, the DT sub-frame length L2
maximizing frame efficiency is exactly ν.
Proof: Since N → ∞ and 1 < ν << N, ul = N

L2
for all

l = 1, . . . ,L2. From (18) we have

η(ν) = E

[
cl

∣∣∣∣ν,
N

L2

]
= N

L2

(
N − N

L2

ν − 1

)/(
N

ν

)

= ν

L2

(
N − N

L2

)
!(N − ν)!

(
N − N

L2
− ν − 1

)
!(N − 1)!

, (19)

then, using the Stirling factorial approximation α! =√
2πα(α

e )
α , whose validity is verified with good accuracy

even for small values of α, with some algebraic steps we
obtain

η(ν) = ν

L2

μ(N,ν,L2)︷ ︸︸ ︷√√√√√
N
(

1 − 1
L2

)
(N − ν)

[
N
(

1 − 1
L2

)
− ν + 1

]
(N − 1)

×
[
N
(

1 − 1
L2

)]N
(

1− 1
L2

)

(N − ν)N−ν

[
N
(

1 − 1
L2

)
− ν + 1

]N
(

1− 1
L2

)
−ν+1

(N − 1)N−1

︸ ︷︷ ︸
ξ(N,ν,L2)

.

(20)

Taking the limit for N → ∞ we have

lim
N→∞ μ(N, ν,L2) = 1, (21a)

lim
N→∞ ξ(N, ν,L2) =

(
1 − 1

L2

)ν−1

. (21b)

Therefore the maximum frame efficiency only depends on
ν and L2, and it is given by

η(ν) = ν

L2

(
1 − 1

L2

)ν−1

. (22)
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Its stationary points are derived from the first order derivative
with respect to L2 as

d

dL2

[
ν

L2

(
1 − 1

L2

)ν−1
]

= 0 ⇔ L2 = ν ∨ L2 = 1, (23)

thus, while L2 = 1 is trivially the global minimum for ν > 1,
the frame efficiency is maximized for L2 = ν.

A. ON THE OPTIMALITY OF THE SINGLE SLOT
SCHEDULING
Throughout the paper, we have assumed that each user n
is assigned to a single slot qn in the frame. However, we
may wonder if this scheduling policy is optimal or if it is
preferable to assign multiple slots to each user. Focusing on
the case of i.i.d. activations, we have the following result.
Theorem 2: Under i.i.d. activations, the assignment of a

single slot to each user in the DT sub-frame is optimal,
i.e., it maximizes the expected frame efficiency.
Proof: Since the collision probability is the same for

all users and depends only on the number of other users
transmitting in the same slot, by allocating more slots to each
user, we increase the collision probability. Hence, single-slot
scheduling is optimal in this case.

VII. NUMERICAL RESULTS
In this section, we compare our PIMA protocol with the
state-of-the-art OMA schedulers in three different scenarios:
a) i.i.d. activation scenario, with N = 50 users, b) correlated
activation scenario, also with N = 50 users, and c) bursty
activation scenario, with a large N. Following the assumption
of short packet transmission, the number of symbols in
each packet (slot duration) is Ts = 10 unit symbol duration
(usd). 1 Furthermore, an SNR of 10 dB is assumed at the
BS. Note that while the analysis presented in Section VI
assumes a perfect estimation of the number of active users,
in the following we report the performance of PIMA with
a perfect estimation of ν (denoted PIMA ideal) and with
estimation affected by noise (simply denoted PIMA).
For performance comparison, we consider a) the standard

TDMA, which provides fixed-duration frames of N slots,
with one user assigned per slot deterministically, b) a
stabilized version of the SALOHA protocol, c) the NOMA-
ALOHA protocol, and d) the CRA-2 protocol of [9] with
preambles of length Mp = N/2 and N.
Stabilized Slotted ALOHA: For the SALOHA protocol,

we consider Rivest’s stabilized SALOHA [37, Ch. 4], [38],
where all users generating packets at slot l are backlogged
with equal probability. The backlog probability is computed
for each user through a pseudo-Bayesian algorithm based on
an estimate of the number of backlogged nodes G(l) as

α(l) = min

(
1,

1

G(l)

)
, (24)

1. The usd is the inverse of the bandwidth if the Nyquist sampling rate
is used. All the lengths of the sequences, slots, and beacons are given in
usd.

where

G(l) =
{
G(l− 1) + Nθ + (e− 2)−1 if cl = 0,

max(Nθ,G(l− 1) + Nθ − 1) if cl = 1,
(25)

is the estimated number of backlogged users (with G(0) = 0)

and θ = 1 − e−λ is the packet generation of probability at
slot l.
NOMA-ALOHA: For the NOMA-ALOHA [24], we

assume that active users transmit with high (H) or low (L)
power chosen with equal probability. According to [24] a
relatively large number of users, i.e., up to a few dozen,
can transmit with L without interfering with the users
transmitting with level H. In such an implementation, a
collision occurs when two or more users transmit with the
same power level. Moreover, if two or more active users
choose H it is impossible to decode the packets transmitted
with both H and L, as the interference cancellation fails.
Note that this is an ideal assumption, as we do not consider
the noise term but only the interference, assuming high
SNR. The same backlogging mechanism (25) of SALOHA
is adopted.
Modified CRA-2 Protocol: The CRA-2 protocol was

proposed in [9]. Similarly to PIMA, each frame includes
two sub-frames, and in the first sub-frame active users
are identified with a temporary identifier, rather than just
counted. To this end, each active user uniformly randomly
chooses and transmits a sequence of complex symbols
of length Mp (preamble), from a preamble pool known
to both users and BS. The BS receives all preambles
simultaneously and detects them. Preambles are used as
temporary identifiers for the active users, and the BS
schedules the data transmission in the second sub-frame by
allocating one slot per each detected preamble. Here, we
assume that preambles are orthogonal; therefore, the number
of preambles equals their length Mp. When Mp = N, each
user is uniquely assigned to a preamble, while forMp = N/2,
the preamble choice is random. In the latter case, if two or
more users transmit the same preamble (and the BS detect
it), they are assigned the same slot and collide. For both
schemes, we consider the probability of misdetection in the
preamble in the first subframe Pmd = 0.1. Note that in [9]
preambles are assumed to be non-orthogonal, and a CS-based
algorithm is applied. However, preamble detection in the
presence of noise is not considered and a fixed misdetection
probability is assumed. The impact on system performance
of different CS algorithms has been discussed for the
case of multiple measurements (e.g., multiple antennas in
BS) in [39]. Although on one hand CS-based detection
allows increasing the number of preambles and reducing the
probability of collision, on the other hand, it also produces a
high probability of misdetection when BS is equipped with
a single antenna (single measurement) and a large number
of users are active [40].
Comparing PIMA with CRA-2, we have two main

differences: a) the first sub-frame is shorter for PIMA than
for CRA-2, and b) the second sub-frame has the same length
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TABLE 1. Overhead comparison of the considered protocols.

for both approaches. Thus, on the one hand, overall the PIMA
frame is shorter, reducing the average number of packets
generated in each frame, and this reduces the average number
of packets accumulated in the buffers before transmission
in the next frame. On the other hand, in PIMA users may
collide in the second sub-frame due to a non-exclusive
allocation, which increases (with respect to CRA-2) the
number of packets to be re-transmitted in the next frame (thus
increasing the average number of users in buffers). Lastly,
a wrong counting of users in the PIA sub-frame or a wrong
identification in the first CRA-2 sub-frame increases the
collision probability of both schemes. The numerical results
presented in this section will compare the performance of
both schemes, taking into account all these effects.
Overhead Comparison: Since the packet acknowledg-

ments are neglected for all schemes, both TDMA and
SALOHA do not entail any overhead. For both PIMA
and the preamble-based solutions, we assume that a 64-
QAM modulation is used to modulate the SB, and the list
of the scheduling sequence is set to J = 64. Under the
aforementioned assumptions, the total overhead induced by
the PIA sub-frame is constant and equal to L1 = 3 usd
(one for AI and two for SB, as the overhead of the RB
is neglected). Instead, for preamble-based approaches, the
overhead is given by the preamble of Mp usd and the BS
feedback, which is typically longer than the SB. In particular,
assuming that ν preambles are detected by the BS, the
identifiers of these preambles are fed back in broadcast,
in the order of slot allocation (for the subsequent data
transmission), providing a total overhead of Mp+ ν̂ usd. The
overhead of RB is neglected and does not play any role in
the performance comparison, as its length is comparable for
all the considered schedulers. The overhead of the compared
schemes (in usd) is summarized in Table 1.
Performance metrics: For the i.i.d. and correlated activa-

tion case, performance is assessed in terms of both average
frame efficiency η̄ and average latency D̄. The former
metric is the average of the conditional frame efficiency
for ν > 0, i.e., η̄ = E[η(ν)|ν > 0]. In the latter metric,
the average is computed among all successfully delivered
packets. Moreover, in the case of i.i.d. activations, we also
consider the packet dropping probability Pdrop, counting the
packets dropped due to both collisions and replacements
in the unit-length buffers when generations occur. This
probability is 0 in the correlated activation case for all
schemes, due to the possible retransmission and the infinite-
length queues.
Finally, for bursty activations, the performance of the

system is evaluated in terms of the burst transmission time

FIGURE 2. Average frame efficiency versus the total packet generation rate for
N = 50 and i.i.d. activations.

DB, i.e., the time needed to transmit all the packets generated
in a traffic burst, and its average D̄B = E[DB], computed
over many bursts.

A. I.I.D. ACTIVATIONS
We first report and discuss the results obtained for i.i.d.
user activity and N = 50 users. In this activation scenario,
retransmissions are not allowed. Therefore, SALOHA does
not include backlogging, and each user attempts the trans-
mission immediately upon the packet generation, i.e., α(l) =
1,∀l.

Firstly, a comparison of the average frame efficiency
achieved by each of the schemes is shown in Fig. 2, as
a function of the total packet generation rate �. While
this metric cannot be defined for SALOHA and NOMA-
ALOHA as they do not divide time into frames, we
observe that TDMA, adopting the constant frame length,
provides a very low frame efficiency. Moreover, since only
the frames with ν > 0 are considered in the average,
PIMA achieves its highest frame efficiency at extremely
low traffic due to its low overhead, and the efficiency
slightly decreases at higher traffic due to collisions. As
the traffic intensity increases, PIMA always achieves the
highest frame efficiency, outperforming both the TDMA
and the preamble-based schemes, whose overhead severely
affects performance. Fig. 3, instead, illustrates the rela-
tionship between SNR and average frame efficiency of
PIMA, showing a monotonically increasing trend, in all
the considered traffic conditions. Notably, for SNR values
exceeding 10 dB, the curves approach the PIMA ideal upper
bound.
Figs. 4 and 5 show the effect of the packet generation

rate on the average latency and packet dropping probability,
respectively. In this context, all packets generated during a
frame transmission wait, on average, N/2 slots in low traffic
conditions, therefore TDMA shows the highest latency.
Still, latency decreases as the traffic increases, since the
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FIGURE 3. Average frame efficiency versus the SNR for N = 50 and
� = {0.1, 0.3, 0.5}, under i.i.d. activations.

FIGURE 4. Average latency versus the total packet generation rate for N = 50 and
i.i.d. activations.

buffering delay is reduced by the new packets replacing the
older ones in the queue. However, the dropping probability
increases up to over 0.1 in high-traffic conditions. Instead,
SALOHA and NOMA-ALOHA attain the lowest latency
in this scenario, transmitting all packets immediately after
their generation. Indeed, these schemes provide a lower
bound on the latency, as all colliding packets are discarded
and do not contribute to its evaluation. However, dropped
packets increase the dropping probability, which approaches
1 for SALOHA at large � and is comparable to both
TDMA and NOMA-ALOHA. The CRA-2 scheduler with N
preambles, instead, is collision-free, and it drops a reduced
number of buffered packets due to its shorter DT sub-frame
with respect to TDMA. Indeed, CRA-2 achieves the lowest
Pdrop among the considered approaches: this improvement
comes at the cost of higher latency, due to the longer time
needed for the first sub-frame. Lastly, while the already
mentioned schemes drop packets due either to collision
(SALOHA) or new packet generations (TDMA and CRA-2

FIGURE 5. Average packet dropping probability versus the total packet generation
rate for N = 50 and i.i.d. activations.

with Mp = N), both PIMA and CRA-2 with Mp = N/2
merge the advantages of the aforementioned solutions. On
one hand, PIMA provides a higher collision probability than
the preamble collision probability of CRA-2. On the other
hand, collisions are compensated by a reduced dropping
probability of newly generated packets, thanks to a shorter
first sub-frame. Thus, while CRA-2 achieves a considerably
lower dropping probability than PIMA, its latency is higher
than that of PIMA, which guarantees close-to-minimum
latency.

B. CORRELATED ACTIVATIONS
We now assess the performance of the correlated user
activation scenario, assuming infinite queue lengths and
an infinite number of possible (re)transmission attempts of
collided packets. We consider a total number of N = 50
users and performance results are shown as a function of
the traffic intensity 0.001 ≤ � ≤ 0.35 pkt/slot.

First, Fig. 6 shows the average frame efficiency η̄, as a
function of the total packet generation rate. The performance
is almost the same as in the i.i.d. activation scenario. This
is mostly due to the fact that, in stability conditions, few
retransmissions are performed multiple times. While all the
observations on Fig. 2 still hold, we also note a very slight
degradation of PIMA, as it is designed for i.i.d. activations
and does not take into account previous collisions.
Second, Fig. 7 shows the average packet latency as a

function of the packet generation rate for N = 50 users.
Still, the latency of TDMA is much higher than that of other
schemes, due to its frame length (N, the maximum among
all schemes). We also observe that, at low traffic, the PIMA
scheduler achieves extremely low latency, comparable to the
minimum achieved by SALOHA. In higher traffic conditions,
instead, the SALOHA backlogging mechanism prevents
users from transmitting their buffered packets immediately,
thus increasing the average latency. This effect is mitigated
in PIMA, whose latency is reduced, due to its better ability
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FIGURE 6. Average frame efficiency versus the total packet generation rate for
N = 50 and correlated activations.

FIGURE 7. Average packet latency versus the total packet generation rate for N = 50
and correlated activations.

to adapt to instantaneous traffic load. For the preamble-
based approach, instead, we observe that overhead plays a
crucial role in overall latency, and shorter preambles yield
better performance, while PIMA is still outperforming CRA-
2. Finally, NOMA-ALOHA is the most effective protocol in
terms of latency. However, we stress that with respect to the
other compared schemes, its implementation requires high
SNR at the BS to perform SIC, which is here assumed to
be ideal.
The average latency comparison for different numbers of

users in the system (N) is shown in Fig. 8, for � = 3
pkt/slot. The performance of SALOHA and NOMA-ALOHA
remains constant for all the considered values of N, as the
performance of such protocols is only dependent on the
traffic intensity. Differently, the latency provided by the CRA
schemes strictly depends on the number of users in the
system, as preamble lengths need to be tuned accordingly.
Indeed, the larger the number of users in the system, the
longer the preamble is required to ensure user identification,

FIGURE 8. Average packet latency versus the number of users N , for
� = 0.3 pkt/slot and correlated activations.

with a direct impact on the average packet delay. The
proposed PIMA protocol achieves a low latency for all
the considered values of N. Still, performance significantly
changes for different numbers of users. This is mainly
due to the increased number of collisions occurring for
large N. Indeed, the optimal DT sub-frame duration L2(t)
solving (17) is proportional to the number of active users in
the system ν(t). However, with the allocation of (16), once
L2(t) is fixed, more users are assigned to the same slots for
large N, increasing both the collision probability and (as a
consequence) the average packet latency.
Lastly, in the correlated activation scenario, we have

considered infinite-length queues, thus we may wonder if
such queues are stable for the considered traffic intensity.
However, since collision statistics in this scenario are
quite difficult to compute due to the correlated nature of
activations, we leave an in-depth analysis of the stability for
future study.

C. BURSTY ACTIVATIONS
We now investigate the performance in the bursty activations
scenario. We first assess the performance obtained for
a single burst of intensity �B, and then discuss some
constraints on the burst interarrival time. As discussed in
Section II-B, here we assume that a random number of active
users ν, out of an arbitrarily large number of users in the
system N, generate a single short packet to be transmitted in
the following time slots. As we consider an arbitrary large N,
the length of the DT sub-frame in PIMA is here derived
according to Theorem 1.
The number of packet generations in a burst fol-

lows a Poisson distribution, with average �B ∈
[10, 10000] pkt/burst. For comparison purposes, we consider
CRA-2 with fixed preamble lengths Mp = 1000 and 10000.
We also consider an ideal solution, wherein the length of
the preamble is adapted to the average number of generated
packets, that is, Mp = �B. Note that this ideal solution
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FIGURE 9. Average burst transmission time versus the packet generations rate (in
log scale) in a bursty scenario. The zoomed plot reports results for
600 pkt/burst ≤ �B ≤ 3000 pkt/burst, in linear scale.

is hardly implementable, as it requires different preamble
pools based on the traffic generation rate. Moreover, we do
not consider SALOHA and NOMA-ALOHA, as all packets
simultaneously generated would collide with extremely high
probability (1 for SALOHA). We also exclude TDMA, as a
large N results in very long frame lengths. Note that a longer
list of random sequences (that is, a longer overhead) for the
scheduling vector encoding (Section III-C) is necessary as
the number of users in the system increases. In the following,
we still consider a PIA sub-frame overhead of L1 = 3
symbols, which can be easily accommodated by adopting a
higher modulation order at the BS for SB transmission.
Fig. 9 shows the average burst transmission time as

a function of the average number of packet generations.
First, we observe a constant gap between PIMA and the
ideal preamble-based solution with Mp = �B, while fixed-
length preambles achieve better performance when the
number of active users is comparable to the preamble
length. In particular, the CRA-2 solution with Mp = 1000
preambles achieves a lower burst transmission time only
for 400 pkt/burst ≤ �B ≤ 2000 pkt/burst, while at least
�B = 4000 pkt/burst is needed when Mp = 1000. For a
low average number of packet generations, PIMA achieves
the best performance due to its reduced overhead. For faster
packet generations, both fixed-length preamble approaches
suffer from preamble collisions, which implies a much higher
packet transmission time due to retransmissions. Therefore,
while PIMA adapts to all traffic conditions, preamble-based
approaches should adopt different preamble pools depending
on the traffic intensity to achieve a good performance.
Finally, the ECCDF of the burst transmission time is

shown by Fig. 10 for �B = 600 and 3000 pkt/burst. The
results confirm the comments on Fig. 9, with the ideal case

FIGURE 10. ECCDF of the burst transmission time.

Mp = �B always attaining the lowest transmission time and
the fixed-preamble approaches outperforming PIMA only
for a preamble length comparable to the number of packet
generations.
The figure gives also an indication of the minimum

burst interarrival time τB that minimizes the probability
of overlap between two traffic bursts. For example, from
Fig. 10, the probability of overlap of PIMA is 10−2 if
τB = DB ≈ 19 · 103 usd for �B = 600 pkt/burst, and
if τB ≈ 85 · 103 usd for �B = 3000 pkt/burst. In this
comparison, PIMA is shown to be effective in minimizing
burst transmission time, being very close to the CRA-2
solutions with Mp = 1000 and Mp = �B in the low traffic
scenario, while outperforming both fixed-length preamble
solutions for �B = 3000 pkt/burst.

D. ON THE ESTIMATION OF ν

Note that, all Figs. 2-9 show a negligible performance gap
between PIMA (where estimation of ν is subject to errors)
and PIMA where users are perfectly counted in the PIA sub-
frame. Therefore, the optimal scheduling analysis provided
in Section VI nicely approximates the case of imperfect
estimation for the considered SNR. In Fig. 9 we have not
included the performance of PIMA ideal to improve the
readability, while, based on the results shown in Fig. 9,
performances are almost identical to those of PIMA.

VIII. CONCLUSION
In this paper, we discussed how the fulfillment of the
requirements of mMTC and URLLC use cases in 5G
networks in terms of latency and efficiency are impacted by
different design choices. To overcome the current limitations
of present schemes in these conditions, we proposed the
PIMA protocol, a semi-GF multiple access scheme for short
packet transmission, based on the knowledge of the number
of users that have packets to transmit. We derived the optimal
scheduling in the case of i.i.d. activations and assessed its
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performance with different users’ activation statistics. The
numerical results obtained in such scenarios show that PIMA
achieves extremely low latency with respect to state-of-the-
art OMA multiple access solutions due to its low overhead
and adapts to different activation conditions by exploiting
the partial knowledge of the instantaneous traffic load.
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