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ABSTRACT One of the fundamental challenges in 5G and beyond technologies is to support short
packet transmissions while ensuring ultra-reliable communication. Due to the distributed nature of the
networks, such as machine-to-machine (M2M) communications, interference is unavoidable. The impact of
interference on the system’s performance must be better understood when users are constrained to transmit
short packets. In addition, users’ traffic is bursty. Thus, they may not always have data to send. This work
considers a two-user Z-interference channel (Z-IC) under Rayleigh fading. The work characterizes the
stability region corresponding to prominent interference mitigation schemes such as treating interference
as noise, successive interference cancellation, and joint decoding schemes using the finite block-length
information theory framework. The developed results consider the packet length, rate, and underlying
channel model. Evaluating stability region involves determining the probability of successful decoding
for the various interference mitigation techniques. The different probabilities of successful decoding are
characterized for various interference mitigation techniques. These results are not explored in the existing
literature in the context of Z-IC. The developed results also help to explore the impact of interference on
average delay and the average age of information for various interference mitigation techniques.

INDEX TERMS Finite block-length coding, Z-interference channel, average throughput, stability region,

average delay, average age of information.

I. INTRODUCTION

HORT packet communication is considered to be a key

enabler in supporting two essential application scenar-
ios of 5G, namely: (a) massive machine type communication
(mMTC) and (b) ultra-reliable low-latency communication
(uRLLC). Many existing performance metrics, such as
capacity and outage probability, cannot be used for short
packet communication, as these metrics have the underlying
assumption of long packet lengths. Ensuring reliable com-
munication and latency requirements for interference-limited
scenarios is challenging when devices are constrained to use

short packets for communication. In addition to the short size
of the packet, data arrival at the users is random in Internet
of Things (IoT) or Machine-to-Machine (M2M) communi-
cation, which is in contrast to the infinitely backlogged users
assumption considered in classical information theory. Thus,
capturing the bursty nature of the sources is essential, which
can help explore the impact of interference on latency. To
address these problems, this work explores the impact of
packet length and random data arrival at the transmitter
on the system’s performance in an interference-limited
environment.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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There is a need to develop a theory for short-packet com-
munication that considers reliability and latency. Information
theory has provided models to capture the uncertainty asso-
ciated with the underlying channel model, such as noise,
fading, and interference. Generally, these works do not cap-
ture random data arrival at the users. On the other hand,
network theory provides mathematical tools or models to
capture the random arrival of data and latency aspects of
communication. However, it does not capture the charac-
teristics of the underlying physical channel. Unifying these
two theories can provide a more accurate model where it is
required to consider the aspects mentioned above jointly [2].

A. RELATED WORKS

To capture the effect of the random arrival of data on the
performance, the notion of stable throughput has been used in
the existing literature [3], [4], [5], [6]. For multi-user scenar-
ios, stability region becomes a relevant metric. The stability
region is analogous to the capacity region in information
theory, and it has been explored for many important com-
munication models such as the broadcast channel and
interference channel [6], [7]. However, the characterization
of stability region in multi-user scenarios is a challenging
problem due to interaction among the queues [3], [4]. The
technique of stochastic dominance has been used in the
existing literature to overcome the difficulty in analyzing
interacting queues [3], [6]. The characterization of stability
region in systems involving more than two users remains a
challenging task.

Latency is another critical aspect for many applications in
5G and beyond communication systems, where the data rate
is not the most appropriate key performance index (KPI).
Delay and age of Information (Aol) are considered to be
relevant metrics to capture latency and timing aspects of
information [8]. Delay takes account of transmission and
queuing delays in communication. Aol measures the fresh-
ness of information [8], [9], [10] and is a relevant metric
in status updating systems apparent in IoT and industrial
automation scenarios [11].

Characterizing the stability region involves determining
the probability of successful decoding at the receiver. In the
existing literature, most of the works on stability region either
assume that the probability of successful decoding is known
or determined using signal to noise ratio (SNR)/ signal to
interference plus noise ratio (SINR) based metrics. However,
these metrics do not capture the packet length, an essential
parameter for reliability and latency requirements in short
packet communication. The framework of finite block-length
information theory allows to capture the impact of packet
length, rate, and power budget at the transmitter and underly-
ing channel model on the error performance [12], [13], [14],
[15], [16], [17]. The result in [13] provided the mathemat-
ical framework to explore the trade-off between rate, error,
and block length for a point-to-point memoryless channel.
Progress has also been made in developing the results for
multi-user scenarios in the finite block length information
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theory framework. The second-order achievable rate region
for multiple access channels is obtained in [14]. The achiev-
able results for other important models, such as the broadcast
and interference channels, can be found in [16], [17]. More
details on point-to-point channel and multi-user scenarios
under finite block-length regime can be found in [18].

The results from finite-block length information theory
have also been used to analyze the performance in case of
fading scenario for various communication models [19], [20],
[21], [22], [23]. The work in [19] characterizes the average
throughput and explores the trade-off between energy effi-
ciency and spectral efficiency for the point-to-point Rayleigh
fading channel when no channel state information is avail-
able at the transmitter. In general, developing results for
multi-user scenarios in the context of short packet commu-
nication is a non-trivial problem. In recent years, there has
been an increased interest in exploring the role of NOMA
in improving the performance metrics such as spectral effi-
ciency in short packet communication [20], [21], [22], [23].
The works in [20], [24] show the benefits of NOMA for
downlink scenarios in contrast to the orthogonal counter-
part, provided both the schemes use the same block length.
The work in [25] proposes opportunistic NOMA for uplink
transmission where more than one packet can be sent per
slot. The work in [26] explored the throughput of NOMA
users in the presence of an external eavesdropper when the
users are constrained to use short packets. In [27], stable
secure throughput of a Rayleigh faded wiretap channel with
a friendly jammer has been characterized for a finite block
length coding regime.

When multiple users share a common channel, interference
is unavoidable due to the distributed nature of devices. In
the existing literature, various interference mitigation tech-
niques, such as treating interference as noise (TIN) and
successive interference cancellation (SIC), have been stud-
ied extensively for various models under the asymptotic
regime [28]. Characterization of second-order coding rates
of the Gaussian interference channel (GIC) in the strong
interference regime has been considered in [17], and a case
where the interference does not affect the channel dispersion
has been studied. However, developing a second-order cod-
ing rate for the two-user Gaussian IC for general channel
conditions still needs to be explored.

B. CONTRIBUTIONS

In short packet communication, various interference miti-
gation approaches need to take account of the reliability
and latency aspects of communication. This paper aims to
address the following two related problems:

1) Performance of various interference mitigation tech-
niques, such as TIN, SIC, and joint decoding, are well
explored in the existing literature when packets are of
large length (for the asymptotic regime). However, the
impact of interference on reliability is not well under-
stood when users are constrained to communicate short
packets.
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2) Performance of various interference mitigation tech-
niques by taking account of random arrival of data
at the users, packet length, and underlying physical
model is not explored in the existing literature.

To address the above problems, this paper considers a two-
user Z-interference channel (Z-IC) under Rayleigh fading,
where transmitters can buffer the incoming packets. The
metric named stability region is used to capture the bursty
nature of the sources. Determination of the stability region
requires the characterization of the probability of success-
ful decoding at the receiver. The probabilities of successful
decoding for various interference mitigation schemes are
characterized for the considered model using the finite block
length information theory framework, which allows captur-
ing the impact of packet size and rate on the reliability.
The developed results are used to explore the impact of
interference on the delay and average age of Information
(AAo0]) for various interference mitigation techniques. Some
works considering delay and stability region under finite
block length regime can be found in [29], [30]. The work
in [29] explores the benefits of NOMA in reducing queuing
delay. It has been shown that SIC may not be an attrac-
tive choice for low-latency communication in case of uplink
communication under channel uncertainty. The work in [30]
examines the stability condition of non-cooperative time-
division multiple access (TDMA) and multiple access relay
channel with TDMA scheduling and bursty traffic under
finite block length constraint. The stability region has been
considered for the two-user interference channel in [7].
However, it does not consider the size of the packet in
determining the probability of successful decoding. When
the arrival of data is random at the users, minimizing only
the length of the codeword or packet size in short packet
communication may not reduce the delay in communica-
tion, as it does not consider the queuing delay. To explore
the performance of various interference mitigation schemes
in the context of short packet communication, it is required
to consider packet size, underlying channel condition, and
random arrival rate at the user. The main contributions of
the work are summarized below:

1) To capture the bursty arrival of data at the source, the

notion of stability region is used, and it is character-
ized for the considered system model (See Section III).
The evaluation of the stability region requires the char-
acterization of the probability of successful decoding
at the receiver. To the best of the authors’ knowledge,
the stability region for the two-user Z-IC has not been
explored in the existing literature.

2) The probability of successful decoding at both the
receivers corresponding to different queue states is
characterized for the two-user Rayleigh fading Z-IC,
for various interference mitigation techniques (See
Section IV). The results are derived using the finite
block-length information theory framework, which
captures the packet’s length. For the SIC scheme, the
derivation of probability of successful decoding takes

1978

M
Wi
B sl  TX-1 RX-1 —mw
W, — -
— — TX-2 > 2
Az

FIGURE 1. Two-user Z-interference channel with queues.

account of the product of the error terms involved in
both the stages of decoding, which is ignored in the
existing works to the best of authors’ knowledge [23],
[29], [31], [32], [33].

3) In addition to the stability region, it is essential to
understand how interference affects latency in the
case of different interference mitigation schemes. To
address this problem, average delay and AAol are
characterized for the considered system model. The
developed results help to explore the interplay between
average delay and AAol for various interference mit-
igation techniques, which needs to be explored in the
literature.

The complete list of notations and mathematical functions
used in this work is given in Table 1.

Il. SYSTEM MODEL

This work considers a two-user Rayleigh-faded Z-IC with
random data arrival at the transmitters, as shown in Fig. 1.
Each transmitter has a queue to store the incoming packets.
Rx-i is intended to receive packets from Tx-i (i € {I, 2}).
In Z-IC, only one of the receivers (Rx-1 in this case) expe-
riences interference. Z-IC can be considered as a special
case of interference channel, and real-world scenarios can
be modeled using Z-IC [34], [35]. Examples of such cases
are when one of the users is far from the interfering transmit-
ter or one of the receivers is blocked by an obstacle. In such
cases, one of the receivers does not experience interference,
whereas the other receiver experiences interference. Time is
assumed to be slotted. The packet arrival processes at Tx-1
and Tx-2 are assumed to be stationary and independent with
arrival probabilities A; and A, (packets/slot), respectively.
Both the transmitters have an infinite capacity to store the
incoming packets, and Q; denotes the length of the queue
corresponding to the i transmitter, i € {1, 2}. A transmitter
is assumed to send a packet when its queue is non-empty.
Otherwise, it remains silent. Packets that arrive at the queue
are served on a first come-first serve (FCFS) basis, i.e., FCFS
queuing policy is adopted. Even though the last come-first
serve (LCFS) queuing policy ensures a relatively lower Aol,
it can increase the average delay. This paper aims to give
a unified view of the impact of interference on the stability
region, average delay, and Aol when users are constrained
to use short packets. In applications where the packet arrival
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TABLE 1. Notation List.

Notation used Description

i Arrival probability at the queue of Tx-%

i Service probability associated with Tx-¢

hij Channel coefficient between Tx-i and Rx-j

Gij £ |hij|? Square of the magnitude of channel gain between Tx-i and Rx-j

Pij Average value of channel gain between Tx-¢ and Rx-j

N Block length in channel uses

ki Number of information nats corresponding to Tx-4

R; & % Rate of Tx-i

P; Power corresponding to Tx-7 in Watts

Pr(E) Probability of an event E

D7 Event of successfully decoding a packet at Rx-z (z € {1,2}) when a packet is sent by
Tx-1, given a set of active transmitters denoted by 7

qi Random access probability of Tx-%

Vng(z) 2 1 — ﬁ Dispersion term corresponding to non-Gaussian signaling scheme at the transmitter

Va(z) £ (12+71x) Dispersion term corresponding to Gaussian signaling scheme at the transmitter

SNR Signal to noise ratio

INR Interference to noise ratio

SINR Signal to interference plus noise ratio

Ay Average delay at Rx-4

AAol; Average age of Information at Rx-i

order is of prime concern, the FCFS queuing policy is more
relevant. Hence, this work adopts an FCFS queuing policy.
Further, it is assumed that the acknowledgments (ACKs) are
instantaneous and error-free. If a receiver fails to decode its
intended packet, it will remain in its queue at the transmitter
and be re-transmitted in the next time slot. Re-transmissions
at the transmitter are necessary when it is required to receive
all the information at the receiver.

Tx-i encodes k; information nats into a codeword of length
N (in channel uses), and the rate is defined as R; £ % The
power budget at Tx-i is P; in Watts, (i € {1, 2}). The channel
between the nodes (/) are assumed to undergo Rayleigh
fading and are independent of each other. Let 1{4) denotes
indicator variable which takes a value 1 if A is true, otherwise
it takes the value 0. Then, the input-output relation for the
model is given below:

Y1 =Xy 1yg, >0y + h21 X2 1ig,>0y +Z1, and (1)
Yy = hooXp Lyg,>0) + 22, )

where noise Z; is modelled as a complex additive white
Gaussian noise (AWGN), ie., Z; ~ CN(0,1). The
system’s performance is analyzed in block-fading condi-
tions [36], [37], [38], i.e., where the channel coefficients
remain constant during the transmission of the codeword,
and then change according to the underlying distribution
of the channel. The receivers are assumed to have per-
fect channel state information (CSI) [37], [38]. However,
the transmitter does not know instantaneous channel gain
but knows the channel statistics. The probability density
function of the square of the magnitude of channel gain
(Gjj = |h,~j|2, i, j € {l, 2}) follows exponential distribution
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as given below:

X

fo, 0 = goe P, x2 0, i, je{l,2}, 3)

where ¢;; represents the average value of channel gain
between Tx-i and Rx-j.

lll. CHARACTERIZATION OF STABILITY REGION

In many emerging scenarios such as M2M communication
or IoT, stability region is a relevant metric as it accounts for
random data arrival at the users. Stability region is defined
as the set of all arrival rates such that all the queues in
the system are stable [7]. In the following theorem, the
stability region is characterized for the two-user Z-IC with-
out assuming any specific encoding or decoding schemes at
the transmitter or receiver, respectively. In this case, Tx-i
sends a packet whenever its queue has a packet, i.e., when
0; #0.

In the following theorem, the term DI.T denotes the event
that Rx-i is able to successfully decode the packet sent from
Tx-i (i € {1, 2}) given that a set of transmitters denoted by
7 is sending packet. For example, D{ll’z} denotes the event
of successfully decoding the packet sent by Tx-1 at Rx-1
provided that both the transmitters (z = {1, 2}) are sending
packets. Similarly, Dil} denotes the event of successfully
decoding the packet sent by Tx-1 at Rx-1, when only Tx-1
is sending the packets. The term Pr(D;) denotes the prob-
ability of event D}. The same notation is used in the rest of
the paper.

Theorem 1: The stability region of the two-user Z-IC with
bursty arrival of data at the transmitters is given by
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R = {(xmz):WJr

[Pr(oi)-Pr(ef ™) 1, A2<77r(D{22}>}. )

Pr(pl")Pr(pt)

Proof: The service probability u; associated with Tx-i
(i € {1, 2}) is given by the following expression:

= PrO, > O)Pr(Dﬁ"Z}) +PrQ; = O)Pr(D{ll}>, (5)
2 = Pr(DYY). (©)

From (6), one can observe that the service rate corresponding
to Rx-2 does not depend on the status of the other queue
as there is no interference from Tx-1. Hence, there is no
coupling between the queues at the transmitters in the case
of Z-IC. From Loyne’s criterion [6], it is known that queue at
the Tx-2 is stable if and only if A» < py. Thus, the stability
condition for Tx-2 is given by:

A2 < 12, @)

where p; is as given in (6). Note that A, denotes the num-
ber of packet arrivals per unit time slot at Tx-2, whereas
1o denotes the number of packets that are being serviced at
Rx-2 per unit time slot. To determine the service rate corre-
sponding to Rx-1, it is required to determine the probability
that queue at Tx-2 is empty (Pr(Q2 = 0)) or non-empty
(Pr(Q2 > 0)). From Little’s theorem, the probability that
queue at Tx-2 is non-empty is given by:

Pr(Q; > 0) = W. (8)
At

Substituting (8) into (5), service rate for Rx-1 is given by:

xPr(pl")  aPr(pf)
I

The queue at Tx-1 is stable if and only if A; < wg, and
hence, the stability condition is given by

i = Pr(p") -

wPr(DM)  aPr(DlY
a<Pr(pf) - = r((;) ) =P = ). a0

’Pr(Dz ) 'Pr(Dz )
The stability region R stated in the theorem is obtained
using (10) and (7). |

Remark: The result mentioned above regarding the stabil-
ity region holds in general for any interference management
technique, and the general form of the stability region is
depicted in Fig. 2. Hence, it is necessary to evaluate the
probability of successful decoding (Pr(D[{t})) correspond-
ing to different interference mitigation schemes to determine
the stability region. The probability of successful decoding
corresponding to different interference mitigation schemes
is evaluated in Section IV.
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FIGURE 2. stability region of Z-IC for the general case.

A. STABILITY REGION ANALYSIS WITH RANDOM
ACCESS
When users operate in interference-limited scenarios, ran-
dom access may improve the stability region further. In this
case, whenever a transmitter has a packet to send, it sends
that packet with a certain probability. Since only one of the
transmitters causes interference in the Z-IC, it is assumed
that Tx-2 sends a packet using random access protocol, and
the other user sends a packet whenever its queue is not
empty. The stability region with random access is stated in
the following corollary.

Corollary 1: The stability region of the two-user Z-IC
with bursty arrival of data at the transmitters and with random
access at Tx-2 is given by the following expression:

REA =L (3, 20):

Al
Pr(p}")
s Pr(pf") = Pr(p"?)]

'Pr(D{ll})Pr(D{ZZ})

<1, M < qz’Pr(D{zz}) ,

1)

where Tx-2 sends a packet with probability g2 (g2 # 0),
when its queue is non-empty.

Proof: The service probability of user-1 (1) is given by
the following expression:

Wy = Pr(Dgl’z})Pr(Tx-Z is transmitting)
+ Pr(D{ll})”Pr(Tx-Z is not transmitting).  (12)

To evaluate pui, it is required to determine Pr(Tx-2 is

transmitting), which is given by:
Pr(Tx-2 is transmitting) = g2 Pr(Q> > 0). (13)

Hence, the service probability of Tx-1 is simplified to
the following:

= Pr(D}"*)g2Pr(0z > 0)
+ Pr(D{ln)[l — @ Pr(Qr > 0)].  (14)

It can be seen that service probability of Tx-2 is given by
Uy = qZPr(D?}) and from Little’s theorem, probability that
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queue at Tx-2 is non-empty is given by:

A A
PrQy>0) =22 = "2 e
H2 61277F(D2 )

Substituting (15) in (14), the service probability for
user 1 becomes:

(15)

R L  CUI
Pr(D%l}) Pr(DE”)Pr(Df})

For the queue at Tx-1 to be stable, following condition needs
to be satisfied: A1 < w1. Hence, following holds:

Al M1

. 17
P~ (o)
Substituting (16) in (17), we obtain:
" Az[Pr(D(ll})—Pr(D{ll'z})] <1 (18)

Pr(Dg”) Pr(D%”)'Pr(Df’)

Similarly, for the Queue at Tx-2 to be stable, following
condition needs to be satisfied:

A2 < q273r<D£2}).

Thus, from (18) and (19), stability region of Z-IC with

random access at Tx-2 is obtained as stated in the

corollary. |
Remarks:

19)

1) The second inequality in (11) depends on random
access probability ¢», whereas the first inequality does
not depend on g;. One can observe that the stability
region in (11) is a sub-region of the stability region
without random access at Tx-2, i.e., go = 1. Hence,
random access at Tx-2 does not improve the stability
region of the Z-IC.

2) If one seeks to maximize the first user’s performance
under constraints on the stable throughput of the sec-
ond user, random access at the second transmitter can
still provide benefits, as it regulates the transmission.
However, this is out of this work’s scope and left as
a future extension.

3) When g = 0, it can be observed that pu; =
qur(DZZ}) = (0. As Tx-2 does not send any packet
irrespective of any new arrival of packets, Pr(Q; >
0) = 1. Hence, the second queue in the considered
system model is unstable for any non-zero arrival rate
A2. Both the queues in the system need to be stable
for the stability region.

IV. PROBABILITY OF SUCCESSFUL DECODING FOR

VARIOUS INTERFERENCE MITIGATION TECHNIQUES

In this section, the probability of successful decoding based
on the queue states at the transmitters is characterized for the
following interference mitigation schemes: (a) TIN, (b) SIC,
and (c) Joint decoding (JD). This, in turn, enables character-
izing the stability region of different interference mitigation
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techniques. In many future applications, such as M2M com-
munication, packet length is short, and it is necessary to
consider the packet length in determining the probability
of successful decoding. The problem is non-trivial for the
following reasons:

1) The probability of successful decoding depends on fac-
tors such as rate, packet length, underlying channel
model, and interference mitigation techniques at Rx-1.
To capture these, this work uses the finite blocklength
information theory framework to determine the prob-
ability of successful decoding for various interference
mitigation schemes.

2) The probability of successful decoding requires the
determination of error expression for various decod-
ing schemes, and these results are not explored in
the existing literature for the two-user Z-IC under the
framework of finite block-length information theory.

This work obtains instantaneous error expression for the
corresponding decoding scheme to determine the expression
for the average block error rate (BLER). Moreover, the dis-
tribution of the signal at the transmitter (or the codeword
corresponding to the message) is chosen carefully for mathe-
matical tractability. To the best of the authors’ knowledge, the
average error for various interference management schemes
has yet to be characterized in the literature for the considered
model under finite blocklength coding regime.

A. TREATING INTERFERENCE AS NOISE

TIN is one of the conventional schemes to mitigate
interference. In addition to its low complexity in decoding,
TIN is robust to channel uncertainty. Hence, it is essential
to understand the performance of the TIN scheme in differ-
ent interference regimes under finite block length coding. To
characterize the probability of successful decoding at the Rx-
1, it is necessary to determine the instantaneous BLER when
Rx-1 treats interference as noise. In this case, the channel
between Tx-1 and Rx-1 can be modeled as a point-to-point
channel with a modified noise variance. The achievable result
in [13] uses a non-Gaussian signaling scheme. When both the
transmitters use such a non-Gaussian signaling scheme, the
effective noise (h21X7 + Z1) at Rx-1 is no longer Gaussian,
and the model reduces to a non-Gaussian Z-IC, which is hard
to analyze. Similar observations have been made regarding
multiple access channels in [29]. To overcome this problem,
signaling schemes at the transmitters are carefully chosen,
and more details in this regard can be found in the proof of
the following theorem.

Theorem 2: In a two-user Rayleigh faded Z-IC channel,
when Rx-1 treats interference as noise, the probability of
successful decoding at the receivers, depending on the status
of the queues, are given as follows:

1) When Q1 # O and Q> # O:
Pr(D{' ) = 1 — e,
and Pr(DF') =1 - &g, (20)
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2) When Q1 # Oand O = O:
Pr(pf") =1 - &g, 1)
3) When Q1 = Oand Q2 # O:
Pr(D{ZZ}) . 22)
where
1 1
<a1+2‘31NG) (al_zﬂ'NG>
€y ~ L+ BrygpuiPi|e i —e b
(23)
1 1
. BiygP11Pre?f2 | (O” + 2/31NG>
ezl —-———— | Ei| —— 2~
$21P> $11P1
1
— 1 — Ei _(al 2ﬁlNG) _ 1
$21P2 $11P1 $21P>
(24)
g X 1+ PogpnPr|e 2 —e P2 | (25)
N N
e e e I —
Pin = \ 27 (2Rt — 1) Pa dmeRa(eRe — 1)’
o0 e—l
o 2R~ 1, and Ei(x) £ — / — (26)
—X

Proof: The probability of successful decoding based on
the status of the queues is evaluated as follows.

a) When Q; # 0 and Q; # 0: In this case, as both
the queues have packets to send, Rx-1 is subjected to
interference. When Rx-1 treats interference as noise, the
noise floor at the receiver increases, and the effective noise
is given by h21Xs 4+ Z;. The achievable result for the point-
to-point memoryless channel in [13] uses non-Gaussian
signaling. When such signaling is used at both the trans-
mitters, the model reduces to a non-Gaussian Z-IC, as
the effective noise (h21X2 + Z;) is no longer Gaussian.
Analysing non-Gaussian Z-IC is a complex problem. Similar
observations have been made in the case of MAC chan-
nel [29]. To overcome this problem, Tx-2 uses Gaussian
signaling so that the effective noise at Rx-1 (h21X2 + Z1)
is Gaussian. As the effective noise follows Gaussian dis-
tribution, it is possible to use the achievable result in [13]
for Rx-1. As non-Gaussian signaling results in smaller dis-
persion than Gaussian signaling in the finite block-length
regime [39], Tx-1 uses non-Gaussian signaling. The proba-
bilities of successful decoding at the receivers are obtained
as follows.

Evaluation of Pr(D%l’z}): Let e7yy and €77y denote the
instantaneous BLER and average BLER, respectively in case

1982

of TIN scheme at Rx-1. Then

7>r<1)§1’2}) -1 - &, 27
= 1— Elenv], (28)

where ey is given by [13]:

VN(log(1+ y1.7iv) — R
€riN ~ Q (log( ) ) , (29)
VG (v1.1iv)
1 © 2

o) = —/ e 2dt, (30)

A/ 27 X

G111 P
s O g 31
VITIN = 7 T GoiPs an (31

1

Vne(yi,iv) &1 - (32)

(1+ VI,TIN)Z'

The term Vg (y1,7iv) defined in (32) denotes the channel
dispersion term corresponding to the case where Tx-1 trans-
mits non-Gaussian codewords (y1 7y is the SINR at Rx-1).
The subscript NG in Vyg(y1,71v) 18 used to emphasize that
Tx-1 uses non-Gaussian signaling. V(SNR) denotes the chan-
nel dispersion, which captures the variability of the channel
relative to a deterministic bit pipe with the same capacity.
Channel dispersion is a function of SNR and varies according
to the signaling scheme employed at the transmitter. Note that
in (29) higher order terms O( 10}% ) has been ignored. For more
details, one can refer to [13], [19], [30]. In the subsequent
analysis, such higher order terms are not considered.

To evaluate the average BLER, it is required to calculate
the average of the instantaneous BLER with respect to the
distribution of the SINR (I'y 7ynv). As Q-function is involved
in (29), it is difficult to find a closed form expression for
€riy. By using the linear approximation of Q-function, ey
can be approximated with (24) as given in the statement of
Theorem 2. The details of the linearization approximation of
the Q-function and the derivation of average BLER (e7zy)
can be found in Appendix A. In the following, the probability
of successful decoding at Rx-2 is derived.

Evaluation of Pr(Déz}): Let e, denotes the instan-
taneous BLER at Rx-2 and is given by the following
equation [39]:

e~ of YNUog(l + y20) — Ro) 33)
¢ Ve (y22) 7
2y
where y2p = GP2, and Vg(yn) = ———. (34)
(I +y22)

The term Vg(y22) defined in (34) denotes the channel dis-
persion term corresponding to the case where Tx-2 sends
Gaussian codewords. The subscript G in Vg(y22) is used
to emphasize that Tx-2 uses Gaussian signaling. One can
notice that ey, does not depend on status of the queue at
Tx-1 as there is no interference at Rx-2. Hence,

'Pr(Déz}> =1—eng;,
=1- E[EQZG].

(35)
(36)
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Note that the dispersion term Vg(x) in (34) is different
from the dispersion term Vyg(x) in (32), as Tx-2 uses
Gaussian signaling. Hence, the following is used as linear
approximation for the Q-function in (33) instead of (104):

Q(w) ~ Ug(n),

VVa(x)
where
1, x<a-— 2,3%6’
U 2 {pg — Box, xe [a - 2}%@’“ ﬁ]
0, x> ﬁ
(37
1
a2 R-1, pg2 E—f—a,ﬁc, and
8<Q(x/ﬁ(log(1+x)—R)))
g & _ hiszs) _ N
G ox 47teR(eR — 1)'
X=a
(38)

To determine the average BLER at Rx-2, it is required
to determine the cumulative distribution function associated
with the SNR (I';) at Rx-2, and it is given by

Fry, (x) = Pr(GnP: < x),

=(1—¢ 7)), x>0. (39)

It can be seen that FT,,(x) can be obtained from Fr, ,, (x)
by substituting P, = 0 and by replacing P; and ¢ with
P> and ¢»», respectively in (105). Hence, the average BLER
at Rx-2 (€23;) can be obtained from (107) by substitut-
ing P, = 0 and by replacing o1, PBiy. ¢11, and Py
with o2, Bo;, ¢22, and P, respectively and after some
simplification, the expression in (25) is obtained.

b) When Q; # 0 and Q> = 0: As queue 2 is empty, Rx-
1 does not experience any interference due to Tx-2. It is
required to determine the probability of successful decoding
for Rx-1 only. It is obtained as follows:

Pr(pf") =1-ame,
=1 — E[e11,6];

where €11,, denotes the instantaneous BLER at Rx-1
when only Tx-1 is active and is given by the following
equation [13]:

(40)

~ f ¥YNlog(1+y1)—R))
riyg ~ O(LUAL R ) @1)
where y11 = G11P1 and Vg(y11) =1 L (42)

N
By observing the expressions of €35, and €11, stated in (33)
and (41) respectively, it can be seen that €11, stated in (23)
can be obtained from the expression of €3, by replacing
P2, ¢, a2, and By, in (25) with Py, ¢11, a1, and By,
respectively.

c) When Q; = 0 and Q> # 0: In this case, Rx-1 does not
receive any packet from Tx-1. It is required to determine the

VOLUME 4, 2023

probability of successful decoding only in the case of Rx-2.
One can notice that Pr(DEZ}) is the same as in the first case,
i.e., (36) (where both the transmitters have packets to send).

|

B. SUCCESSIVE INTERFERENCE CANCELLATION
SCHEME

In successive interference cancellation, decoding occurs in
two stages. In the first stage, Rx-1 decodes the codeword
of Tx-2 and treats its intended message as noise. In the
second stage, Rx-1 decodes its message after subtracting the
interference caused due to Tx-2. As the decoding happens
in two stages, the average error must consider the error in
both stages. In this work, the expression for the probability
of successful decoding for SIC scheme is obtained by taking
account of coupling between the errors in both stages, which
has been ignored in earlier works [23], [29], [31], [32], [33].
This provides accurate error expression for SIC, as discussed
in the later part of the paper.

Theorem 3: In a two-user Rayleigh faded Z-IC channel,
when Rx-1 employs the SIC scheme, the probability of suc-
cessful decoding at the receivers, depending on the status of
queues, are given as follows:

1) When Q1 # Oand O # O:

Pr(p{"?) =1 - &,

and Pr(DF) = 1 - 2. (43)

2) When Q1 # Oand Q> = O:
7>r<D§“) =1-a5. (44)

3) When Q1 = Oand Q2 # O:
Pr(Df) =1 -2, (45)

where different error probabilities are defined at the bottom
of next page.

Proof: The probabilities of successful decoding based on
the status of the queues are evaluated as follows:

a) When Q; # 0 and Q2 # 0: When both the queues are
active, Tx-2 creates interference at Rx-1. In this case, both
the transmitters send the codewords drawn from Gaussian
distribution, and this also ensures that Tx-2 does not cause
non-Gaussian interference at Rx-1. The probabilities of
successful decoding at both receivers are obtained as follows.

Evaluation of Pr(ng’Z} ): In this case, probability of
successful decoding at Rx-1 is given by:

1,2 __
7Dr(D{1 }) =1 —€gc,
=1 — Elesicl,
where eg;c denotes instantaneous BLER associated with the
SIC scheme at Rx-1.
Let E represents the error event in decoding the codeword

of Tx-2 at Rx-1, while the codeword of Tx-1 is treated as
noise, and E; represents error event in decoding codeword of

(52)
(33)

1983



KUMAR et al.: SHORT-PACKET COMMUNICATION OVER A TWO-USER RAYLEIGH FADING Z-IC

Tx-1 at Rx-1, then the instantaneous BLER e€g;¢ is obtained
as follows:

esic = Pr(Ey),
= PrE2lENPrE) + Pr(EEC ) Pr(ES),
>~ l.ey +€115(1 — €21),

= €21 + €115 — €21€114- (54)

Here, €1 denotes the instantaneous BLER in the first stage
of decoding, i.e., while decoding codeword of Tx-2 at Rx-1,
and €11, denotes the instantaneous BLER in decoding the
codeword of Tx-1 at Rx-1 (second stage of decoding). When
there is an error in the first stage of decoding in SIC, there
will be an error in the second stage with high probability,
and hence, Pr(E»|E1) is set to 1 in the above equation.
The term e;1€11, was ignored in [29] while evaluating the
average error, and this term is taken into account for the
calculation of the average BLER in this work.

In the first stage of SIC, the codeword of Tx-2 is decoded
by treating the codeword from Tx-1 as noise. In this case,
both the transmitters use Gaussian signaling. In the first stage
of SIC decoding, the effective noise is given by h11X1 + Z;.
For a given channel realization, h;j are modeled as constant,

and hence, h11X1 +Z; is modeled as Gaussian noise. Hence,
the channel between Tx-2 and Rx-1 can be modeled as
an AWGN channel with an equivalent SINR y»; which is
defined in (56), for a given realization of 411 and hy;. Hence,
the instantaneous BLER in decoding the codeword of Tx-2
in the first stage can be obtained by replacing y»y in (33)
by y21 and the corresponding instantaneous BLER is given
by the following expression [39]:

« o YN og(l + 720 = R)

€1~ ~ Ug(y21), (55)
[ 2v21
I+y21
where Ug(y21) is as defined in (37), and
ya & 2l (56)

Note that SINR y»; in (56) and SINR yq 7y in (31) are
of same form except that G11, Ga1, P1, and P, are replaced
by G21, Gp1, P2, and Py, respectively. Hence, the average
BLER €57 stated in (46), shown at the bottom of the page can
be obtained in the same way as €7y that was found in TIN
scheme by replacing oy and fB1,, with oy and B, respec-
tively and the terms P; (and ¢11) need to be interchanged
with P, (and ¢71) in (24).

€sIC = €21 + €115 — €21€11g,

1
Bog a1 Pre?11h1 (E(
$11P1

_8” 1
¢21P>

ér~1-—

QI+W
$11P1

—e 1P

(-m2)
_ )

€l1g ~ 1+'31G¢11P1 <€
_ P 4’111’1
m%<1—e ¢1|P1> ,32G<]:251—;e
11471
L
+Ei(_h(8é)>]+plc e ufi —e Puk
(1)

mmJ_E(
[ (b)) - e

plcﬂ2c¢21p26¢llpl|: < (1 5”)h 8“)
) + 5P Ei + 81 )h(83)

—Ei<—<1+5;‘>h(5§)>+&( <1~|—8>h >] Bio (81 +ouPr)e s

54

—8b 1 >>
¢nPy  duP1))

(46)

(47)

) -a(-(r i)

+B15(81 + Pp11P1)e 17

i ,BIGﬂZG¢21P2e¢21%2|:h(5)<El< (1481 )n( )

o)

d11P1 <
, , =
ShGE) () L ProPrnPare™ 2 T sty (0 ( n 81 )
h(ag) h(8%) oub
oOh(85)  ,—1h(8h) } )
h(s3) h(s) I
) (eodlg)
€25 ~ 1+ Bag P2 <e mh —e P ), (49)
[ A 1 u A 1 A 1 .
S E e g S Sait gpe pig S5 e i€ (1.2) (50)
1 st 1 8y
h(o) 2 + 2 and h(s}) 2 2 (51
1P ¢ P o1P1 ¢ P
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Instantaneous BLER in the second stage of decoding,
i.e., €11, 18 given by

VN(log(1 + y11) — Ry)

€116 ~ Q ~ Ug(y11). (57)
2y
I+yn
where Ug(y11) is as defined in (37), and
yi1 £GPy (58)

Noticing the similarity between yq1 in (58) and y»2 in (34),

the average BLER €77, defined in (47), shown at the bottom

of the previous page is evaluated in the same way as that

of average BLER €;, and is obtained by replacing a7, ¢22,

P, and By, with ay, ¢11, P1, and By, respectively in (25).
Now, consider the evaluation of E[e€q14]:

aren, = E[exieg],
oo o0
=f / €1€116/Ta1, 141 (Y21, Y11) dy21 dyir. (59)
o Jo

To determine €>1€11,, knowledge of the joint density func-
tion of I'y; and I'11 (fryy, 1y, (21, Y11)) is required and it is
obtained as follows:

S, 21, Y1) = oo ry 21lviofry, (v, (60)
where
_ 1 (raUtyy)
Searu 2l = (FE2 )e o (1) o)
_ Y
and fri(y) = gipre” ot (62)

Using (61) and (62), (60) simplifies to the following:

»i1(+y b4
4y1) )e_ 21 (1+711) 11

_ P T B PT
S m (21, Vi) = (m P2 e oufr,

(63)

With a slight abuse of notation, the probability density
function fx(x) is presented as f(x) in the rest of the derivation
of the theorem. Similarly, fx|y(x[y) is represented as f(x[y).
Using (63), the term €31€11, in (59) is approximated with
the expression given in (48), shown at the bottom of the
previous page. The details of the derivation can be found in
Appendix B. In the following, the probability of successful
decoding at Rx-2 is derived.

Evaluation of Pr(D): Probability of successful decod-
ing at Rx-2 is given by

Pr(D{;}) =1—ex;, (64)

=1— E[exn;]. (65)
where €77, is the instantaneous BLER in decoding the code-
word of Tx-2 at Rx-2 as defined in (34). Hence, it is evident
that €3, defined in (49), shown at the bottom of the previous
page is same as that defined in (25).

b) When Q; # 0 and Q» = 0: In this case, Tx-2 does not
cause any interference to Rx-1. The probability of successful
decoding at Rx-1 in this scenario is given by

’PV(D%]}) =1- €llg
=1—E[e15].

(66)
(67)
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where €11, is the instantaneous BLER in decoding the code-
word of Tx-1 at Rx-1 as in (57). Note that €77, corresponds
to (47).

c) When Q; = 0 and Q, # 0: In this case, queue 1 is
empty and it is required to consider decoding only at Rx-2.
The probability of successful decoding at Rx-2 is given by

Pr(Df) =1 -, (68)
where €5, is same as (25), which is characterized when
both the queues are active. |

C. JOINT DECODING SCHEME

Joint decoding scheme requires decoding all the messages
simultaneously. In the joint decoding scheme, Rx-1 needs
to decode messages of Tx-1 and Tx-2 simultaneously. The
joint decoding scheme needs to consider all codeword pairs
for optimal decoding. To reduce joint-decoding complexity,
one can consider iterative decoding [40], [41]. An exam-
ple of joint decoding can be found in [40]. The channel
between Tx-1, Tx-2, and Rx-1 is modeled as a multiple
access channel (MAC), and the result derived in [14] is
used to characterize the average error for the joint decod-
ing scheme. To the best of the authors’ knowledge, the
performance of the joint-decoding scheme under finite block
length coding for the Z-interference channel is yet to be
explored in the existing literature. The probabilities of
successful decoding at both the receivers, corresponding
to the joint decoding scheme are stated in the following
theorem.

Theorem 4: In the two-user Rayleigh faded Z-IC, when
Rx-1 uses a joint decoding scheme, the different probabilities
of successful decoding at the receivers depending on the
status of queues are given as follows:

1) When Q; # Oand O, # O:

'Pr(Dil’z}) =1-4¢,

and Pr(Dg}) =1—npyg- (69)

2) When Q1 # Oand O, = O:
Pr(D{ll}) —1-7. (70)

3) When Q1 = Oand Q2 # O:
Pr(Df) =1 - &y, (71

where
€ =€ +er+em, (72)
GE 1+ PiygpuPi|e N —e P (73)
1 1
_a2+2ﬂ2NG _az 2Pang

@ =1+ Boyep2iPr| e 22 —e P2 (74)
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M e $11P] —e
(¢11P1 — $21P2)

(¢21P2)2/33NG <e_ (‘137%) 3 (a3+%) )

—_— A

€ = 1— $11P1

R
( )

#2172 —e $21P>
(¢11P1 — ¢21P2)

(75)
€256 L1+ BangP22P2 (6 P — e 2P >,
(76)

) . N

a2 el —1, ie{l,2), Biy 2 /m’
N
O 2 (Ri+Ry) _
Pore 2m (22 — 1) w=e L,
N
N

and B3, = \/271 ECE (77)

Proof: The different probabilities of successful decoding
are evaluated in the following cases:

a) When Q1 # 0and Q> # 0: When both the transmit-
ters have a packet to send, one can see that Tx-1, Tx-2, and
Rx-1 form a MAC channel. Rx-1 can use the joint decod-
ing scheme to decode its message. Using the result for the
MAC channel [14], [42], the rates R; and R, are achiev-
able with instantaneous BLER €; = €; + €7 + €7 and the
following holds:

¢ <0 VN(log(1 +y1,) — Ri) |
Vne(v1y)
N(log(1 —R
€n = Q VN(log(1 + 72,) — Ra ’
Ve (v2,)
Nl 1 — R R
e <0 VN(log(1 + y;,) — (R +R2)) .
V(ri, v2y)
where
i, = i *Py, 79
V2, = |h21|2P2, (80)
Yy = Y1, + V2, 1)
1
Vig(ry) = 1— ———, i€ (1,2}, )
(1 + Vi
2
and V(y1,. v2,) = Vna(ni, +v2,) + sz
(141, + v2)
(83)

Asitis difficult to evaluate the error probability €;, €7, and €y
exactly, each error term is set equal to the RHS in (78). The

probability of successful decoding is given by
Pr(p") =1-7, (84)

1986

where

€7 = Eleyl,

= Eler]l + Elen] + Elemn] . (85)
—— e e —

A— L— L—0
—€1 =€l =€

Since each error term is set equal to RHS in (78), €7 in (85)
can be greater than the actual error probability. Thus, the
probability of successful decoding obtained using €; is a
lower bound. A minimum of average error probability and
1 is considered for the numerical evaluation and simulation.

First consider the evaluation for €;. By noticing the simi-
larity between the expressions of ¢; stated in (78) and €11,
stated in (41), it can be seen that €; defined in (73) can be
obtained by following similar approach as used for deriving
€11y in Theorem 2. By noticing the similarity between the
expressions of ¢;; stated in (78) and €1, stated in (41),
it can be seen that €7 defined in (74) can be obtained by
following similar approach as used for deriving €i1,; in
Theorem 2.

Determining the average BLER €j77) is non-trivial due to
the involvement of the Q-function and the term V(yy,, y2,)
is defined as follows:

ZVIJVZJ

V(yiy, v2y) = Vne(ri, + v2y) +
(1 + 1, + )/2,)

5. (86)

>~ Vyg(vi, + v2)- (87)

The term Ving(y1, + y2,) can also be expressed in the
following manner:

Ve (v, + v2y)

1
=1-— (88)

3
1+, +7y)

_ 7121 + szj + 2)/lj + 2)’2/ 2)/1!)/21

= 3
(1+y1, + ) (L4, +12)

From the above equation, it can be seen that the approx-
imation in (87) is accurate when the following condition
is satisfied:

vE +vi 420, +2p,
1+, + )/2,)2
21,2,

1+, + J/zj)z’

or ¥ +vi 42, + 2y, >> 0.

5. (89)

2y1,v2,
(1 + Y1, + VZJ)Z

>>

(90)

The above condition is satisfied when at least one of the
terms yj, or y», is large. The second term of Vng(y1;, v2,),

2 . .

ie., % is a ratio of the product of SNR (y1,) and
INR (ys,), and square of the sum of SNR and INR. Due
to this, obtaining a closed-form expression for €777 becomes
difficult. Hence, the second term in (86) is ignored in the
evaluation of E[ej] for mathematical tractability. However,

this term has been considered in the simulation, and a close
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match has been found between the simulation and numerical
results (See Section VI).

To determine €y, it is required to find the cumulative
distribution function of I';;, where I';;, = I'y; + I'z;. Thus,
the cumulative distribution function associated with I';; is
obtained as follows:

Fr,(y) =Pr(l, <y)=PrX+Y <y),

Yy opr—y 1 sy
:f / — e %11Pre 2P dxdy,
o Jo ouP1¢21 P2

=1 — Leim?l’l
(¢11P1 — p21P2)
% _¢21VP2_ 91)
(@11P1 — ¢21P2)
Then the average BLER can be expressed as:
€ = Elenrl,
o VN(log(1+y) — Ry — Ry)
= [ #,00 .
0 - —L_
(I+y)?
92)

By using the linear approximation for the Q-function as
given in (104), and the cumulative distribution function of
I'; ; derived in (91), (92) is expressed as follows:

_ 1 1
€m = Fr,, (013 = 2% ) + (5 + 013,33NG>
NG

1 1
(Frtj (053 * 2:331\/(;) - Frtj (013 B 2:33NG ))

a3+72ﬂ31
v, () dy.

T 3nG

— B3 (93)

By substituting (91) in (93) and with some algebraic
manipulation, expression in (75) is obtained. By adding the
terms in (73), (74), and (75), €5 can be obtained which is
eventually used to evaluate Pr(DEl’Z} ). In the following, the
probability of successful decoding at Rx-2 is obtained.

Evaluation of ’Pr(Déz}): We know that

Pr(Df) =1 - @, (94)
where
casyg ~ o LNUBUE Y20 = Ry 95)
NG VVnG(v22) ’
Vng =1 — —. and y2 = G P». (96)
(I +y2)

It can be seen that the expression of €, in (95) is
same as that of the expression of €y, in (33), except that
Vi (y22) is replaced by Vyg(y22), as Tx-2 uses non-Gaussian
signaling. Hence, €27, stated in (76) can be evaluated in
the same way as that of €3;, that has been derived in the
case of SIC scheme.
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b) When Q1 # 0 and Q = 0: The probability of suc-
cessful decoding, in this case, is given by

Pr(D{l”) —1-7. 97)
It can be seen that € corresponds to (73) and has been
previously derived for the case where both the queues are
active.

c) When Q; =0 and Q» # O0: The probability of suc-
cessful decoding, in this case, is given by

Pr(Dgﬂ) =1 - e, (98)

=1- E[EzzNG]. 99)

It can be seen that Pr(D{ZZ}) corresponds to (94) as Rx-2
does not experience any interference from Tx 1. |

Remarks:

1) The result of Theorem 3 considers the product of error
terms in both the decoding stages while evaluating the
probability of successful decoding of the SIC scheme.
From Fig. 3, it can be observed that at lower trans-
mission rates, the probability of successful decoding
is almost the same whether we ignore or consider the
product of error terms. However, at higher transmission
rates (R > 0.6), one can see that the probability of suc-
cessful decoding is underestimated when the product
of the error terms is ignored. When R increases beyond
1, the probability of successful decoding becomes zero,
as the product of error terms is ignored. However, when
the product of error terms is considered, this does not
happen even if R > 1. Hence, it is required to consider
the product of error terms for a high transmission rate.
The product of error terms in the evaluation of aver-
age BLER gives accurate results compared to the work
which has ignored the product of error terms [23], [29],
[31], [32], [33].

2) One can use the results for a very strong interference
regime in the case of the two-user AWGN IC [17]
to obtain the achievable results for two-user Z-IC for
specific channel conditions. This is left as a future
extension of this work.

3) The probability of successful decoding obtained for
various interference mitigation techniques does not
consider path loss. The effect of path-loss can be
taken into consideration by replacing G; = |h,-j|2
with |hl-j|2di; a"j, where «;; (d;j) corresponds to the
path-loss exponent (distance) between Tx-i and Rx-j
(i,j€{1,2}).

V. AVERAGE DELAY AND AVERAGE AGE OF
INFORMATION ANALYSIS

The stable throughput or the stability region does not capture
the delay or latency associated with the communication. It
is essential to understand how interference affects the time-
liness of the data when devices are constrained to use short
packets for communication, as in IoT or M2M scenarios.
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FIGURE 3. Probability of successful decoding vs rate:
Py = P, =10W, N =300 channel uses, ¢11 = ¢22 =1, ¢21 = 0.5.

To get more insight into this problem, the impact of various
interference mitigation techniques on average delay and the
AAoI are explored in this section. The AAol metric fun-
damentally differs from delay and captures the freshness of
information. As the queues are decoupled in the Z-IC, it is
possible to characterize the AAol and delay using the result
in [43], [44], [45]. In the following, results related to Rx-
1 (which experiences interference) are given, and one can
obtain the results for Rx-2 similarly.

The average delay (A1) and AAol (AAol;) correspond-
ing Tx-1 and Rx-1 are given by the following expres-
sions [43], [44]:

_ 1 1-
Ay = -+ =5 (100)

1_
and Adolj = - + AL — 2—'% + 4 (101)

From (100) and (101), it can be seen that it is required to
determine p; to evaluate both delay and AAol. The service
probability corresponding to user 1 can be obtained from (16)

as given below:
aa| Pr(D{"*) = Pr(D{")]

Pr(o?)
Hence, from (102), it can be seen that ©1 not only depends
on the mean arrival probability of Tx-2 (1) but also on
the scheme that is adopted at Rx-1 to mitigate interference.
The different probabilities of successful decoding at the
receiver can be obtained for the various interference mit-
igation schemes using the results developed in Section IV.
Hence, one can use the service probability given in (102)
to determine the average delay and AAol for Tx-1 and
Rx-1 where (A1,A2) € R, ie., both the queues are sta-
ble. Recall that R corresponds to the stability region given
in (4).

The Aol and delay performance of various decoding
schemes depend on the probability of successful decoding
of a packet at the receiver and arrival rate. The probability

= Pr(D{ll}) n (102)
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of successful decoding of the packet depends on the rel-
ative strength between signal and interference along with
other parameters such as power budget at transmitter and
blocklength.

VI. RESULTS AND DISCUSSION

This section presents results to illustrate the performance
of various interference mitigation techniques when users
are constrained to use short packets for communication.
The average channel gain between Tx-i and Rx-i is fixed
at ¢;; = 1 for all the results. Two scenarios are consid-
ered by taking account of the relative strength between
the interference and intended signal: (a) ¢11 > ¢»; and

(b) 11 < ¢21.

A. PROBABILITY OF SUCCESSFUL DECODING AND
AVERAGE BLER

In Fig. 4, probability of successful decoding (Pr(D{ll’Z}))
for various interference mitigation schemes stated in
Theorems 2-4 are plotted against N, when both the queues
are active. The simulation results for various schemes are
obtained by averaging over the corresponding instantaneous
error expressions in Theorems 2-4 over 10% channel realiza-
tions. For the TIN scheme, the instantaneous error in (29)
is averaged over 10° channel realizations. To obtain the
simulation result for the probability of successful decod-
ing in the case of SIC scheme, the instantaneous error terms
in (55), and (57) are averaged over 10° channel realizations.
Similarly, for the joint decoding scheme, the RHS of differ-
ent error terms in (78) are averaged over 10° various channel
realizations. The results presented in the framework of finite
block length coding are accurate when the block-length is
in the order of 100 channel uses.

The number of information bits and power at both the
transmitters are set at ki = k» = 30 nats and P; = P, =
50W, respectively. The probability of successful decoding
for all the schemes increases with block-length N. From
Fig. 4(a) (¢11 = ¢220 = 1 and ¢o; = 0.5), it is interesting to
note that the joint decoding scheme performs better in com-
parison to other schemes even when ¢, < ¢11. The SIC
scheme achieves the lowest probability of successful decod-
ing as the interfering user’s average channel gain is weak
compared to the intended user’s average channel gain. Due to
this, the average BLER in the first stage of the SIC scheme is
higher, affecting the decoding of the intended message in the
second stage. To illustrate the error performance of various
decoding schemes, average BLER (1 — Pr(D{ll’Z})) at Rx-1
(when both the queues are active) is plotted against block
length N in Fig. 5. The joint decoding scheme can achieve
low average BLER even with short block-length compared
to other schemes but at the cost of increased complexity at
the receiver.

In Fig. 4(b), the average channel gain corresponding
to the interfering link is stronger than the direct link
(11 = ¢2» = 1 and ¢ = 1.5). In this case, the SIC
scheme performs better than the TIN scheme for a larger
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range of N as ¢p1 > ¢11 in comparison to Fig. 4(a). The
joint decoding scheme performs the best among all the con-
sidered schemes. It can be noticed that the joint decoding
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scheme can achieve average BLER in the order of 1073 even
when N = 1000 channel uses as compared to other schemes

(See Fig. 5(b)).
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In Fig. 6, the average BLER for Rx-2 is plotted when
different decoding schemes are used at Rx-1. Recall that
for the TIN and the SIC scheme (See Theorems 2-3), Tx-
2 uses Gaussian signalling, whereas for the joint decoding
scheme (See Theorem 4), Tx-2 uses non-Gaussian signalling.
Hence, the average BLER expression is the same for Rx-
2 in the case of TIN and SIC schemes. One can notice
that the average BLER in the case of Rx-2 is less com-
pared to Rx-1 as Rx-2 does not experience any interference.
It is also found that the average BLER for different cases
is almost the same, although the non-Gaussian signalling
scheme achieves lower dispersion compared to Gaussian
signalling.

In Fig. 7, the probability of successful decoding
Pr(D{ll’Z}) at Rx-1 is plotted versus the number of
information nats (k; = k) for a given block-length N = 500
channel uses, when both the queues are active. From
Fig. 7(a), it is interesting to note that the joint decoding
scheme gives the best performance, even when the average
channel gain of the interfering user is less than the aver-
age channel gain of the direct link for a wide range of k.
However, when k increases beyond a specific value (around
1000 nats), the TIN scheme performs best among the con-
sidered schemes. This is because the error in decoding the
messages increases with an increase in the rate (R; = %),
as Rx-1 needs to decode both the messages in joint decod-
ing. However, in the TIN scheme, Rx-1 does not need to
decode the message of the unintended user. From Fig. 7(b),
one can also observe that the joint decoding scheme outper-
forms other schemes for a broader range of k when compared
to Fig. 7(a), as ¢p1 > ¢11. As the interfering user’s aver-
age channel gain is stronger than the intended user’s average
channel gain, Rx-1 can support a higher rate from both users
with less error. One can also notice from Fig. 7(b) that even
when ¢21 > ¢11, the TIN scheme performs better in com-
parison to the SIC scheme for high values of k, as Rx-1
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does not need to decode the interference in case of TIN
scheme.

B. STABILITY REGION

In Fig. 8, the stability region of Z-IC in Theorem 1 is
plotted for P = P, = 50W, N = 500 channel uses,
and k1 = kp = 300 nats. It can be seen from Fig. 8(a)
(11 > ¢21) that there is no single scheme that can achieve
the largest stability region. From Fig. 8(a), one can notice
that when user 1 supports a maximum arrival rate of 0.97
packets/slot, it is not possible to support any packet at user 2.
When the TIN scheme is used at Rx-1, Tx-2 can support an
arrival rate of 0.97 packets/slot, but at the cost of a reduced
arrival rate that can be supported at Tx-1 in comparison to
SIC scheme. When the arrival probability at Tx-1 increases
beyond 0.7 packet/slot, it is preferable to use a joint decod-
ing scheme at Rx-1, as it allows both the users to support a
higher arrival rate without violating the stability criteria in
comparison to other schemes. This gain comes from decod-
ing the interference caused by Tx-2 at Rx-1. The SIC scheme
is not able to provide a larger stability region, as the decod-
ing error in the first stage of SIC propagates to the next
stage of decoding at Rx-1, as ¢»1 < ¢11.

When ¢21 > ¢11, the joint decoding scheme provides the
largest stability region, and both the users can support a
maximum arrival rate close to 1 packet/slot (See Fig. 8(b)).
The stability region corresponding to the SIC scheme is
larger than the TIN scheme, which contrasts the result in
Fig. 8(a).

In Fig. 9, the stability region is plotted for the case where
both the users transmit at a lower rate (k; = kp = 30 nats)
as compared to the result in Fig. 8. From Fig. 9(a), it can
be observed that stability regions corresponding to TIN
and joint decoding schemes are almost similar at lower
transmission rates. Similar observations can be made from
Fig. 9(b).
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C. AVERAGE DELAY AND AAOI

In Figs. 10 (¢11 > ¢21) and 12 (¢11 < ¢21), average delay
in (100) corresponding to different interference mitigation
schemes at Tx-1 is plotted as a function of arrival probability
A1 where (A1, A2) € R in (4). The impact of the arrival rate
at Tx-2 (Ap) and the relative strength between the intended
signal and interference is also illustrated. Note that average
delay or AAol depends on i and A;. The service proba-
bility p1 depends on the arrival rate at Tx-2, the decoding
scheme used at Rx-1, and the underlying channel condition.
The different probabilities of successful decoding involved
in (102) are obtained for various interference management
schemes as mentioned in Section IV. From Figs. 10 and 12,
it can be observed that when the arrival rate at user one
increases, the average delay gradually increases for all the
schemes. The TIN scheme ensures lower delay compared
to the SIC scheme when ¢, < ¢11 (See Fig. 10). When
®21 > @11, the SIC scheme provides a smaller delay than
the TIN scheme (See Fig. 12). However, the joint-decoding
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scheme provides the lowest delay among all the considered
schemes.

Moreover, it can be seen from Figs. 10(a) and 10(b) that
as the arrival rate at Tx-2 (A;) increases, the delay increases
for both SIC and TIN schemes, as the interference increases
with an increase in the arrival rate at Tx-2. However, joint
decoding provides almost similar delay performance even
when A, increases. A similar phenomenon can be observed
in Figs. 12(a) and 12(b).

In Figs. 11 and 13, average Aol at Tx-1 as stated in (101)
is plotted as a function of A for different arrival probabilities
at Tx-2 as well as for different relative strength between the
intended signal and interference. When the arrival probability
is low at the Tx-1, AAol is high, as the receiver is not
getting fresh updates. As the arrival probability at user-1
increases, the AAol decreases as the receiver gets enough
updates. However, after a certain arrival probability, AAol
increases with an increase in the arrival probability due to

the increase in the queuing delay at the transmitter. It can

1991



KUMAR et al.: SHORT-PACKET COMMUNICATION OVER A TWO-USER RAYLEIGH FADING Z-IC

3.4
3.21 —TIN ]
—SIC
3 —~Joint 1
281 1
qv—
261 1
2.4r b
2.2 /// |
2 "
0 0.2 0.4 0.6 0.8 1

A

() ¢21 = 0.5, A2 = 0.5.

14

12¢

101

0 0.2 0.4

A

(b) ¢21 = 0.5 A2 = 0.8.

FIGURE 10. Delay at user-1 versus arrival rate at user-1 (1,) for two different values of ,: Py = P, = 50W, ¢11 = ¢22 = 1, ¢21 = 0.5, k; = k» = 30 nats, and N = 500 channel uses.

14

—TIN
—SIC ||
—Joint

121

AAol,
@

0 0.2 0.4 0.6 0.8 1

M

(a) ¢p21 = 0.5, Ao = 0.5.

14

—~TIN

12l —SIC |
—-Joint

0 0.2 0.4 0.6 0.8 1

M

(b) ¢p21 = 0.5 Ao = 0.8.

FIGURE 11. AAol at user-1 versus arrival rate at user-1 (1) for two different values of X,: P; = P, = 50W, ¢11 = ¢2» = 1, ¢2y = 0.5, ky = k, = 30 nats, and N = 500 channel uses.

also be observed that joint decoding can achieve low AAol
and low average delay simultaneously.

Moreover, it can be seen from Figs. 11(a) and 11(b) that
as the arrival rate at Tx-2 (A;) increases, AAol increases for
both SIC and TIN schemes. This is due to an increase in the
interference with an increase in A, at Tx-2. However, it can
be seen that joint decoding provides almost similar AAol
even when A, increases. Similar behaviour can be observed
in Figs. 13(a) and 13(b).

From the results, it can be noticed that when the average
channel gain of the interfering user is less than the average
channel gain of the intended user, the receiver can employ
the TIN scheme as it can support high stable throughput,
low delay, and low AAol in comparison to the SIC scheme.
Moreover, when it is required to support a high arrival rate
at both users simultaneously, it is preferred to use a joint
decoding scheme at Rx-1, as it can provide low delay and low
AAol. However, these benefits come at the cost of increased
complexity in joint decoding. When the average channel gain
of the interfering user is less than the average channel gain
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of the intended user, a joint decoding scheme can be used
as it can provide significant improvement in throughput and
latency compared to other schemes, even though it has high
implementation complexity.

D. RESULTS WITH DIFFERENT POWER
CONSIDERATIONS AT THE USERS

This section presents results to investigate the performance
of different interference mitigation schemes under different
power budget assumptions at the transmitters. For all the
results, it is assumed that Py = 50W, P, = 130W, ¢ =
¢ =1, and ¢ = 0.5.

In Fi% 14, the probability of successful decoding at Rx-1
(Pr(Dg ’2})) is plotted as a function of block length N for
different decoding schemes when both the queues are active.
Interestingly, even in the weak interference regime, the SIC
scheme performs better than the TIN scheme. As Tx-2 has
a high-power budget compared to Tx-1, the error in the
first stage of decoding reduces, where the message of Tx-1
is treated as noise. The reduced error in the first stage of
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decoding improves the overall error performance of the SIC
scheme. Due to this, the stability region corresponding to the
SIC scheme is larger than the TIN scheme (See Fig. 15).
When the same power budget is used at both transmitters,
the TIN scheme simultaneously supports a larger arrival rate
for both users than the SIC scheme (See Fig. 9(a)). The
stability region corresponding to the joint decoding scheme
is the largest when compared to other schemes, as the joint
decoding scheme has the highest probability of successful
decoding compared to other schemes.

In Fig. 16, the average delay and AAol of user-1 are
plotted as a function of A;. The SIC scheme ensures lower
average delay and average Aol as compared to the TIN
scheme even when ¢; < ¢11. The joint decoding scheme
provides better AAol and delay performance and supports a
higher arrival rate at Tx-1 compared to the other schemes.

VIl. CONCLUSION
This work characterizes the stability region of the two-user
Rayleigh fading Z-IC, which has not been explored in the
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existing literature. The evaluation of the stability region
involves the characterization of the probability of successful
decoding at the receivers. The finite block length information
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theory framework was used to obtain an approximate closed-
form expression for the probability of successful decoding
corresponding to various decoding schemes at the receiver.
The performance of various decoding schemes depends not
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only on the channel conditions but also on the arrival rate
at the user, packet length, and rate associated with the user.
The developed results further help to explore the interplay

between packet length, average delay, and AAol in the case
of interference-limited scenarios.

APPENDIX A

DERIVATION OF e7;y IN THEOREM 2

Linearization technique [46] is used to approximate the Q-
function in (29), at point x = « as given below:

Q<¢Mmg1+m—k)

) ~ Ung(x), where

(103)
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The cumulative distribution function (CDF) associated

with SINR (I'y 77v) at Rx-1 is given by the following expres-
sion:
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Using (31), (103) and (105), the average BLER (e77y) can

x>0. (105)

be evaluated as follows
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Using the definition of exponential integral defined in (26)
in (107), the average error at Rx-1 given in (24) is obtained.

APPENDIX B

DERIVATION OF E[epq¢11,] IN THEOREM 3

From (55), (57), and (60), €€, in (59) is further
simplified as shown at the bottom of next page, where
8{, 81’, 85, and 8’2‘ are defined in (50), shown at the bottom
of the p. 9. By using the linear approximation of Ug(y21)
as defined in (37) and f(y21]y11) obtained in (61), the terms
I1 and I simplify to the following:
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where po; is defined in (50). The term I in (109), shown
at the bottom of the next page is evaluated using (110)
and (111), and after some simplifications, the following
is obtained:

I=1+1D,

84 (14y11) sb (1+711)
= —'ffompi (e 2<1>21P2 —e 24’2'1)2 ) (112)
Y1

By using I obtained in (112), and the linear approxima-
tion of Ug(y11) defined in (37), (109) is further simplified
as follows:
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1
8! i
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0 8
—
25 2
8y
—/51 LBigynf(yin)dyn,
1
L/
=hL4+1—Is. (113)

By making use of 7 and f(y11) obtained in (112) and (62)
respectively, I3 in (113) is evaluated as follows:

st $4(14v11)
L= / 1(1 + M((e 2d’zll’;l
0 (1 +y11)

755(1+V11)
—e 1P

))f()/n)d)/n,
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/(; $11P1
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/ — e %P2 —pe P2 d)/ll ,
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= (1 — e_“’ll’)l)
u
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__2
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0
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0 I+yn
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) 1
_ (1 - e ) 4 PrafuPreniT
¢11P1

x |:Ei<— (1 + 5{);;(53)) -~ Ei(-h(35)>
- Ei(—(l + 5{)h(55)> +Ei<—h(3§)>], (114)

where h(8§) and h(83) are defined in (51), shown at the
bottom of the p. 9 and FEi(x) is defined in (26). 14 spec-
ified in (113) can be obtained by following the same
procedure used in evaluation of I3 and is given by the
following expression:

1
61 si —
__ % __ 9 Pre®11P1
L= pig e — e 4 PraPrb2Pa
$11P1

x [Ei(—(l + 51’)h(5;)> = Ei(—(l + a{)%;(sg))
- Ei(—(l + (Si‘)h((Sé)) + Ei(—(l + si)h(sg)ﬂ.

(115)

By making use of / obtained in (112), /5 specified in (113)
is evaluated as follows:

5t
Is =fl L.Bigyiif(y11) dyii,

i

5 Bagp21Pr [ —2(tr)
=B / V11(1+G<e #2172
¢ 8! I+ yn
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—e uh ))f()’ll)d)/n,

8
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1

L

_85(+v11)
$21P2

8y
Yiie
+ BigB25921P2 /5’ Wf(yll)dyll

1

2L

5 v S04
— BigB2 ¢>21P2/ ————e 2172 f(yn)dy,
o st (I +y1)
L5
(116)
=Ilg+1; —Ig. 117)

From (113) and (117), Elezi€11,;] reduces to the
following:

1€ =L+ 14 —Ig —1I; + Ig. (118)

In the above equation, I3 and Iy are evaluated in (114)
and (115), respectively. It is required to evaluate /¢, I7 and
I3, which are given below. By making use of f (1) obtained
in (62), Is in (117) is evaluated as follows:

o
Is = Big /1 yuf (yi) dyii,

8

s [ (e )
= p1 Vi1 e’ Vi1,
¢ Js d11P

1

) 5
= ﬂlg((ai + ¢11P1)6_¢“P1 — (8 + ¢11P1)e n )

(119)
Using (62), I7 and I3 in (117) are evaluated as follows:
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(=145 )a(3)
- eh(5§)Ei<—(1 + 8{’)h<8§)>:|.

(121)

By substituting I3, I4, Is, I7 and Ig in (118), expression
for €;1€11; as given in (48) is obtained.
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