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ABSTRACT The definition of the fundamental concepts and the design of the architectural framework
for network slicing in fifth-generation communication systems have been successfully concluded; the
standardization activities are almost over; and the commercial deployment has already commenced world-
wide. To compete for digital supremacy and to be seen as front-runners in the international technological
race, researchers from various regions and countries have begun exploring the technical requirements,
envisioning potential applications, identifying innovative enablers, developing testbeds for the prelimi-
nary validation of several terrestrial and non-terrestrial technologies, and conceptualizing the architectural
design for the next generation of mobile communication systems – the sixth-generation (6G) – aiming to
connect the human, physical, and digital worlds with a high level of intelligence and openness for the
2030s. In support of such an ambitious vision, this article extends the end-to-end network slicing concepts,
methods, solutions, and functioning architectures towards 6G. To this intent, the study first presents several
decisive motivating trends behind such an extension of network slicing in order to make forthcoming
mobile networks fully slicing-aware. Following that, the paper attempts to highlight the intelligentization
of a number of key enabling technologies that will bring a renaissance to network slicing in the next
decade. It then proposes a unified architectural framework and its principal building blocks in several
layers, paving the way for the implementation of an open and intelligent network and network slicing in
6G. The proposed architectural solution harmonizes the most recent specifications of the relevant de jure
and de facto standards development organizations in their applicable layers with the aim of architecting
a pre-standard-compliant and preliminary framework for slicing the 6G network. Finally, the article is
intended to spur interest and lay the groundwork for further investigations and subsequent research and
development by highlighting a number of open research challenges and directions in this flourishing field.

INDEX TERMS 6G, automation, cloudification, end-to-end architecture, intelligentization, intelligent
networks, intelligent network slice, management and orchestration, mobile communication systems,
network architecture, network exposure, network slicing, network slice, openness, open network, open
network slice, softwarization, standardization, standards, virtualization.

ACRONYMS
3GPP Third Generation Partnership Project
3GPP-NSMS 3GPP-network slicing management system

4G fourth generation
5G fifth-generation
6G sixth-generation

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

VOLUME 4, 2023 1615

HTTPS://ORCID.ORG/0000-0001-9874-0047
HTTPS://ORCID.ORG/0000-0003-2086-2487
HTTPS://ORCID.ORG/0000-0001-5695-0062
HTTPS://ORCID.ORG/0000-0002-3719-3710
HTTPS://ORCID.ORG/0000-0003-4511-1874
HTTPS://ORCID.ORG/0000-0003-0652-5740
HTTPS://ORCID.ORG/0000-0002-7472-148X
HTTPS://ORCID.ORG/0000-0001-5005-3635


HABIBI et al.: TOWARD AN OPEN, INTELLIGENT, AND END-TO-END ARCHITECTURAL FRAMEWORK

AI artificial intelligence
API application programming interface
BBF Broadband Forum
C-MDAF centralized-MDAF
CICD continuous integration and continuous

delivery
CISM container infrastructure service

management
CN core network
CNF cloud-native network function
CSMF communication service management

function
CT WG4 Core Network and Terminals WG 4
CU centralized unit
DevOps development and operations
DL deep learning
DU distributed unit
E2E end-to-end
ELA exposure level agreement
eMBB enhanced mobile broadband
ENI experiential networked intelligence
ETSI European Telecommunications Standards

Institute
FB functional block
FCAPS fault, configuration, accounting,

performance, and security
FL federated learning
gNB next generation nodeB
GSMA GSM Association
GST Generic NS Template
HMTC high-performance machine-type communi-

cations
IETF Internet Engineering Task Force
IOWN Innovative Optical and Wireless Network
ISG industry specification group
ITU International Telecommunication Union
KPI key performance indicator
KVI key value indicator
M&O management and orchestration
MDAF management data and analytics function
MDAS management data analytics service
MEC multi-access edge computing
MEF Metro Ethernet Forum
MF management function
ML machine learning
MLA management level agreement
mMTC massive machine type communications
mULC massive ultra-reliable low-latency commu-

nication
MVNO mobile virtual network operator
NC network controller
Near-RT RIC near-real-time radio intelligent controller
NEF network exposure function
NF network function
NFD network function descriptor
NFMF network function management function

NFP network forwarding path
NFV network function virtualization
NFV-MANO NFV-management and orchestration
NFVI NFV infrastructure
NFVO NFV orchestrator
NGMN Next Generation Mobile Networks
NOC network operations center
Non-RT RIC non-real-time radio intelligent controller
NS network slice
NSMF NS management function
NSS NS subnet
NSSAI NS selection assistance information
NSSMF NS subnet management function
NSST NS subnet template
NST NS template
NWDAF network data and analytics function
O-RAN Open-RAN
ONF Open Networking Foundation
PLD physical link descriptor
PM physical machine
PNF physical network function
PNFD PNF descriptor
PoP point of presence
QoE quality of experience
QoS quality of service
RAN radio access network
RL reinforcement learning
RU radio unit
S-NSSAI single NS selection assistance

information
SCEF service capability exposure function
SCF Small Cell Forum
SD slice differentiator
SDN software-defined networking
SDO standards developing organization
SDR software-defined radio
SDS software-defined storage
SDx software-defined everything
SFC service function chain
SLA service level agreement
SMO service management and orchestration
SST slice/service type
T-NSSMF transport-NSSMF
TIP Telecom Infra Project
TMF TeleManagement Forum
TN transport network
TSG Technical Specification Group
TSG SA2 TSG Service and System Aspects WG 2
TSG SA5 TSG Service and System Aspects WG 5
UE user equipment
uLBC ultra-reliable low-latency broadband com-

munication
uMBB ubiquitous mobile broadband
URLLC ultra-reliable low latency communications
V2X vehicle-to-everything
VIM virtualized infrastructure manager
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VL virtual link
VLD virtual link descriptor
VM virtual machine
VNF virtual network function
VNFD VNF descriptor
VNFFG VNF forwarding graph
VNFM VNF manager
WG working group
WIM wide area networks infrastructure manager
ZSM zero touch network and service

management

I. INTRODUCTORY REMARKS

NETWORK slicing emerged as a revolutionary archi-
tecture solution aimed at logically partitioning the

underlying infrastructure into customized and mutually iso-
lated network slices (NSs) in order to enable the provisioning
of heterogeneous services, the serving of myriad broad-
band consumers, and the hosting of innumerable vertical
industries [1]. This evolution will continue with the adop-
tion of a greater variety of diverging applications in the
sixth-generation (6G), which will require an even wider
range of requirements and competing criteria [2]. Such a
transformation necessitates (a) innovative use-case-driven,
context-aware, and situation-aware solutions; (b) the highest
levels of automation, network programmability, disaggre-
gation, openness, and interoperability; (c) data-driven and
intent-based service management and orchestration (SMO)
mechanisms and frameworks; and (d) predictive and proac-
tive slicing approaches. Hence, a significant rethinking of the
legacy slicing framework is required to optimize and adapt it
to the heterogeneity of 6G services and use cases, the com-
plexity of 6G applications, and the continuous technological
trends and research efforts in this direction.
To make the above-mentioned challenging aspects of slic-

ing in 6G a reality and enhance the prominent features and
capabilities of existing and emerging 6G NSs, there is a clear
and strong consensus among standards developing organiza-
tions (SDOs) [3], industry [4], and academia [5] that artificial
intelligence (AI) can play a critical role in providing end-
to-end (E2E) automation, full programmability, intelligent
orchestration, zero-touch service management, and accurate
self-optimization to various domains, layers, and network
functions (NFs) of the slicing framework [6]. Specifically,
advanced machine learning (ML) techniques – such as rein-
forcement learning (RL), federated learning (FL), and deep
learning (DL) – can be considered the most powerful tools
due to their ability to solve complex optimization problems
and improve data privacy and security [2]. The primary
objective of utilizing ML algorithms is to enable the slicing
framework to deal with the enormous amount of data that
the 6G ecosystem will generate and, therefore, to support
making well-informed decisions. These algorithms collect
quantitative and qualitative statistics from the core network
(CN) down to the extreme edge of the 6G network, with

the goal of enabling the slicing framework with descrip-
tive, predictive, diagnostic, and prescriptive capabilities.
Therefore, such cutting-edge intelligent tools and automa-
tion solutions provide network operators and industry owners
with numerous advantages, including reduced deployment
and operation costs, lower power consumption, smooth ser-
vice management and resource orchestration, fewer seasonal
on-site maintenance visits, faster network and service repair
times, and autonomous optimization and configuration of
NFs [2], [7].

Besides the E2E intelligentization of 6G networks, there
has been a growing emphasis on defining open interfaces
between the different disaggregated components, domains,
and layers, allowing operators and service providers to
deploy equipment from multiple vendors and stakeholders on
a single infrastructure [8]. These disaggregated software and
hardware components from various suppliers are expected to
transparently and efficiently interoperate via open interfaces,
enabling multiple 6G NSs to be provisioned to different
tenants over the same network [7]. Openness, disaggrega-
tion, and interoperability in the 6G slicing framework are
believed to: (a) encourage market competition and innova-
tion; (b) accelerate update and upgrade cycles; (c) simplify
the design and deployment of software and hardware compo-
nents; (d) optimize operations and maintenance by means of
a centralized abstraction layer, automation, and data-driven
closed-loop control; and (e) facilitate open user, control, syn-
chronization, and management planes [9]. These innovative
capabilities will significantly drive down the total cost of
ownership, achieve high network performance, boost the
flexibility and scalability of 6G NSs, increase the recon-
figurability and resiliency of the slicing framework, enable
operators to select best-of-breed solutions, and enhance time-
to-market for new features and services [8], [10]. Finally,
open standardized interfaces, disaggregated components, and
interoperability provide a path for small market players and
businesses to enter the wireless industry, thereby enabling
operators and service providers with a greater selection of
suppliers and price points [10], [11].

A. REVIEW OF LITERATURE ON 6G NETWORK SLICING
ARCHITECTURE
Despite the preceding advantages, defining open interfaces
and utilizing ML algorithms in fifth-generation (5G) slicing
ecosystem requires a wide range of optimizations, including
a substantial reconstruction of its architectural framework,
in order for such an ecosystem to fulfill the heterogeneous
requirements of 6G services and applications. The exist-
ing slicing frameworks proposed by the Next Generation
Mobile Networks (NGMN) Alliance in 2016 [12] and by
us in 2017 [13] are believed to be inefficient and incapable
of meeting the business, technical, standards, societal, and
regulatory requirements of 6G in the 2030s [14]. Because
these three-layer constructed frameworks lack, among other
essential aspects, the adoption of open interfaces, the inte-
gration of intelligence, and the incorporation of automation.
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TABLE 1. The comparison of our proposed architectural framework for open, intelligent, and E2E network slicing in 6G to the most recent state-of-the-art architectural
proposals.

Additionally, they are incapable of considering 6G key
performance indicators (KPIs) and key value indicators
(KVIs), which can help ensure the qualitative and quan-
titative analysis of the 6G use cases as well as their
expected performance and social impact. Therefore, the exist-
ing slicing frameworks necessitate significant architectural
optimization in various layers and domains for efficiently
slicing beyond 5G networks.
In the context of 6G, there are several studies that propose

E2E or sub-network architectures. We provide a comparative
analysis of these studies and a summary of their core con-
tributions in Table 1. Despite the fact that these papers have
introduced intelligence to the 6G and reported its implica-
tions on the 6G network, E2E openness and disaggregation
of software and hardware components are either absent or
not fully considered within their architectures. Notably, the
majority of these studies neglected the slicing aspects, and
the frameworks they proposed are neither fully nor partially
slicing-aware.

In addition to some 6G architectures summarized in
Table 1, which are proposed by individual authors, there
are a number of projects devoted to the 6G research, such
as Hexa-X, Hexa-X-II, 6G Flagship, etc. An up-to-date list
of the ongoing 6G projects is detailed in [15]. We also
provide a comparative analysis of some of these 6G archi-
tectures in Table 1. To our knowledge, Hexa-X is the only
6G project that focuses on researching network services and
slices aspects and has also proposed a framework for 6G
SMO [16]. However, the Hexa-X SMO framework is neu-
tral and not aligned with any particular SDOs. Nevertheless,
several potential alignments with a number of pertinent spec-
ifications have been provided in order to illustrate how
the Hexa-X SMO framework could be implemented in
accordance with certain relevant standards.
For clarity, we compare the above 6G architectures,

proposed by research projects and individual authors, with
respect to six aspects that can be clearly observed in the rel-
evant columns of Table 1. These six columns are: (a) Open,
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which indicates whether the architecture is adopting open-
ness; (b) Intelligent, which specifies whether the framework
is empowered by ML algorithms; (c) Standard-compliant,
which clarifies whether the architecture is in compliance
with standards; (d) Slicing-aware, which points out whether
the architecture assumes the slicing aspects for provisioning
various NSs; (e) Year, which highlights the year of the pub-
lication of the relevant reference; and (f) Core Objectives,
which provides a brief summary of the major contributions
of the relevant publication. We also provide a distinction
between our 6G architecture (which will be detailed in
later sections) and the state-of-the-art 6G frameworks in
Table 1 with regard to these parameters. The comparison of
our framework to state-of-the-art solutions reveals that it is
open, intelligent, E2E, standards-oriented, and slicing-aware,
thereby demonstrating its potential to meet the diverse tech-
nical, societal, and business requirements of networks and
use cases in the 6G era.

B. THE PRIMARY RESEARCH CHALLENGE
Notwithstanding the fact that the above studies and projects
are the first attempts to define 6G functional architectures,
which can also be considered benchmarks for our archi-
tecture, the corresponding authors and institutions of most
of these deliverables (a) proposed high-level frameworks
for integrating and harmonizing network components, lay-
ers, and domains without considering the latest contributions
from SDOs; (b) disregarded the systematic integration of ML
algorithms into network via standardized interfaces; (c) paid
no or less attention to openness, disaggregation, and interop-
erability; and (d) fully or partially neglected the E2E slicing
aspects of the underlying resources. In addition, there is
a considerable need for a radical transformation (in terms
of intelligentization and automation) of the mechanisms
and procedures used to manage NSs and orchestrate their
required resources, which have received less attention from
the studies listed in Table 1 and beyond. Specifically, the
increase in the overall complexity of network management
caused by programmability and softwarization, the unprece-
dented operational agility required to enable emerging use
cases and applications, and the extreme range of heteroge-
neous requirements (such as infinite bandwidth, ultra-high
reliability, imperceptible latency, etc.) for provisioning var-
ious types of NSs, call for a significant transfiguration in
the operations of the legacy slicing ecosystem. Therefore, an
E2E framework designed for an open and intelligent slicing
paradigm towards 6G, which is explicitly aligned with the
most recent de jure and de facto specifications and require-
ments of the relevant SDOs in a fully autonomous manner,
has not yet been defined.

C. OUR GOALS AND CONTRIBUTIONS
To contribute to filling this research gap, we propose an
architectural solution by amalgamating the most recent
frameworks, requirements, methods, and concepts from a

number of SDOs that have been contributing to network slic-
ing for several years in order to design an entirely new archi-
tecture for slicing in 6G. These SDOs are listed in alphabetic
order as the Third Generation Partnership Project (3GPP), the
Broadband Forum (BBF), the European Telecommunications
Standards Institute (ETSI), the GSM Association (GSMA),
the Internet Engineering Task Force (IETF), the Innovative
Optical and Wireless Network (IOWN) Global Forum, the
International Telecommunication Union (ITU), the Metro
Ethernet Forum (MEF), the NGMN, the Open Networking
Foundation (ONF), the Open-RAN (O-RAN) Alliance, the
Small Cell Forum (SCF), the TeleManagement Forum
(TMF), and the Telecom Infra Project (TIP). The proposed
framework is amalgamated into several layers interconnected
via standardized interfaces, with each layer performing
a finite range of responsibilities by consuming certain
standardized components, concepts, and solutions from par-
ticular SDOs. The objectives of such an amalgamation of
the latest standards in a layer-based architecture are to:
(a) eliminate vendor lock-in and facilitate multi-vendor and
multi-stakeholder interoperability for slicing in 6G; (b) inject
intelligent into the management, orchestration, operation,
and maintenance of various open 6G NSs; and (c) inte-
grate data-driven policies and rules that will enable the
slicing framework with complete E2E automation capabili-
ties, such as self-configuration, self-monitoring, self-scaling,
self-healing, and self-optimization, for provisioning 6G NS
instances. We believe that it is essential to design such
an open, autonomous, and E2E architecture based on the
most recent standards and that it should have a strong align-
ment with the state-of-the-art specifications of the relevant
SDOs in order to outline a pre-standardization 6G slicing
framework.

D. JUSTIFICATIONS FOR ALIGNING THE PROPOSED
ARCHITECTURAL FRAMEWORK WITH THE RELEVANT
SDOs
Contrary to a number of state-of-the-art 6G architectures
(see Table 1), our framework is strongly aligned with the
relevant specifications and recommendations of the cor-
responding SDOs. Unlike [16], which considers such an
alignment “risky” due to the high diversity of SDOs and the
rapid development of new specifications, we have a differ-
ent position and we believe that this alignment will provide
several benefits, including:

• Interoperability: Adhering to the most recent standards
ensures that our framework is interoperable with other
legacy and futuristic systems that also adhere to these
standards, which is essential for (a) achieving seam-
less connectivity between different public and private
networks; and (b) increasing the likelihood of other ven-
dors adopting and integrating our framework (partially
or completely) into their own products and services.

• Robustness: By incorporating the latest solutions and
specifications of the relevant SDOs, our framework will
have access to the latest and most robust standardized
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technologies, protocols, and interfaces, enabling it to
provide more reliable and high-performance services
and offer greater resilience against failures or disrup-
tions.

• Future-proofing: The 6G slicing framework is still
in its infancy. Its specifications are undergoing con-
stant development within the relevant SDOs. Aligning
our framework with the most recent standards ensures
its continued relevance and compatibility with future
updates, thereby enhancing its long-term viability.

• Regulatory compliance: In some regions and countries,
national and regional telecommunications regulatory
bodies mandate compliance with particular specifica-
tions and standards. For example, by employing features
such as E2E encryption and access control, our frame-
work can help ensure compliance with data privacy reg-
ulations, such as the General Data Protection Regulation
in the European Union. Aligning our framework with
the latest standards thereby ensures compliance with
applicable regulations and prevents legal or financial
penalties. As they demonstrate a commitment to ethical
and responsible business practices, these compliances
can also help build trust with customers and other
stakeholders.

On the basis of these advantages, we take into account
the following considerations when designing our proposed
architecture and aligning it with the relevant SDOs:

• We first define the scope of each layer, and then we
assign the latest specifications and solutions from the
relevant SDOs to execute the tasks that we believe
each layer shall perform within our framework. This
should not be confused with (or misunderstood as) a
simple harmonization and amalgamation of the latest
specifications.

• We recognize that certain 5G standards may not ful-
fill 6G requirements. Nonetheless, several SDOs are
currently studying the possibility of developing 6G
standards. It is believed that these SDOs will either
improve the existing standards or develop new ones.
For example, the joint framework of the ETSI industry
specification group (ISG) NFV-management and orches-
tration (NFV-MANO) and the 3GPP-network slicing
management system (3GPP-NSMS) manages the vir-
tualized and physical parts of a 5G NS. To fulfill the
M&O requirements of 6G and support cloud-native and
micro-service concepts, it is anticipated that this joint
framework will be equipped with novel automation,
intelligent, and data-driven mechanisms, as well as a
few new functional blocks (FBs) may be added on top
of the legacy ones.

• We utilize the specifications of the SDOs, which have a
long history of developing standards in specific network
domains. We believe that most of these SDOs will main-
tain their current roles. For example, we employ the
3GPP Technical Specification Group (TSG) radio access

network (RAN) and O-RAN Alliance specifications to
design the 6G RAN domain. This is because we antic-
ipate that both of these SDOs will continue to play an
active role in the RAN domain as we move towards 6G.
It is less likely that another SDO will emerge, develop
standards, and supplant the 3GPP and O-RAN Alliance.

E. THE STRUCTURE OF THE ARTICLE
The following is a breakdown of how this article is struc-
tured. First, we present the primary motivation for extending
the slicing architecture towards 6G in Section II. Then,
we discuss a number of enabling technologies related to
6G slicing, including intelligent virtualization, intelligent
softwarization, and intelligent cloudification, in Section III.
Following that, we propose a standards-oriented, open, intel-
ligent, and E2E framework for 6G slicing in Section IV. The
proposed architecture is the primary contribution of this arti-
cle; therefore, it deserves a comprehensive discussion and
a complete analysis of all the domains of a 6G network.
Additionally, we provide several research challenges and
future directions that need to be addressed in order to provi-
sion various types of 6G NS instances in an efficient manner
in Section V. Finally, we summarize the major conclusions
of this article in Section VI.

II. THE MAIN MOTIVATION FOR EXTENDING NETWORK
SLICING TOWARDS 6G
Before delving into technical details, it is essential to pro-
vide the reasons that motivated us to extend the legacy
slicing architecture towards 6G and enable it with open-
ness, intelligence, and automation. We believe that there are
three reasons for reconstructing the slicing framework for
6G: (1) the likelihood of supporting a large number of het-
erogeneous use cases with a wide variety of applications;
(2) the stringent requirements enabling these use cases; and
(3) the increasing complexity resulting from the integration
of multiple networked systems at various layers and domains,
different types of software and hardware, and a large number
of technologies. We discuss these motivating trends in the
following.

A. DISRUPTIVE USE CASES AND POTENTIAL
APPLICATIONS
The 5G slicing framework supports a diverse set of use
cases and applications that have never been encountered by
previous generations, such as automotive, healthcare, agricul-
ture, etc. [43]. In the coming years, it is anticipated that the
use cases enabled by the 5G slicing framework will pave the
way for smart cities and the digitalization of service sectors,
as well as have a revolutionary impact on the automation
of vertical industries and intelligentization of manufactur-
ing. The ITU categorizes 5G use cases and applications into
three families, each of which can be supported by its cor-
responding type of NS [44]. Each NS is designed to meet
the specific business and technical requirements of specific
end-users or vertical industries in 5G and beyond networks.
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FIGURE 2. The applications, functionalities, and supporting use cases of six types of NS instances proposed for an open, intelligent, and E2E network slicing framework in 6G.

FIGURE 1. In addition to legacy 5G NSs, three enhanced emerging NSs are
proposed for the 6G network slicing framework.

In the following, we provide theoretical definitions of the
three types of NSs.

• enhanced mobile broadband (eMBB) NS: supports a
stable high data rate connection with high reliabil-
ity, moderate mobility, high device density, and a low
packet error rate on the order of 10−3 [45]. The eMBB
devices send large data payloads in the uplink direction

to a given next generation nodeB (gNB) at a certain
time [45].

• ultra-reliable low latency communications (URLLC)
NS: supports data traffic with very high reliability
(e.g., packet error rate around or lower than 10−5) and
very low latency transmission of small size data pay-
loads. Due to these strict performance requirements, the
URLLC traffic must be accommodated at the edge or
extreme edge [45].

• massive machine type communications (mMTC) NS:
provides connections to a large number of devices that
are intermittently active and send a small size of data
payloads to a gNB [45]. These devices are either sta-
tionary or move at a very low speed, requiring a low
data rate and a low packet error rate on the order
of 10−1.

With the advent of 5G use cases and the evolution of
current ones [14], there exist several unprecedented indus-
trial, manufacturing, and end-user-related applications (such
as holographic communication, extended reality, multi-sense
experiences, digital twins, robotics and autonomous systems,
etc. [2], [46], [47]), which have more extreme technical, envi-
ronmental, business, and societal requirements than the 5G
use cases. To efficiently accommodate such disruptive appli-
cations and use cases, the following three additional NSs
are proposed for 6G, using a holistic and more reasonable
methodology through the extension and integration of legacy
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5G NSs. This is shown in Figure 1, where three systemati-
cally arranged circles are intersected in such a manner that
their pairwise intersection forms three lens-shaped regions,
each of which is assumed to represent a 6G NS.

• ultra-reliable low-latency broadband communication
(uLBC) NS: combines existing URLLC services with
eMBB capabilities. Per-user experienced data rate (up to
Gbps), high reliability (99.99999%), and extremely low
latency (less than 1ms) are challenging and conflicting
KPIs that uLBC must balance well.

• ubiquitous mobile broadband (uMBB) NS: emphasizes
on a dramatic extension of network coverage, far
beyond what 5G can provide, via terrestrial networks.
Ubiquitous connections with a high data rate and a
network coverage of nearly 100% of the Earth’s surface
are targeted using a terrestrial-satellite-aerial integrated
system by uMBB NS.

• massive ultra-reliable low-latency communication
(mULC) NS: requires the provisioning of stringent
URLLC services, as well as the support of a massive
number of devices in a dense area (up to 107 per
km2). It is foreseen that highly-autonomous industrial
production will benefit from mULC type of NS.

The applications, supporting use cases, and examples of
the three proposed NSs, as well as 5G NSs (which are still
applicable for 6G), are described in Figure 2. These use cases
are expected to provide connectivity in the air/space (e.g.,
satellites, airplanes, space research, military applications
and operations, etc.), on the ground (e.g., vehicles, high-
speed trains, end-users, factories, etc.), and underwater (e.g.,
surface-underwater ships, underwater archaeology, underwa-
ter IoT devices, deep-sea tourism, etc.) [48], [49], [50]. There
also exist a number of initiatives in the SDOs regarding the
categorization of use cases for beyond 5G and 6G, for which
customized NSs can be designed and instantiated. For exam-
ple, the 3GPP has recently proposed two additional types of
NSs [51], namely the vehicle-to-everything (V2X) and high-
performance machine-type communications (HMTC). Such
studies are needed both in research and standardization com-
munities to continue to identify and categorize all types of
6G use cases and applications. It is also worth noting that
the 6G service classes are not limited to those proposed in
Figure 1. There may be additional service classes that can
be achieved through the expansion of existing and futuristic
service classes.
To provide connectivity to the above use cases in the

deep sea and high altitude, it is anticipated that 6G network
must meet a combination of a wide variety of requirements
for an application, such as latency, throughput, reliabil-
ity, device density, etc. [52]. The provisioning of the six
types of NSs requires a significant reconstruction of the
architecture, among other aspects, of the legacy slicing
ecosystem. Hence, it is critical to first identify emerging
use cases and applications and determine their required

KPIs [53], [54]. Thereupon, it is essential to develop AI-
driven, autonomous, and open air-sky-ground-underwater
architectural solutions that are capable of routing, storing,
and processing sensitive data at unprecedented levels of
automation, openness, intelligence, sustainability, and trust-
worthiness [53]. Lastly, it is vital to define ML algorithms
for performing all operations associated with a 6G NS in a
time-, resource-, and energy-efficient manner.

B. STRINGENT TECHNICAL REQUIREMENTS
To design NSs for the above use cases, the 6G network
needs to satisfy their heterogeneous requirements. There
are numerous classifications of slicing requirements. Among
them, the GSMA classification is widely adopted within
the community. The GSMA categorizes the requirements
of a 5G use case into three families of requirements [55]:
performance, functional, and operational. The owner of an
industry expresses these requirements through the use of a
standardized interface, which are then converted by an oper-
ator into a format understood by the network and assumed
as the characteristics of an NS. However, in order for a 6G
network to meet the diverse requirements of 6G use cases
and design their corresponding NSs, the requirements of the
use cases described above are anticipated to exceed those
defined by the GSMA [55] in terms of intensity and quantity.
We believe that there could be two categories of requirements
for an NS to be provisioned by the 6G network: existing
requirements and futuristic requirements. We discuss the two
categories below in detail and provide their estimated values
in Table 2 [2], [46], [56].
The first category of requirements has already been

implemented in 5G, such as throughput, mobility, latency,
etc. These KPIs are expected to be improved to capture
the stringent requirements of a 6G use case [46]. The rapid
progress in wireless technologies, such as Terahertz com-
munications and massive multiple input multiple output,
will pave the way for high network performance. Thus,
while some KPIs will be optimized by one order of magni-
tude as the evolution from fourth generation (4G) to 5G
proceeds, others will be dramatically improved by sev-
eral orders of magnitude, such as peak data rate, which
is envisioned to increase from 20Gbps to 1Tbps [46], and
connection density, which is expected to increase up to
10 − 100 million devices per km2 for massively connected
machines [57].

The second category of requirements, which is driven
by emerging technological enablers – most notably the
explosion of ML algorithms and industrial and perception
Internet [58] – considers a plethora of new requirements
that go beyond deterministic performance measures, such
as global roaming, quantum-resistant security, and sensing
accuracy [56]. The purpose of implementing these require-
ments, which were not considered in previous generations, is
intended to support not only the communication service of a
6G NS, but also other services, such as more precise localiza-
tion and accurate sensing, which are inherent characteristics
of a 6G NS.1622 VOLUME 4, 2023



TABLE 2. The qualitative and quantitative comparison of the existing and futuristic requirements of a 6G NS instance. It is critical to take into account these requirements
when configuring the six types of 6G NS instances.

To fully embrace the vision of fulfilling both categories
of requirements, it is critical to re-engineer the existing slic-
ing architecture and equip it with intelligence and openness
aimed at automating the operations and maintenance of
various 6G NSs, as well as eliminating vendor lock-in across
multiple domains of the 6G slicing framework. Once these
requirements are satisfied, it is anticipated that the 6G slic-
ing framework will be a more open, intelligent, dependable,
and reliable architectural framework compared to its prede-
cessor. In addition to communication data, the localization
and sensing data that are frequently generated within the
domain of a vertical industry are extremely sensitive [14].
This data can be used by the 6G network to provide local-
ization and sensing services. Therefore, securing this type
of information is an essential requirement that needs to be

taken into consideration during the design phase of the 6G
slicing framework [7].

C. THE INCREASING COMPLEXITY OF SYSTEMS
INTEGRATION
The 5G slicing framework is composed of a variety of soft-
ware and hardware from different vendors and SDOs. Such
a complex and highly engineered framework is essential to
meet the business demands and technical requirements of
various use cases in a coherent and harmonized manner [56].
Nevertheless, the legacy slicing framework confronts tremen-
dous challenges, including inadaptability to dynamic changes
in an NS, inability to autonomously manage resources
and network traffic, lack of interoperability among soft-
ware and hardware components from different vendors, and
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human-caused errors in network management and service
orchestration [1]. It is evident that the 6G slicing framework
is likely to be even more heterogeneous and complex than its
predecessor [46], expecting to support innumerable heteroge-
neous use cases and applications in the coming decade. As a
result, conventional human-machine integration algorithmic
solutions and proprietary lock-in architectural schemes are
incapable of efficiently meeting these demands in terms of
network resources, total cost, energy consumption, time to
market, trustworthiness, sustainability, innovation, and other
KPIs.
Among the above demands, energy efficiency is a crit-

ical issue that needs to be considered while designing
and integrating complex 6G systems, as it directly impacts
the operational cost and environmental impact of 6G.
6G is expected to be more complex and data-intensive
than previous generations, which can result in increased
energy consumption. Therefore, it is essential to develop
energy-efficient solutions to reduce power consumption
while improving system performance. One approach is to
use advanced hardware and software technologies, such as
energy-efficient transceivers and power management tech-
niques. Furthermore, the use of renewable energy sources,
such as solar and wind power, in the operation of 6G
networks can also contribute to reducing their environmental
impact.
The utilization of ML algorithms and openness in slicing

framework are believed to be in the best interests of operator
and tenant, as they enable the tight integration, full synchro-
nization, intelligentization, and interoperability of multiple
systems, components, and technologies aimed at efficiently
overcoming the above challenges [2], [6]. To that end, a
major rethinking of the various aspects of the legacy slic-
ing framework is required to cope with the 6G use cases
and enabling technologies. Such an autonomous, open, intel-
ligent, and tightly integrated framework will be capable of
adapting to dynamic changes associated with business objec-
tives or environmental conditions of 6G NSs, which could
have profound implications for network performance and
tenant satisfaction. Therefore, human-dependent decision-
making processes will be reduced, management and network
complexity will be lowered, and the total cost of ownership
will be decreased.

III. KEY ENABLING TECHNOLOGIES FOR REALIZING
NETWORK SLICING IN 6G
In this section, we focus on three enabling technologies
associated with the deployment of 6G slicing, namely intel-
ligent virtualization, intelligent softwarization, and intelligent
cloudification. There are several core, transport, cloud, and
access technologies, as well as intent-based mechanisms and
architectural solutions, that affect the slicing framework in
direct or indirect ways. However, we concentrate only on
the most pertinent enablers that have spawned 5G slicing
and are believed to play a significant role in the slicing of
6G networks. Additionally, we elaborate on how intelligence

and openness can enhance the performance of these enablers
in 6G slicing.

A. INTELLIGENT VIRTUALIZATION
The network function virtualization (NFV) paradigm
emerged as a critical enabler of 5G slicing and contin-
ues to be an integral component of the 6G slicing [5].
It enables the creation of virtual resources, enhances the
deployment flexibility of NSs, and facilitates the integration
of diverse communication, sensing, and localization services.
Nevertheless, with the deployment of NFV in the early stages
of 5G, a large number of divergent virtual network func-
tions (VNFs) with novel engineering considerations such
as an unprecedented level of sensitivity, criticality, versatil-
ity, priority, replicability, composability, and transferability
have been identified. These heterogeneous VNFs call for the
deployment of intelligent optimization algorithms capable of
coping with network complexity and connection density at
the core, transport, edge, and extreme edge domains of 6G
networks [18].
One solution is the utilization of ML algorithms, which

have been employed in various aspects of virtualized
networks, most notably in network automation, resource
orchestration, and service management [18], [59]. A large
number of ML algorithms are supervised, semi-supervised,
and unsupervised, which significantly improve operational
efficiency, increase the effectiveness of high-volume data
processing, and reduce total capital and operating expen-
ditures. Nevertheless, their deployment in 5G has raised
privacy, security, secrecy, and scalability concerns [2], [59].
Additionally, due to constant changes in network topologies,
service requirements, and NS configurations, it is time-
consuming to update the dataset and adapt these algorithms
to a changing environment [18].
To this end, by incorporating RL, FL, and DL into NFV-

enabled 6G networks and adopting openness in the under-
lying infrastructure, it is possible to optimize a wide range
of network operations and maintenance tasks to achieve the
required level of intelligence in resource scheduling, open-
ness and innovation, network elasticity, and troubleshooting,
while ensuring data privacy, network security, and user
secrecy [59]. In Figure 3, we list several applications of
these algorithms with the goal of designing an intelligent,
credible, reliable, open, and sustainable NFV paradigm for
6G slicing. Notably, integrating ML has implications for a
variety of operations in NFV-enabled networks, as also listed
in Figure 3.

B. INTELLIGENT SOFTWARIZATION
A significant fraction of 5G technologies have softwariza-
tion as the core to their realization through software-defined
everything (SDx) technologies. Softwarization refers to
the realization of hardware-based functions using soft-
ware in order to enable a flexible, dynamic, recon-
figurable, and upgradable implementation of said func-
tions [60]. Softwarization technology goes hand in hand with
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FIGURE 3. The implications and application areas of incorporating automation and intelligence into the three key enabling technologies that facilitate the deployment of open
and intelligent network slicing in the 6G.

virtualization technology, as only with the application of the
latter is it possible to achieve the abstraction of hardware into
virtual instances. Thus, allowing the utilization of software
with virtual machines (VMs), containers, and/or uniker-
nels on general-purpose hardware. SDx technologies include
software-defined networking (SDN), software-defined stor-
age (SDS), and software-defined radio (SDR). The SDN
paradigm has been indispensable for the operation of 5G
NSs by decoupling the network into application, control,
and data forwarding planes [61]. SDRs allow for a more
agile fronthaul transport network (TN) as well as more
efficient spectrum utilization. SDS frameworks simplify the
administration, provisioning, management, orchestration, and
maintenance of cloud storage environments.
The common factor among the SDx solutions is the sepa-

ration of the control layer and data-handling hardware [61].
This split enables 6G RAN to evolve into a cognitive network
by leveraging ML algorithms and automation at the con-
troller with a centralized view of the network in order to
manage, maintain, orchestrate, and optimize the underlying
infrastructure intelligently. SDx solutions coupled with ML
algorithms will also help in the development of intelligent
routing protocols with reduced latency and more reliable
performance, as well as with the deployment of more secure
and open application programming interfaces (APIs).

Given this intelligence and openness, the 6G slicing
framework will continue to learn from the traffic and data
it processes and transports, adapt to the ever-demanding
and heterogeneous use-case requirements, and enhance its
performance to meet the tenants’ expected quality of service
(QoS) and quality of experience (QoE) needs. Notably, ML
algorithms can be integrated into various aspects of the soft-
warization in the 6G slicing framework, which are listed in
Figure 3. In addition, the intelligentization of softwarization
technology within the 6G slicing framework will also have
a number of implications, which are also listed in Figure 3.

C. INTELLIGENT CLOUDIFICATION
The cloudification of network services enables mobile
operators to develop an agile, flexible, and scalable slic-
ing framework for 5G [9]. This trend, however, has
recently been accelerated by pioneering efforts to integrate
ML algorithms aimed at significantly improving network
performance while enabling E2E automation, full open-
ness, service innovation, and resource isolation. There is
consensus that pervasive intelligence will be an indis-
pensable component of 6G networks and that efficient
cloudification is required to enable the majority of 6G use
cases and applications [2], [6]. Consequently, 6G will be an
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intelligence-delivery and cloudified infrastructure rather than
a solely information-transmitting network.
This new role for mobile networks necessitates a paradigm

shift in the way they are evaluated. As controlling, com-
puting, and communication converge more tightly than
ever before in 6G, the QoS will be challenged not only
by communication performance, but also by cloudifica-
tion performance [62]. Moreover, various use cases and
applications may have significantly different performance
requirements for cloud services. It demands that we extend
service heterogeneity from the data networking domain,
where it was addressed by 5G, into the cloud computing
domain. Therefore, use-case-specific heterogeneous manage-
ment of cloud resources and tasks shall be implemented
efficiently, agilely, and adaptably, as well as integrated into
the 6G network slicing framework.
The forthcoming efforts towards intelligent and open

cloudification in 6G shall begin with the definition of cloud
services and their associated QoS requirements, followed
by the gradual integration of open hardware and appli-
cations into the cloud domain. Then, it calls for novel
methods to address the most significant computing problems
of cloud services, such as ML-based resource allocation,
load splitting, task scheduling, and service chain man-
agement [62]. We anticipate coupling these tasks with
virtualization and softwarization technologies, in which slice-
specific approaches shall be developed to orchestrate and
manage cloud resources across aggregated data centers, i.e.,
local and regional, and distributed computing units, i.e., edge
servers and fog nodes [62].

IV. THE PROPOSED OPEN, INTELLIGENT, AND E2E 6G
NETWORK SLICING ARCHITECTURAL FRAMEWORK
Following a detailed discussion of the key enablers that intel-
ligently empower slicing in 6G, we propose in this section an
open, intelligent, and E2E framework that is capable of host-
ing a massive number of 6G NSs. Our architecture leverages
ML, adopts openness, and utilizes the latest de facto and de
jure standards to serve as a preliminary 6G architecture. The
simplified and brief design of our framework is depicted in
Figure 4. Inspired by the Telecommunication Management
Network Functional Architecture of the ITU [63], it con-
sists of eight layers: Application Layer, Design Layer,
Management and Orchestration Layer, Network Slice Layer,
Infrastructure Layer, Network Intelligence Layer, Network
Exposure Layer, and Business Management Layer. This
framework is anticipated to permit future additions or
replacements of layers. These layers can interact directly
or indirectly for the exchange of information or exposure
of certain data via secure inter-layer APIs. The inter-layer
interactions are not restricted to those shown in Figure 4.
We present the minimally required inter-layer connections
to demonstrate the behavior of our framework. Depending
on the requirements of the architectural design of the opera-
tor and the solutions of the vendor, several inter-layer APIs

can be added to or removed from this framework aimed at
efficiently serving the 6G slicing ecosystem.
The proposed framework can be presented using three

distinct perspectives (i.e., views): (i) Structural Perspective,
discussing layers, managed objects, managing objects, and
interconnection among these components via APIs; (ii)
Functional Perspective, describing how these components
can interact to provide the relevant behaviour and complex
functionalities, as well as focuses on how our frame-
work supports these interactions and processes; and (iii)
Deployment Perspective, analyzing how the components
from the Structural Perspective could be deployed in prac-
tice, considering the infrastructural resources, topological
aspects, and the service level agreement (SLA). The objective
is for these perspectives to collectively provide a coher-
ent and comprehensive description of our framework, with
each perspective conveying relevant information about dis-
tinct and more specific aspects, as well as to give a high-level
yet exhaustive description of what a 6G slicing framework
might look like. In this paper, we focus on the Structural
and Functional Perspectives. We discuss the components
of each layer in detail and focus on their behavior within
the architecture and with external sources. The Deployment
Perspective is beyond the scope. We leave it up to the oper-
ator to decide how to implement our architecture in the real
world across a single or multiple administrative domains,
each of which may belong to a different infrastructure
provider.
In the rest of this section, the specially-constructed archi-

tectures, as well as the internal and external interconnections,
of the eight layers are discussed in detail. Moreover, we
illustrate the layer-specific architectures of these layers in a
number of figures, which are derived from the extension of
Figure 4.

A. APPLICATION LAYER
This layer contains a comprehensive and up-to-date list of
6G use cases and applications that need connectivity through
the use of 6G slicing framework, including and beyond those
discussed in Section II. Each use case or application may
include one or multiple 6G services, such as communication,
sensing, localization, intelligence, and others [64]. In addi-
tion, this layer could incorporate high-level KPIs and KVIs
relevant to a use case or application. Defining the ranges
and intensities of the KPIs and KVIs provide a more accu-
rate qualitative and quantitative analysis of 6G use cases, as
well as their expected performance and social impact. By
including this information in Application Layer, operators
can better align their services with the needs of their users
and ensure that they are delivering high-quality experiences.
Therefore, this layer shall also include an exhaustive list
of 6G services (as well as their KVIs and KPIs) that can
be utilized by industry proprietors. Furthermore, this layer
determines the structure of a service (e.g., simple, composite,
or nested) that needs to be provisioned via a 6G NS. This
inclusive list of 6G applications and use cases, as well as a
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FIGURE 4. The simplified and brief design of the proposed framework for an open, intelligent, and E2E slicing in 6G. The layer-specific architectures, as well as their internal
and external interconnections, derived from this figure are illustrated later.

list of their required services, can be stored in the domain
of a service provider and made available to the tenant via a
business-driven catalog, such as using an online self-service
portal [65], as shown in Figure 5.
To date, various industry consortiums and SDOs identified

and categorized several use cases, applications, and services
for beyond 5G and 6G. During this study, we observed a
significant lack of coordination and, at some points, conflict
among the organizations focusing on the identification of
the use cases and services. The majority of these institutions
either identified the same use cases and services repeatedly
or established varying ranges and values for the require-
ments of their customized NSs. For example, GSMA [55]
and 3GPP [66] identified use cases and services for V2X

systems. Both discovered the same use cases and services
within the V2X industry. However, the requirements defined
for them vary. This lack of coordination between these orga-
nizations leads to resource and time waste, and on the other
hand, may confuse the service provider and tenants as to
which standards should be followed during the design and
provisioning of an NS, as well as the negotiation phase of
SLA. Hence, it is essential for the organizations that con-
tribute to slicing to jointly establish a unified platform aimed
at uniformly defining, harmonizing, and classifying 6G use
cases and applications, as well as consistently describing
their technical, business, and regulatory requirements. This
will allow service providers and tenant to refer to a standard
list of use cases and services, as well as their respective
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FIGURE 5. The detailed architecture of the Application Layer of the proposed framework for network slicing in 6G.

requirements, to design and provision the corresponding 6G
NSs timely, efficiently, and accurately.
The Application Layer leverages closed-loop to con-

tinuously automate updating 6G service and use case
lists by combining development and operations (DevOps)
techniques with a high level of automation [67]. The
DevOps approaches, e.g., utilizing continuous integration and
continuous delivery (CI/CD) pipelines [68], enable this layer
to dynamically capture, develop, test, integrate, and update
standard and non-standard 6G services and use cases. They
also automatically renovate service and use case catalogs.
This approach to developing and updating both lists, on
the one hand, eliminates manual entry of service and use
case details, which results in human-caused errors, and, on
the other hand, provides service provider with the ability
to offer tenants up-to-date services available in the market,
lays out fast and reliable problem-solving techniques, and
automates repetitive management tasks to a higher degree.
The CI/CD methodology is an innovative feature of a telco-
grade environment; however, its implementation in cellular
networks is challenging. This is because, in a telco-grade
environment, service development and catalog updates are
typically collaborative efforts involving multiple vendors,
tenants, and the development and operations teams of the
service provider. These stakeholders have distinct corporate
cultures and interests. The implementation of this methodol-
ogy will likely necessitate addressing not only technical, but
also cultural, procedural, economic, and societal challenges
that need to be tackled by the Design Layer [14], [16].
We assume that updated lists of 6G use cases and services

exist, that their requirements have been precisely defined, and
that the SDOs and consortiums have consensus on the values
or ranges of these requirements. Based on these assumptions,
as shown in Figure 5, the tenant uses an open, intelligent, and
secure API [69] to access the catalog of use cases and then
automatically notify the service provider about the selected
use cases that best meet its requirements. To enable rapid,
intelligent, zero-touch, and secure interoperability among the
layers or with the tenants, the Application Layer can leverage
the Open API suite of the TMF [70]. The TMF Open API
is composed of a common language and design principles
aimed at producing open interfaces to allow M&O M&O
solutions, encompassing all aspects of provisioning services,

from the formation of the consortium offering the service
to its proposition, activation, operation, integration, mainte-
nance, and monetization. In addition, the tenant must choose
the appropriate services and vertical-specific applications for
the selected use cases, as there may be homogeneous use
cases and applications with distinct services [71], or multiple
use cases within a single vertical industry [43]. Assuming
the tenant selected the desired 6G use cases and services,
this layer can interact with the Design Layer (discussed in
Section IV-B) to design the respective 6G NSs, along with
their associated flavors, instantiation levels, and geolocation
parameters [72].

B. DESIGN LAYER
The Design Layer tackles the design of the characteris-
tics and behavior of a 6G NS. This layer is mainly in
charge of two design-related tasks that result in the lay-
out of a complete logical network. First, it captures, defines,
and translates the requirements of the selected use cases
and services into the characteristics of their respective NS.
Second, it determines the metrics related to the SLA. They
are described below.

1) AUTOMATIC CAPTURING, DEFINING, AND
TRANSLATING REQUIREMENTS RELATED TO THE 6G
USE CASES AND SERVICES

The Design Layer captures, defines, and translates use case-
specific and service-specific requirements (such as those
outlined in Table 2 and beyond) of a vertical industry into a
format that the service provider can comprehend. In addition,
it determines the value and/or range of each requirement to
accurately design its corresponding 6G NS. The require-
ments of a vertical industry include performance-related,
operational-related, and functional-related requirements, as
categorized by the GSMA [55]. This layer must also capture,
define, and translate the geolocation and topological require-
ments. To that end, it must be capable of autonomously
establishing a point of convergence between the tenant
and the service provider in terms of their understanding
of the requested use cases and services, as well as their
requirements. Therefore, utilizing a standardized and unified
template that contains an exhaustive and up-to-date list of
all requirement attributes of vertical industries that can be
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FIGURE 6. The detailed architecture of the Design Layer of the proposed architectural framework for network slicing in 6G.

employed for the design of 6G NSs is an efficient way of
achieving this objective.
To construct a standard-compliant list of required attributes

for 6G NSs, this layer can employ the Generic NS Template
(GST) of the GSMA [73]. As shown in Figure 6, the GST is
a universal blackprint for attributes. It was intended to define
the mandatory, conditional, and optional attributes of 5G NSs.
However, owning to its scope and effectiveness, the GST can
be extended by adding requirements for 6G use cases and used
to qualitatively and quantitatively determine a comprehensive
set of attributes that characterize 6G NSs. Once a GST has
been defined, it can be stored at the Design Layer and utilized
by both the tenant and the service provider to design the
behavior and characteristics of their desired 6G NSs.
Furthermore, this layer defines ranges and values for the

attributes of GST in accordance with the requirements of
a 6G NS. The service provider may authorize the tenant to
configure the values or ranges of particular (or all) attributes
of GST via a secure API. This authorization level and the
number and diversity of attributes specified by the tenant can
be defined in the attribute exposure policy. In this regard,
the Design Layer can also use the NEtwork Slice Type
(NEST) of GSMA [73]. As shown in Figure 6, the NEST
is a filled-in version of the GST used to assign values or
ranges to a finite set of attributes based on use case-specific
and service-specific requirements of a vertical industry. The
types, flavors, and instantiation levels of the 6G NS can be
determined by defining the NEST. The outcome of design-
ing a NEST is a fully-ordered NS whose resources must be
managed and orchestrated by the 6G slicing framework. This
NS order includes the necessary information for mapping the
components of the designed 6G NS onto the CN, TN, and
RAN infrastructure, which will be discussed in Section IV-E.
This layer may generate different NESTs as a result of the
varying requirements of the 6G NSs to be served. It must

also be capable of designing standard and operator-specific
NESTs for the 6G NSs shown in Figure 2 and beyond, and
be able to archive these NESTs in its catalog for future use.
Moreover, in addition to KPIs, the GST and NEST can also
incorporate KVIs for the target 6G use case or application,
and map them to the 6G NS design. The mapping of KVIs
can be similar to that of mapping KPIs into a NS design.
Compiling a GST from a set of attributes, setting the val-

ues and ranges of the attributes in the NESTs, and assigning
optional, conditional, and mandatory visibilities (i.e., sta-
tuses) to the attributes of the NESTs are challenging tasks
that must be accomplished timely, efficiently, and automati-
cally. The majority of service design, attribute selection, and
determining information content-related tasks of a service
and/or template catalog are performed manually [74]. We
believe that automation and intelligentization will consider-
ably improve the performance of catalogs with respect to
the above tasks [75]. To that end, we propose a combination
of automation and DevOps mechanism as an appropriate
tool for achieving these objectives. As shown in Figure 6,
through the use of DevOps automation, the Design Layer
continuously captures up-to-date attribute requirements, adds
the operator-understandable forms of the recently captured
attributes to the GST and NESTs, assigns values and ranges
to these attributes, and updates the overall statuses of the
GST and NESTs automatically.
In addition to automating and integrating DevOps mecha-

nisms, the Design Layer can use this method to continuously
monitor, maintain, test, and update the internal structures,
interfaces, codes, and software components of the 6G GST
and NESTs. The DevOps task can be executed by a ven-
dor in collaboration with a 6G service provider to design
and keep up-to-date the service catalogs in a manner that
must accurately capture the required attribute requirements,
evaluate their consistency, and adapt to the requirements
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of the 6G service providers and tenants. Finally, adopting
openness in the design of software components and internal
structures of the service catalogs and description files can
assist designers and developers within the open-source com-
munity, as well as the service provider, in designing and
optimizing the number and diversity of attribute require-
ments, the scope of the information content, access control
policies, attribute exposure policies, and the performance of
GST and NEST [76].
2) AUTOMATIC DETERMINATION AND DYNAMIC
NEGOTIATION OF SLA METRICS FOR THE REQUESTED
6G NS INSTANCE

The second essential duty of the Design Layer is to
automatically determine and dynamically negotiate the met-
rics associated with autonomous SLA for the desired 6G
NS, such as temporal, business, legal, and contractual
metrics [77]. The determination of the SLA metrics must
be performed after the NEST for the requested 6G services
and use cases has been designed or selected from the ser-
vice catalog. Consequently, the performance, functional, and
operational requirements specified in the NEST can also be
considered as metrics of the SLA. In the context of the
SLA, the requirements of the NEST can be referred to as
QoS metrics. These technical and non-technical metrics shall
be determined transparently during the preparation phase
of the future 6G SLA to satisfy auditability, trustworthi-
ness, reliability, accountability, enforcement, and monitoring
requirements of a smart, auto-executable, and immutable
contractual mechanism [78], [79], [80].
Following the automatic and transparent determination

of metrics, the service provider and tenant negotiate the
SLA metrics and construct and sign the SLA after all terms
and conditions have been successfully negotiated [81]. The
Design Layer can use Blockchain and Smart Contract tech-
nologies to prepare, enforce, and monitor the SLA [79].
These technologies can empower the 6G SLA with cutting-
edge capabilities, such as maintainability, auto-executability,
intelligence, automation, and intent-based management [82].
This layer is also expected to include terms and conditions in
the 6G SLA for imposing a penalty in the event of a minor,
major, or critical incident affecting the ordered NS. These
incidents should be monitored continuously in real-time with
respect to a number of QoS, legal, business, and other met-
rics [77]. The monitoring mechanisms for the SLA metrics
must be designed in a manner that is accessible to both
parties and aimed at ensuring proper service configuration,
management, and maintenance [83].

Finally, the scope of the Design Layer is limited until the
SLA is signed, as shown in Figure 6. It is not responsible
for enforcing and monitoring the metrics of the SLA. The
Business Management Layer, which will be described in
Section IV-H, encompasses the business aspects of the post-
provisioning phase of the 6G SLA. Assuming the NEST has
been defined or selected from a catalog and the SLA has
been signed, the Design Layer then transfers the NEST of the
6G NS to the Management and Orchestration Layer, which

will manage its components and orchestrate their resources
for the duration of its existence in accordance with the
SLA.

C. MANAGEMENT AND ORCHESTRATION LAYER
The Management and Orchestration Layer is a complex
layer, which deserves a detailed analysis of the M&O
procedures and entities. It automatically manages the man-
aged objects (i.e., NFs and transport links) and intelligently
orchestrates virtual and physical resources using managing
objects across different 6G domains. M&O procedures can
be performed in a centralized and/or decentralized man-
ner using closed-loop automation, intelligent, and zero-touch
solutions. Managing objects, also known as management
entities or management functions (MFs), can be employed
on an individual or group basis. This layer leverages a
variety of managing objects to generate a large set of
6G M&O services, each of which represents a distinct
capability, such as 6G NS provisioning, trace control,
performance assurance and fulfillment, automated SLA mon-
itoring, closed-loop automation, intent control, etc. Based
on their scope, they can be classified into two categories:
primary capabilities and complementary capabilities. The
former category includes a collection of the most essen-
tial M&O capabilities, such as profiling NS requirements,
SLA fulfillment, delivering desired QoS, etc. The latter
category consists of a set of M&O capabilities that can
complement the operation of the primary M&O capabil-
ities, such as automation, intelligence, zero-trust security,
etc.
To produce these capabilities, this layer can employ the

latest standardized M&O entities. These de facto and de
jure SDOs are the ETSI ISG NFV, the ETSI ISG zero
touch network and service management (ZSM), the 3GPP
TSG Service and System Aspects WG 5 (TSG SA5), the
TMF, the TIP, the MEF, the IETF, the ONF, the BBF, the
IOWN, and the O-RAN Alliance. The harmonization and
exploitation of the M&O entities of these SDOs in this layer
aimed at producing the above capabilities are depicted in
Figure 7.

Depending on the designs of vendor and the requirements
of operator, different archetypal flavors at the layer level or
at the capability level can be considered. For example, a
management entity may be assigned to provide all types of
M&O capabilities for all managed objects in a layer, or a
management entity may be tasked with providing a M&O
capability to all layers, or other combinations. Although the
Deployment Perspective is beyond the scope, we exclude
consideration of the archetypal flavors and let operator
chooses the flavor that best meets its requirements. However,
we unify the latest standardized entities and assume that they
deliver the most important M&O capabilities and the archety-
pal flavors. These entities, as well as the M&O capabilities,
within the context of this layer, are described in the rest of
this subsection.
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1) ZERO-TOUCH, FULLY AUTOMATED, AND INTELLIGENT
PROCEDURES FOR E2E M&O SERVICES

The foremost responsibility of the Management and
Orchestration Layer is to automatically interpret the NESTs
(provided by the Design Layer) into NS deployment descrip-
tors. The NESTs interpretation must be performed such that
6G network can comprehend and enforce on the infras-
tructure to enable the instantiation of 6G NSs. To execute
an autonomous and zero-touch interpretation, this layer can
leverage a business-oriented and customer-facing manage-
ment entity specified by the 3GPP TSG SA5 [84], namely
the communication service management function (CSMF),
as shown in Figure 7. The CSMF, which is specified for
5G slicing and used to translate service requirements into
network-understandable requirements, can be upgraded with
programmability, intelligence, and closed-loop automation to
meet the complexity of 6G slicing [85]. In the interim, the
internal structure and segments of the legacy CSMF shall also
be substantially reconstructed and optimized to guarantee the
correct interpretation of the 6G service requirements into
their corresponding NS descriptors.
Before proceeding with a zero-touch interpretation, the

CSMF must first receive the 6G NESTs from the Design
Layer. Then, it translates the requirements specified in
each NEST into a format that is comprehensible by the
Management and Orchestration Layer, organizes the inter-
preted requirements in 6G NS descriptors, and archives NS
descriptors for future use. Each descriptor must include
information pertaining to physical network functions (PNFs)
and VNFs, connectivity between the NFs, flavoring and
customization, instantiation levels, the required virtual and
physical resources, identification, etc. that characterize a 6G
NS from CN to the extreme edge. For this end, this layer can
use the NS template (NST), which is defined by the 3GPP
TSG SA5 as an E2E descriptor for an NS [86]. Then, the
CSMF is anticipated to maintain a comprehensive collection
of pre-defined standard and non-standard NSTs in its catalog
with the purpose of allowing effortless portability and ease
of replication, as shown in Figure 7.

Once the NSTs have been defined or selected from
a catalog, this layer initiates admission control, lifecycle
management, resource reservation, and other preparation pro-
cedures for 6G NSs in an automated and intelligent manner.
To that end, this layer can leverage the NS management
function (NSMF), a centralized M&O entity specified by
the 3GPP TSG SA5 [86], as depicted in Figure 7. Despite
the fact that NSMF was integrated into 5G slicing, its uti-
lization in 6G necessitates significant improvements, such as
the inclusion of management capabilities of the extreme edge
resources and managed objects. In addition, the internal fea-
tures and structure of the NSMF should be updated to comply
with 6G requirements regarding the extreme dynamicity
and nomadicity of resources, particularly when considering
the extreme edge domain and the characteristics of multi-
domain environments in which different parts of a 6G NS

should be provisioned and stitched, combining resources
from multiple stakeholders. Furthermore, the legacy NSMF
must be equipped with novel intelligence capabilities and
cutting-edge zero-touch and closed-loop automation tools to
confront the emerging E2E M&O challenges, as articulated
and architected by the ETSI ISG ZSM [87].
To autonomously execute lifecycle management, the

CSMF must first deliver NSTs to NSMF via a machine-
consumable interface. The interoperability between CSMF
and NSMF shall support a high degree of closed-loop
automation, continuity, zero-trust security, and zero-touch
synchronization, as depicted in Figure 7 [87]. Utilizing
NSTs, the NSMF intelligently manages the 6G NSs and
autonomously orchestrates their resources [88]. Upon receiv-
ing the NST, the NSMF can employ ML algorithms and
leverage several means of automation (e.g., such as those
specified by the ETSI ISG ZSM [87]) to examine from
a resource, geographical, and temporal point of view and
determine whether it is feasible or impractical to deploy the
NSs. Thus, a decision as to whether to accept or reject the
NSs shall be made within a microsecond interval. Assuming
that the NSs have been accepted, the NSMF must extract
information from the NSTs related to network and resource
requirements without any human intervention. Using this
information, the NSMF autonomously prepares the network
environment as well as constructs and onboards the E2E NSs
that meet the specified 6G service requirements.
To efficiently operate 6G NSs, we believe that a central-

ized M&O scheme where a single decision-making entity
is managing the 6G slicing is challenging and risky. This
is due to a large number of 6G NSs, significant overhead
and delay, the potential for a single point of failure, and
security risks. The centralized M&O approach, regardless
of whether it leverages automation and intelligence, will
most likely encounter these challenges. Hence, we are per-
suaded that decentralizing M&O operations and architecture,
in which decentralized and federated entities are responsi-
ble for the M&O of 6G CN, TN, RAN, and extreme edge
domains’ resources, is an effective approach. To design such
a decentralized management equipped with automation and
intelligence, one possible solution that this layer can employ
is the deployment of the NS subnet management function
(NSSMF) [86], combined with cutting-edge zero-touch and
automation capabilities, such as those defined by the ETSI
ISG ZSM in [87]. Figure 7 shows such an autonomous
architecture, in which the centralized entity (i.e., NSMF)
is autonomously interacting with the decentralized manage-
ment entities (i.e., NSSMFs) by means of zero-touch and
closed-loop automation mechanisms.
The NSSMF is a domain-level M&O entity specified by

3GPP TSG SA5 that is tasked with managing a portion
of an E2E NS [86]. This portion is called the NS sub-
net (NSS). Similar to the NSMF, the NSSMF must be
upgraded with new internal alterations and capabilities to
fulfill the zero-touch and fully autonomous management
requirements of 6G slicing. In 5G, the 3GPP TSG SA5
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FIGURE 7. The detailed architecture of the Management and Orchestration Layer. Note that EE = extreme edge.

proposed three NSSMFs for CN, TN, and RAN. Each con-
trols its corresponding NSS [86]. In 6G slicing, there will
be resources at the extreme edge (e.g., resources belonging
to the vertical industries, public service sectors, end-users,
etc.) and resources from third-party facilities (e.g., in-factory

networks, transportation hubs, hyperscaler cloud nodes, etc.).
Therefore, in addition to the three NSSs, as shown in
Figure 7, we propose an NSSMF-like MF at the extreme
edge to manage the extreme edge portion of a 6G NS and
its resources. As of this writing, the NSSMF-like MF for the
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extreme edge management domain has neither been proposed
nor standardized. We believe that its incorporation into the
6G management system aimed at efficient resource manage-
ment in this management domain is critical for the realization
of an E2E 6G NS.
For efficient slice descriptor management, the NST can

also be divided into several parts, each called the NS sub-
net template (NSST) [86]. The NSST can be assigned to
an NSS. In addition to the three conventional NSSTs, we
propose a NSST-like descriptor, as illustrated in Figure 7,
for the extreme edge management domain. Once such a
decentralized and hierarchical M&O framework has been
constructed, the NSMF shall pass the NSSTs to the CN, TN,
RAN, and extreme edge NSSMFs. Moreover, the NSMF can
act as a Cross-domain Integration Fabric, as defined by the
ETSI ISG ZSM [89], to enable interoperation between the
NSSMFs, employing various means of automation such as
policy-driven, intent-based, and ML-based [87], [90]. Each
NSSMF employs a NSST to manage its resources for instan-
tiating its NSS and reports to the NSMF all activities relevant
to that particular NSS. Furthermore, each NSSMF is account-
able for (a) lifecycle management, (b) fault, configuration,
accounting, performance, and security (FCAPS), and (c) all
operations associated with the NSS it manages. More details
on the scope of the four NSSMFs are provided below.

2) INTELLIGENT M&O PROCEDURES FOR THE 6G CN

The 6G CN is envisaged to be more open, modular, cloud-
native, slicing-aware, and scalable than 5G CN. Hence,
the M&O of 6G CN NSSs will also be more intelligent,
zero-touch, and intent-based to accommodate the unprece-
dented levels of heterogeneity and complexity. To design an
autonomous CN management domain, we believe that fur-
ther decentralization of 6G slicing would bring numerous
advantages, such as improved security, quicker NSS design
and provisioning times, optimized resource management, etc.
The initial step towards this goal would be to establish NF-
level or sub- and micro NF-level MFs. To that end, this layer
can employ network function management function (NFMF),
specified by 3GPP TSG SA5 [86], as a management entity
of NF(s). Depending on the deployment flavors, the NFMF
is expected to autonomously execute the M&O of a partic-
ular type or all NFs of an NSS employing network function
descriptors (NFDs). Once the NFMFs have been designed,
the CN NSSMF operates as a Domain Integration Fabric, as
specified by the ETSI ISG ZSM [87], to permit interaction
with the NSMF and inter-operation between the CN NFMFs
by means of closed-loop automation, as shown in Figure 7.
We are convinced that 6G CN will be fully virtualized,

cloud-native, and service-based architected. Hence, the NFs
of a 6G CN NSS would be delivered as cloud-native network
functions (CNFs) and/or VNFs. The CN domain in 5G con-
sists of a variety of NFs, such as access and mobility, policy
control, NS selection, etc. There may also exist a number
of CN NFs in 6G that will be AI-driven, cloud-native, and
slicing-aware, which will probably be specified by the 3GPP.

Such NFs will require virtual and cloud resources. Since the
M&O of VNFs and CNFs fall within the scope of ETSI
NFV ISG, we anticipate that NFV ISG will continue to
play an active role in moving forward the standardization
efforts towards the 6G. This can be accomplished in 6G by
either introducing new FBs or optimizing existing ones in
the NFV-MANO framework.
To accomplish this, the interaction between NFV orches-

trator (NFVO) and NSMF (or NSSMF) through closed-loop
automation is a prerequisite, as shown in Figure 7. Once
the NFVO receives information from the NSMF regard-
ing the instantiation of the VNFs, it creates and manages
the VNF descriptors (VNFDs) for the duration of the CN
NSS. The NFVO then instructs the VNF manager (VNFM)
to interact with each NFMF to manage performance and
fault-related tasks. The VNFM also manages the lifecycle
of VNFs. The NFVO requests the virtualized infrastructure
manager (VIM) to configure and allocate the virtual compute
and storage resources for VNFs. This layer also considers
container infrastructure service management (CISM) when
maintaining containerized workloads [91]. Regardless of
whether containerization or virtualization technologies are
employed, the VIM and CISM can use closed-loop automa-
tion to manage, orchestrate, and scale the managed resources
of the 6G CN NSS. In 6G slicing, the legacy or any FBs
that may be introduced in the future, could also be equipped
with closed-loop automation or other autonomous capabil-
ities to improve the performance of the interoperability of
the NFV-MANO FBs.
To integrate intelligence into the CN management domain,

this layer can employ management data and analytics func-
tion (MDAF) [92], which is defined by 3GPP TSG SA5 as a
management data analytics service (MDAS) to automate and
intelligently enhance M&O in 5G and beyond. The MDAF
utilizes management data gathered from 3GPP-NSMS to
generate centralized and/or domain-specific analytics. At the
6G CN management domain, the CN-MDAF gathers man-
agement data from CN NFMFs and NSSMF (or futuristic
MFs), analyzes this data, and makes recommendations or
predictions. Using closed-loop automation, the CN NFMFs
and NSSMF receive a portion of NFs management data from
the NSMF and part of data related to resource management
from the managed NFs and resources. Finally, the CN-MDAF
is linked to the centralized-MDAF (C-MDAF), which col-
lects data from the domain-level MDAF (i.e., CN MDAF)
and delivers centralized analytics to the management domain
(i.e., CN management domain), as shown in Figure 7.

3) INTELLIGENT M&O PROCEDURES FOR 6G THE RAN

To design an autonomous M&O platform for 6G RAN slic-
ing, it is vital to determine virtual and physical NFs of a
RAN NSS. The majority of latest studies [9] and specifica-
tions [93] partition the radio protocol stack into three units:
the centralized unit (CU), the distributed unit (DU), and the
radio unit (RU). They consider CU and DU as VNFs and
RU as a PNF. As of this writing, the CU is fully virtualized;
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however, the DU requires further research and is likely to
be provided in virtualized form [9], [94]. Due to increasing
interest in extending virtualization and cloudification towards
the edge, we foresee that, certain RU functionalities may also
be virtualized in long term. However, the complete virtual-
ization of RU is nearly unfeasible due to the impossibility of
virtualizing some physical layer components, such as receiv-
ing and transmitting antennas. Therefore, it is anticipated
that the 6G RAN slicing will rely heavily (but not fully) on
intelligent virtualization, softwarization, and cloudification.
Based on the above projection, this layer can assign the

MFs specified by 3GPP TSG SA5 and ETSI ISG NFV to
conduct M&O at the domain- and NF-levels of slicing the
6G RAN, as shown in Figure 7. The RAN NSSMF manages
managing- and managed-objects in the 6G RAN management
domain by leveraging the RAN NSST. The NFMFs can
be tasked by NSSMF to manage the NFs of a RAN NSS.
Notably, the NFMF directly manages the PNF of a RAN
NSS by exploiting the PNF descriptor (PNFD) and the VNF
through the utilization of the NFV-MANO FBs by leveraging
the VNFD [9]. The M&O of a VNF and its virtual resources
of a RAN NSS are performed in a similar fashion by the
NFV-MANO FBs that manage the VNFs of the CN NSS.
Likewise, the interaction between the RAN NSSMF and
the NFVO can be established either directly or through the
NSMF. The interactions among RAN MFs shall support
closed-loop automation. The RAN NSSMF, NFMFs, NFV-
MANO FBs, RAN NSST, VNFDs, and PNFDs shall also be
upgraded with novel capabilities to meet the requirements
of a virtualized, cloudified, programmable, and slicing-aware
6G RAN [95].

The second capability that influences the 6G RAN slic-
ing management is the adaptation of open interfaces and
open software and hardware. The O-RAN Alliance and the
OpenRAN Project Group of TIP are the two industry con-
sortiums responsible for standardizing openness in RAN.
The focus of TIP is on legacy RANs and their integration
by leveraging open interfaces [96]. However, the O-RAN
Alliance has been focused on 5G and beyond RAN [93].
Hence, among other factors, the specifications of the O-
RAN Alliance have garnered considerable interest. On the
basis of its current accomplishments, it is believed that the
O-RAN Alliance will continue to play its role in advancing
the openness of 6G RAN and making it completely open,
disaggregated, data-driven, and intelligent. Consequently, we
utilize the O-RAN Alliance’s SMO framework [93] to man-
age and orchestrate the open components of 6G RAN.
The SMO is an intelligent platform for the managing- and
managed-objects of the Open RAN. It can be viewed as
Open RAN‘s Domain Fabric within the context of the ETSI
ISG ZSM. The latest SMO has been confronted with three
issues relating to interoperability, zero-trust security, and
performance. Therefore, additional research is required to
develop intelligent solutions for these challenges and equip
the future edition of the SMO with novel capabilities suitable
for the M&O of open 6G RAN slicing.

To manage managed objects and configure management
capabilities in 6G RAN management domain, the SMO
framework uses the near-real-time radio intelligent controller
(Near-RT RIC) and non-real-time radio intelligent controller
(Non-RT RIC) in a centralized location and closed to the
user equipments (UEs), respectively [93]. Using closed-loop
automation, the Near-RT RIC provides M&O capabilities
with an automation loop lasting less than one-second [97],
whereas the Non-RT RIC has an automation loop lasting
longer than one-second [98]. The SMO framework can also
interact with the slice MFs to enable Open RAN slicing.
Depending on the deployment flavors, the RAN NSSMF
and NFMF can be placed within or beyond the SMO frame-
work [99]. Lastly, we anticipate that managed objects may
not always be fully open in the 6G RAN domain. There
might be a scenario in which Open- and Closed-RANs
coexist. Hence, the SMO capabilities should be extended to
the point where they can autonomously support the M&O
of hybrid managed objects in a complex multi-vendor and
multi-technology 6G RAN.
The third capability is the integration of intelligence and

automation into the 6G RAN management domain. To enable
them, the framework can utilize ZSM and MDAF. Figure 7
illustrates that the ZSM-enabled interoperability is facili-
tated between the RAN NSSMF and NFMF by means of
closed-loop automation. It enables zero-touch operation and
interaction between the two MFs, as well as their interop-
erability with the NSMF. The RAN MDAF is capable of
interacting with the NSSMF and NFMF [92]. By leverag-
ing current and historical data pertaining to RAN M&O,
network events and status, performance measurements,
etc., the MDAF generates statistics, recommendations, and
predictions for the management of 6G RAN NSSs. The out-
put of the MDAF can be used by the RAN management
domain to enable autonomous root cause analysis, intelli-
gent courses of action, zero-touch maintenance, automated
scaling, etc. The RAN MDAF is a part of the E2E MDAS.
Therefore, it shall also be connected via a standardized
interface to the C-MDAF to enable a complete analytical
view of the 6G network management [100].

4) INTELLIGENT M&O PROCEDURES FOR THE
6G THE TN

The 6G TN management domain manages the transport
links and orchestrates their networking resources to enable
the 6G slicing framework with intelligent, open, flexible,
programmable, time-sensitive, mission-critical, and cost-
efficient transportation infrastructure. In 5G slicing, each
TN NSS typically consists of backhaul, midhaul, and
fronthaul [101]. This three-link composed topology has
also recently been considered in the specification of the
MEF [102], O-RAN Alliance [103], and TIP [104] for
designing an E2E TN NSS. We anticipate that this topol-
ogy will continue to exist for 6G TN NSS. Based on this,
the TN domain can apply automation and intelligence to
the three links aimed at ensuring E2E QoS for numerous
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KPIs, including latency, throughput, reliability, resiliency,
etc. This management domain must provide autonomous,
dynamic, and functional split-aware interconnection between
the physical, virtual, and cloud-native NFs that may exist in
the CN and RAN NSSs. To enable autonomous, zero-touch,
and intelligent TN networks, this domain shall leverage
transport-aware domain- and link-level slicing manage-
ment entities that can manage wired and wireless transport
slicing.
The TN management domain can also use NSSMF.

Beyond this, it cannot leverage the 3GPP TSG SA5 MFs and
MDAS. Because the M&O, as well as the intelligentization,
of a TN NSS fall beyond the scope of the 3GPP [9]. However,
both the NSMF and TN NSSMF must autonomously interact
via a standardized interface using closed-loop automation
to realize an E2E 6G NS, as shown in Figure 7. The
TN NSSMF is conceptually equivalent to (a) the TN
Domain Integration Fabric of the ETSI ISG ZSM [87];
(b) the NS Controller of the IETF Traffic Engineering and
Architecture Signalling working group (WG) [105]; (c) the
transport-NSSMF (T-NSSMF) of the BBF [106]; and (d) the
SDN-based Domain Controller of the ONF [107]. The objec-
tive of the TN NSSMF is to manage the E2E inter-working
between the 6G RAN and CN and orchestrate the networking
resources over the transport links. It receives the TN NSST
from NSMF, in which the resource and lifecycle require-
ments are defined to be managed and orchestrated by the 6G
TN management domain. Once the NSMF delivers the appro-
priate NSST to the TN NSSMF, it has no control over the
TN NSS.
For link-level management, the TN management domain

can use the wide area networks infrastructure manager
(WIM) and network controller (NC), which are defined by
the ETSI ISG NFV [108]. The WIM and the NC are concep-
tually equivalent to the Transport Slice Orchestrator and the
Transport Network Controller specified by the IETF in [109],
respectively. The WIM manages the multi-site connectiv-
ity of TN NSSs over the backhaul, midhaul, and fronthaul.
The NC manages either the E2E transport links of a sin-
gle TN NSS or a single type of transport link shared by
multiple TN NSSs. The WIM and NC establish a hierarchy
in which the NC controls the underlying resources directly
and reports to the WIM. The NC uses physical link descrip-
tors (PLDs) and virtual link descriptors (VLDs) to deploy
and manage the physical and virtual links (VLs), as well
as their corresponding networking resources, of a TN NSS,
respectively. Both the PLD and VLD are derived from the
TN NSST and provided to the WIM for the management of
the networking resources of a 6G TN NSS. We anticipate
that the descriptors and MFs of the TN management domain
will require significant modifications to fulfill 6G transport
slicing requirements.
To adopt openness and integrate intelligence into the trans-

port management domain, WG 9 of the O-RAN Alliance
has also utilized the management entities of some of the
said SDOs and harmonized them to design an open and

intelligent management domain for TN NSSs [103]. The
O-RAN Alliance has not yet specified how these entities
would be exploited to manage the transport domain inside
the Open RAN. Future releases of WG 9 will study this
topic in more detail for beyond 5G and 6G slicing frame-
works. Nonetheless, we are convinced that the architecture
of the futuristic TN management domain of the O-RAN
Alliance would closely resemble our proposal depicted in
Figure 7. Finally, the IOWN Global Forum introduced an
E2E Transport Orchestrator [110], which can also be lever-
aged by the transport management domain of our architecture
to manage the 6G TN NSSs over future wireless and opti-
cal transport infrastructure. The IOWN Global Forum is
currently standardizing the most advanced transport tech-
nologies for the 6G. The slicing aspects have not yet been
exhaustively studied by this forum during the course of our
research. However, it is anticipated that the IOWN Global
Forum will extend the proposed orchestrator to the M&O of
6G transport slicing.

5) INTELLIGENT M&O PROCEDURES FOR THE 6G
EXTREME EDGE

In 6G slicing, there will be managed resources and objects
that are beyond the public network domain and will be
located close to end-users or within the premises of indus-
tries and enterprises. For example, managed objects and
resources exist within industrial enterprises, intelligent agri-
cultural farms, and automobile factories. This domain is
called the “extreme edge domain,” “far edge domain,” or
“beyond the edge domain” [16]. It targets new business
opportunities, enhances end-user and tenant experiences, pro-
vides tenants with a set of management responsibilities, and
ensures the privacy and security of tenant data for those who
do not desire to share their data or information on public
networks. The extreme edge managed objects will be hosted
by extreme edge clouds and orchestrated by the extreme edge
management domain. The resources located in this domain
may exhibit a significant degree of asynchrony, necessitating
specialized M&O procedures. The integration of the extreme
edge management domain into the public network manage-
ment domain is a challenge of paramount importance due to
the large quantity and heterogeneity of devices and managed
resources. The extreme edge management domain might be
managed by the service provider, the owner of an industry,
or jointly by the service provider and the tenant. In the case
where the tenant has control over its M&O, it is crucial
that the service provider and tenant define the management
level so that both parties understand their responsibilities
regarding M&O of 6G NSs.
The management level of the extreme edge domain can

be defined such that the tenant has either complete or
limited control over managing- and managed-resources. To
reach a win-win agreement over the M&O of the extreme
edge domain, we propose the concept of management level
agreement (MLA). The MLA could be a separate, legally
enforceable contract signed by both parties, or it could be
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an essential element of the SLA. It must define a full or
partial set of capabilities, services, and features for the
M&O of the extreme edge domain. The MLA grants a ten-
ant the required autonomy and the distinguishing feature
of developing, deploying, and orchestrating its own appli-
cations, services, resources, and policies related to a 6G
NS through negotiation and enforcement with the service
provider. During negotiation, the tenant may not be per-
mitted to undertake certain M&O procedures due to MLA
constraints. The negotiation between over the MLA, includ-
ing the access rights and levels, the degree (e.g., zero, partial,
or full) of autonomy, and M&O capabilities, can be defined
and performed via a standardized interface.
No SDO has thus far specified a management system

for the M&O of the extreme edge domain. To address
this challenge, there may be two possibilities. First, the
SDOs focusing on the standardization of cloud and edge
computing may take the initiative to propose and standard-
ize this management domain. Second, the SDOs related to
telecommunications may extend their legacy M&O frame-
works towards the extreme edge management domain. In
either scenario, the extreme edge management domain must
interoperate with the E2E M&O entity (i.e., NSMF). This
management domain shall utilize innovative MFs to manage
the asynchronous and error-prone nature of end-user devices
and objects. For the purpose of completeness in our frame-
work, we assume the harmonized architecture of the 3GPP
TSG SA5 and ETSI ISG NFV as the management system and
intelligentization framework of the extreme edge resources.
Hence, the extreme edge management domain can leverage
an NSSMF-like MF for the M&O of this domain. It can
also make use of the NFMF-like MF for the M&O of the
PNFs and VNFs.
The extreme edge NSSMF shall interact with the NSMF

via a northbound interface and with the NFMF via a south-
bound interface. With the integration of the extreme edge
management domain into the E2E M&O domain, the so-
called “device-edge-cloud continuum M&O” concept can
be accomplished in the proposed framework [16]. In the
device-edge-cloud continuum M&O, the Management and
Orchestration Layer can provide continuous orchestration
from devices (in the extreme edge domain) through the edge
data centers and up to the centralized data centers, consider-
ing all tiered data centers and network resources in between.
This E2E M&O system should be unified, federated, decen-
tralized, intelligent, open, and self-sufficient. And the NSMF
shall play the role of a central M&O function that has com-
plete knowledge of topology and available resources in all
four domains. Finally, the adoption of ML algorithms can
significantly enhance the efficiency of extreme-edge M&O
strategies, as it can help to automatically discover patterns in
the dynamic and variable trends of managing- and managed-
resources availability. Since the interoperability between the
MDAS, 3GPP-NSMS, and NFV-MANO has been discussed
previously, we skip such a discussion and assume that a

similar interaction applies to the intelligentization of the
extreme edge management domain.

D. NETWORK SLICE LAYER
The Network Slice Layer defines and archives the logical
components of an E2E 6G NS. It is situated between the
Management and Orchestration Layer and the Infrastructure
Layer. This is due to the requirement that the logical com-
ponents of a 6G NS can be directly managed by the
Management and Orchestration Layer and hosted by the
Infrastructure Layer. The logical components primarily con-
sist of logical NFs and logical transport links connecting
them to realize a complete, customized, and isolated logi-
cal 6G network. The logical components can be provided
in virtual, cloud-native, or physical forms, and they can be
deployed at various points across the underlying infrastruc-
ture. They can be temporarily or permanently deactivated
or activated based on the topological requirements of a 6G
NS. Due to their requirements, some logical components
may require fewer resources for certain 6G NSs, whereas
the same logical components may require more resources for
other types of 6G NSs. Furthermore, the logical components
can be deployed in shared, dedicated, or hybrid fashions.
Hence, this layer shall define the logical components that
can be shared by 6G NSs and those that can be deployed
in dedicated or hybrid manners. Additionally, the logical
components in each 6G NS are subject to a certain traffic
originating, transmitting, receiving, and terminating chain,
as well as a customized network topology, which must be
defined, exploited, and optimized by this layer.
To utilize a standardized entity for sequentially chaining

the logical components of a 6G NS, this layer can use the
service function chain (SFC), which is specified by the IETF
WG SFC [111]. The SFC is deployed in 5G slicing [112].
We believe that, due to its capabilities and implications on
service delivery, it will continue to exist in 6G. Nevertheless,
the SFC will also require application-level and architectural-
level optimization to fulfill the chaining and sequencing
requirements of the logical components of a 6G NS. In our
framework, a SFC can specify an ordered set and connected
sequence of available NFs and transport links. It can also
determine the ordering constraints that must be imposed on
network traffic of logical components (i.e., packets, frames,
and/or flows) in accordance with the requirements of a 6G
NS in the upstream and downstream directions. The Network
Slice Layer can employ SFC for each of the instantiated 6G
NSs to define the behavior, assist in the development of the
business model, and enable the customization of the required
and contracted service delivery. The SFCs can be designed
and archived for future usage in the Network Slice Layer
repository.
The design of a SFC for a 6G NS shall be in com-

pliance with the deployment guidelines and architectural
principles of the IETF, specified in [111] and [113], respec-
tively. During the preparation and provisioning of a 6G NS,
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the SFC can be selected from the repository and utilized
for the corresponding NS. However, during the lifetime of
a 6G NS, a static SFC deployment model may not be able
to fulfill the requirements of an NS in a environment that is
subject to frequent changes. Additionally, deploying a static
SFC, which is tightly coupled to the underlying network
topology and physical resources, reduces (or, in some cases,
eliminates) the ability of a service provider to introduce
new logical components to the running SFC, requires a
predefined network topology, and is not suited for complex
network configurations [114], [115]. In order to overcome
these challenges, the SFC must support dynamic behaviors
and actual network conditions during the operation of a 6G
NS by adding, removing, reprogramming, and modifying
NFs, transport links, and service nodes in a flexible, optimal,
and autonomous manner [113].

Each SFC can stretch over numerous domains. The NFs
and transport links in each domain may be delivered in
physical, virtual, or cloud-native forms. To define an E2E
SFC for a 6G NS, there are two design and deployment
options.

• First, the Network Slice Layer can define a unified SFC
that can be applicable to all network domains, NFs, and
transport links. Since the standardization of different
domains falls under the purview of separate SDOs, the
cooperation of the relevant SDOs is a prerequisite for
the design of a complete 6G SFC.

• Second, this layer can design domain-or technology-
specific micro SFCs and merge them to produce an
E2E SFC. For example, four micro SFCs, each for a
domain, can be designed and merged. To accomplish
this, the Network Slice Layer can employ the VNF for-
warding graph (VNFFG), specified by the ETSI ISG
NFV in [116], to design the order and ordering con-
straints of the cloud-native NFs and VNFs at 6G CN and
RAN domains. For the transport domain, this layer can
leverage the network forwarding path (NFP) to define
the path(s) taken by actual traffic. For the extreme edge
domain NFs chaining, we presume that an SDO will
define a standardized entity in the future. Finally, these
four functions and pathways chaining entities can be
combined to construct a complete SFC for an E2E 6G
NS.

Each option has its own advantages and challenges.
Because the Deployment Perspective is beyond the scope,
we let the network operator and tenant decide which of the
proposed SFC design and deployment methods best meet
their requirements.
To define the components of a SFC for an E2E 6G NS,

we separately look into the details of the logical NFs and
logical transport interfaces the four subnets as we defined
them in the Management and Orchestration Layer.

• Figure 8 illustrates that the CN NSS consists of several
NFs, including legacy NFs such as mobility manage-
ment, NS selection, policy control, etc., as well as novel

NFs that might be introduced in the future to augment
the capabilities of 6G CN slicing. Since several decades,
the 3GPP TSG Service and System Aspects WG 2
(TSG SA2) and 3GPP Core Network and Terminals
WG 4 (CT WG4) have played a significant role in the
standardization of NFs, architectures, and protocols for
the CN domain [117], [118]. We anticipate that both
of them will standardize slicing-aware 6G CN NFs,
architectures, and function chains to define various 6G
NSSs.

• Figure 8 also depicts that a RAN NSS consists of sev-
eral logical NFs, such as radio resource control, medium
access control, radio frequency, etc. Based on exist-
ing functional split options, the legacy RAN NSS NFs
can be divided into three components, namely the CU,
DU, and RU, with each component containing a subset
of the above NFs. Traditionally, the 3GPP TSG SAs
and the 3GPP TSG RANs have been standardizing the
RAN NSS-related aspects [117], [119]. We believe that
both of these TSGs, along with O-RAN Alliance, TIP,
and SCF, will extend the standardization of RAN slic-
ing towards 6G by introducing novel radio NFs, split
options, protocols, etc. for the future design of 6G RAN
NSSs.

• As depicted in Figure 8, the TN NSS can contain up
to three interfaces: NG, F1, and Fx. In some cases, this
NSS can also include the logical interface between the
access network and the end-user, the air interface. The
SDOs related to the TN domain, which were mentioned
previously, will continue to play a critical role in stan-
dardizing the logical interfaces as well as introducing
their capabilities for the 6G transport slicing.

• Finally, the extreme edge NSS may also include sev-
eral logical components. This NSS has not yet been
standardized. However, its standardization is currently
a hot topic in numerous 6G projects and discussions
around the world [16]. We anticipate that this NSS will
also consist of multiple logical NFs and be deployed
sequentially.

To propose a baseline architecture for the Network Slice
Layer, we consider the latest specifications of the relevant
SDOs. We anticipate that the state-of-the-art logical com-
ponents of an NS will be upgraded and that several novel
logical components will be introduced in 6G slicing that
can be integrated into this layer. Some logical components
may be deployed in the CN, while others may be moved
to the edge or even the extreme edge to satisfy the extreme
requirements (described in Table 2 and beyond) of various
6G NSs. For example, the Network Slice Layer shall relo-
cate (or design) the NFs (which are traditionally deployed
in the CN) to the edge of a 6G network, aimed at satisfy-
ing the performance requirements of the URLLC devices. In
addition, this layer should be capable of scaling any future
NFs and providing logical connectivity among them for any
network domain within an NS. This layer should also be

VOLUME 4, 2023 1637



HABIBI et al.: TOWARD AN OPEN, INTELLIGENT, AND END-TO-END ARCHITECTURAL FRAMEWORK

FIGURE 8. The Network Slice Layer architecture of the proposed framework.

able to expose the design of logical components, enabling
tenants and developers to access, create, and modify new
logical components, as well as innovate to meet the evolv-
ing requirements of vertical industries and use cases. These
features and capabilities must be clearly stated in the descrip-
tors of the relevant SFC of a 6G NS. The SFC must also
define the optimal placement of NFs and transport links
onto the underlying physical components with respect to the
requirements of a 6G NS. For example, latency-sensitive and
bandwidth-devouring NFs can be deployed close to the end-
user devices, whereas latency-tolerant and low-bandwidth
NFs can be placed in a core or a centralized data cen-
ter [120]. It is worth noting that the legacy SFCs, VNFFGs,
NFPs, and their respective templates must also be upgraded
to fulfill the capabilities that the Network Slice Layer shall
support.
Finally, each 6G NS must be uniquely identified by an

identifier across all network domains. The identifier must be
carried with the network traffic to enable isolation and help
the Network Slice Layer in differentiating the network traffic
of a 6G NS. To that end, this layer uses the 3GPP-specified
NS selection assistance information (NSSAI) [121], where
each 6G NS can be allocated with its single NS selection
assistance information (S-NSSAI), as shown in Figure 8.
Each S-NSSAI is provided with standardized optional and
mandatory identification information, called the slice dif-
ferentiator (SD) and slice/service type (SST), respectively.
The 3GPP has specified that the SST can provide up to
28 values and the SD can provide up to 224 values [9].
It can be foreseen that the number of standardized and
operator-specific NSs in 5G slicing framework is lower
than the number of NSs expected to be defined in 6G.
Therefore, to provide a unique S-NSSAI for each 6G NS

in 6G framework, the length of the SST and SD can be
increased by the 3GPP.

E. INFRASTRUCTURE LAYER
The Infrastructure Layer represents the virtual, cloud-native,
and physical resources that host the logical components
of 6G NSs. It is responsible for configuring, allocating,
optimizing, and terminating the resources of a 6G NS
across virtualized, cloudified, and physical network sites
and transport links in an intelligent and optimal manner.
To deploy an E2E 6G NS, this layer shall enable the
internal connectivity between the infrastructural resources
of an operator, as well as their connectivity with third-
party resources and external systems. The configuration
and allocation of the underlying 6G processing, storage,
and connectivity resources can be performed (in a central-
ized or distributed manner) by an infrastructure manager.
The infrastructure manager can use ML to reduce energy
consumption, enhance performance, improve QoS, etc. In
addition to the aforementioned resources, this layer can con-
sist of electrical power resources and systems that must
be intelligently planned, exploited, and maintained with the
goal of providing energy-efficient and sustainable services
in 6G.
Figure 9 shows that Infrastructure Layer is composed

of two major parts: Public Network Domain and Vertical
Premises.

• The Public Network Domain part is a public 6G
network that provides 6G services to tenants by utiliz-
ing cutting-edge infrastructure, technologies, resources,
and solutions. In the Public Network Domain, this
layer includes network data processing sites, transport
links, and storage resources that can be deployed across
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FIGURE 9. The architecture of the Infrastructure Layer of the proposed open and intelligent framework for slicing in 6G.

the Infrastructure Layer using a variety of legacy and
standardized topologies, such as bus, tree, mesh, star,
hybrid, etc. Taking a tree topology into consideration,
the Public Network Domain consists of intelligent core
data center, aggregation data center, edge data cen-
ter, and cellular sites. The intelligent data centers and
cellular sites are interconnected through backhaul, mid-
haul, and fronthaul transport links, respectively (see
Figure 9). The data centers host the VNFs and cloud-
ified NFs of the CN NSS and RAN NSS, while the
cellular sites host the PNFs of a RAN NSS. This
hierarchical topology has been widely adopted in the lit-
erature due to its simplicity, modularity, flexibility, and
easy manageability [9]. However, it poses a number of
challenges in terms of resilience, dependency, and scal-
ability. Therefore, the hierarchical topology may serve
as a benchmark for evaluating alternative topologies for
this layer, such as recursive, random, hybrid, etc. The
underlying transport links intelligently host the logical
TN interfaces of a 6G TN NSS.

• The Vertical Premises part is a private (i.e., non-public)
network domain that can be owned by the owner of
an industry and is used to host specific subnets of 6G
NSs by employing cutting-edge private communication
and industry-specific resources and technologies. In the
Vertical Premises, this layer is composed of tenant-
owned processing, storage, and networking resources,
in addition to end-user and IoT devices. Similar to
the Public Network Domain, these resources can be
delivered and deployed in virtual, cloud-native, and
physical forms.

In the rest of this subsection, we will examine in depth
the components and connectivity of both parts, respectively.

1) PUBLIC NETWORK DOMAIN

Figure 9 depicts that the Public Network Domain consists of
three intelligent data centers: core data center, aggregation
data center, and edge data center. These cloud data sites are
distributed geographically across the central, regional, and
edge locations of a 6G network, respectively [9]. Each data
center consists of cloud-native resources, virtual resources,
general-purpose hardware, and software components. The
cloud site manager can utilize these resources to host, man-
age, and execute the cloudified and virtualized functionalities
of 6G NSs. The manager of each data center employs ML
algorithms to manage, orchestrate, allocate, and optimize
the cloudified, virtualized, and physical resources. Utilizing
intelligent softwarization, cloudification, and virtualization
technologies, the physical resources of a cloud data cen-
ter can be abstracted and partitioned into virtualized and
cloudified environments, such as VMs, containers, uniker-
nels, or other ultra-lightweight and single-purpose cloud and
virtual environments that might be introduced in the future.
The cloud site manager in a data center employs intelli-
gent algorithms to map the virtual and cloud-native NFs of
an NS onto the aforementioned cloudified and virtualized
environments.
There are several SDOs that are involved in the stan-

dardization of various aspects of cloud and edge computing
data centers. In this article, we focus on the SDOs that are
related to the telecom industry, specifically those standard-
izing slicing-aware cloud and edge computing data centers
for mobile networks. Based on this, we observed that the
ETSI ISG NFV [122], ETSI ISG multi-access edge com-
puting (MEC) [123], and O-RAN Alliance WG6 [124] are
currently the most influential bodies and believed to play
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a significant role in the standardization of 6G cloudified
and virtualized infrastructure in the future. In these SDOs,
the notions NFV infrastructure (NFVI)-point of presence
(PoP), MEC Application Host, and Open-Cloud are used
as synonyms for the intelligent cloud data center, respec-
tively. Each of these SDOs has specific interests and scope
in the standardization of the underlying infrastructure of a
specific domain. In the following, we elaborate on each intel-
ligent cloud data center and how the relevant specifications
of the above SDOs can be employed to design a 6G-enabled,
slicing-aware, open, and intelligent cloud infrastructure for
6G slicing ecosystems.
The intelligent core data center is located in the CN

domain, as illustrated in Figure 9. It hosts the logical com-
ponents of a 6G CN NSS. These components, which can be
sequentially chained together to form a complete CN NSS,
are mapped onto their respective virtualized or cloud-native
environments. The goal of the mapping process is to deploy
the components of a 6G CN NSS onto suitable virtualized or
cloudified environments that are capable of fulfilling their
cloud-native and virtual resource requirements. To map a
6G CN NSS, the infrastructure manager can employ ML
algorithms, improving the configuration and allocation of
the underlying resources of the intelligent core data center.
To guarantee resource isolation among the 6G CN NSSs,
each cloudified or virtualized environment can be limited to
hosting a single type of CN NF. For instance, a lightweight
VM hosting the access and mobility MF can be configured
exclusively to deploy this particular CN NF throughout the
lifetime of the respective CN NSS. We believe that such a
customization of the mapping process can assist the infras-
tructure manager in identifying the root cause and resolving
the failure, as well as facilitate a resource-sharing mecha-
nism that allows virtualized or cloudified environments to
be shared between multiple homogeneous 6G CN NSSs,
thereby enhancing resource utilization. Once the mapping
process of the CN NFs is complete, the infrastructure man-
ager monitors the physical, cloud, and virtual resources and
scales up and down or in and out the required resources of
the mapped CN NFs according to the dynamic changes and
environmental conditions of the 6G CN NSS.
The intelligent aggregation and edge data centers are

deployed in the regional cloud and edge cloud, respectively
(see Figure 9). Both data centers host the components of
the CU and DU of a 6G RAN NSS, which are chained
together in an ordered fashion and provided in a virtualized
or cloudified manner. The infrastructure managers in both
data centers abstract virtual or cloud-native resources from
the general-purpose hardware units, map the logical compo-
nents of the CU and the DU onto the abstracted resources,
and autonomously scale the allocated storage and compute
resources throughout the duration of the RAN NSS. The
infrastructure managers perform these tasks intelligently in
both aggregation and edge data centers. Both data centers
shall allocate the compute and storage resources of a RAN
NSS in complete isolation from the NFs of other RAN NSSs

operating over a shared infrastructure. To enhance the effi-
ciency of resource allocation and facilitate optimal M&O of
the resources of the intelligent data centers, the infrastruc-
ture manager can use standardized description files for the
virtual resources of the CU and DU. The aspects related to
intelligent data centers (hosting both CN and RAN NSSs)
in mobile networks are mainly within the scope of ETSI
ISG NFV, ETSI ISG MEC, and O-RAN Alliance WG6.
We anticipate that these SDOs will continue standardizing
the architectural frameworks, resource abstraction and allo-
cation, intelligentization and automation, and several aspects
of data centers for the 6G networks.
Figure 9 also depicts that Public Network Domain is

composed of cellular sites, each consisting of physical
resources. The cellular sites can be deployed to host the
logical components of the RU for the 6G RAN NSSs using
physical resource descriptors, as depicted in Figure 9. To
design an AI-driven, open, sustainable, and competitive phys-
ical layer for the 6G slicing framework, novel AI-native
interfaces and transmission technologies shall be designed
and deployed in the RU. This includes exploring and
employing new waveform schemes, multi-antenna methods,
spectrum-sharing mechanisms, channel coding solutions, etc.
These innovative physical layer technologies and solutions
could be massive multiple-input multiple-output, reconfig-
urable intelligent surfaces, non-orthogonal multiple access,
etc. The 3GPP TSG RAN [119], the SCF [125], and the O-
RAN Alliance [93] are the leading SDOs that are engaged
in the standardization of the above aspects of the physical
layer for 5G and beyond. We anticipate that these SDOs will
continue to produce relevant specifications for 6G that can
be utilized by the Infrastructure Layer.
Finally, the Public Network Domain comprises transport

links that carry network traffic of a 6G NS over a highly reli-
able and high-capacity transmission medium in the upstream
and downstream directions. They connect the CN and RAN
NSSs, which are hosted at intelligent data centers and cellular
sites. Figure 9 illustrates that TN can consist of up to three
links: backhaul, midhaul, and fronthaul. They host the three
logical transport interfaces of a TN NSS, respectively. The
underlying TN can be made up of reliable physical links (in
the case of wired communication). Each physical link can be
virtualized into several VLs, which are composed of virtual
networking resources. Once the virtualization process of the
physical links is complete, the logical interfaces of the TN
NSS are intelligently mapped onto their respective VLs. The
required networking resources of a TN NSS are described
in the description templates of the virtual and physical links.
The infrastructure manager of the TN domain employs these
descriptors to allocate, manage, and orchestrate the virtual
and physical networking resources of the ordered 6G TN
NSS and the entire transport links of a 6G network.

2) VERTICAL PREMISES

Figure 9 shows that the Vertical Premises (or non-Public
Network Domain) can be owned by the owner of a vertical
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industry, a third-party facility, and a mobile virtual network
operator (MVNO). This part includes the extreme edge
domain resources, which can consist of storage, networking,
and computing. The extreme edge domain can be deployed
in virtualized, cloudified, and physical forms. This part also
comprises end-user and IoT devices. For example, personal
devices, automotive devices, IoT gateways, gaming devices,
tenant-owned data centers, etc. These tenant-owned resources
shall optimally and intelligently host the VNFs and PNFs,
as well as the transport links, of an extreme edge NSS, as
we defined in Network Slice Layer and showed in Figure 8.
To efficiently perform the mapping process of the extreme
edge NFs and transport links onto the underlying non-public
resources, this layer can utilize the ML algorithms, sim-
ilar to the mapping algorithms used by the infrastructure
manager of the Public Network Domain. The extreme edge
domain resources and devices may necessitate the adop-
tion of resource allocation and configuration mechanisms
tailored to their unique constraints, such as lower power
capability, limited resources that are typically shared with
user-controlled applications, high-number and heterogeneity
of devices, volatile behavior, mobility patterns, etc. Similar
to the NFs and transport links of the remaining NSSs, the
NFs and transport links of an extreme edge NSS can also
be managed by an infrastructure manager designed for this
domain, utilizing dedicated description files.
The extreme edge domain must be distinguished from

the regular domains, which are typically subject to strin-
gently controlled conditions. Extreme edge devices, on the
other hand, fall under the purview of the end-user and
tenant, which means they are not necessarily subject to rou-
tine maintenance (they may be prone to error) and may be
unexpectedly moved or even turned off and on (they could
behave asynchronously regarding their status). This applies
not only to personal devices but also to devices in cor-
porate environments (e.g., vertical industry environments)
that fall outside the purview of the operator. Additionally,
the extreme edge environments will contain a heteroge-
neous collection of devices and data protocols, including
devices with limited computing and storage capabilities. It
will also be enormous in scale, even surpassing the human
scale in terms of routine operations. It would be neces-
sary to align with providers of extreme edge devices so that
they provide the necessary software development kit and
well-defined APIs.

F. NETWORK INTELLIGENCE LAYER
This layer collects data from the Infrastructure Layer of
the proposed 6G slicing framework on a periodic or as-
needed basis, analyzes the collected data using AI and
ML algorithms, and provides intelligent solutions, real-time
predictions, and accurate recommendations for the purpose
of empowering the operations and processes of the underly-
ing Infrastructure Layer. The Network Intelligence Layer is
designed specifically for the intelligentization and automa-
tion of the Infrastructure Layer, as the remaining layers of

the proposed framework have their own relevant standardized
intelligent schemes and tools designed by the correspond-
ing SDOs. For example, the Management and Orchestration
Layer utilizes, among others, the ETSI ISG ZSM and
3GPP TSG SA5 intelligent and automation frameworks to
automate and intelligentize its operations and processes.
Assuming that some layers may require historical data or
may need to import a trained AI/ML model from the Network
Intelligence Layer, the proposed framework shall support
these interactions. Consequently, the scope of the Network
Intelligence Layer may go beyond the intelligentization of
the Infrastructure Layer.
The integration of AI into the Infrastructure Layer can

bring several benefits [2], [9], such as improved flexibil-
ity and adaptability, enhanced security and privacy, better
efficiency and performance, accurate localization and posi-
tioning, and an intelligent network through ML and edge
computing. The primary features and capabilities of this
layer include data collection and analysis, intelligent solu-
tions, real-time predictions, and accurate recommendations
[2], [9], [126].

To perform the above tasks and deliver novel intelligence
and automation capabilities, the Network Intelligence Layer
uses two standardized frameworks: the 3GPP network data and
analytics function (NWDAF) and the ETSI ISG experiential
networked intelligence (ENI). The NWDAF framework is
applicable to 3GPP-defined domains and components. The
ENI framework is designed in such a manner that it can be
applied to any domain of a 6G network. The latest frameworks
of the 3GPP NWDAF and the ETSI ISG ENI are illustrated in
part (a) and part (b) of Figure 10, respectively. In the following,
we discuss their applicability to the intelligentization and
automation of the Infrastructure Layer.

1) UTILIZING THE 3GPP NWDAF FRAMEWORK

The NWDAF has been specified by the 3GPP TSG SA2 for
the integration of intelligence and automation into 3GPP-
defined networks [127]. The NWDAF was defined for the
intelligentization of 5G and can be extended towards 6G.
The latest framework of the NWDAF can be deployed in a
centralized or distributed manner [128], where each of the
deployment options can have its own capabilities and limita-
tions. The Network Intelligence Layer can deploy NWDAF
in the CN domain and RAN domain of the Infrastructure
Layer. In both domains, the NWDAF can collect a large
amount of historical and real-time network-related data
from the corresponding service nodes, applications, and
NFs through the use of ML data collection techniques. It
then extracts relevant information from the collected data,
performs network analytics, produces insights through the
use of a standardized architecture, and takes well-informed
decisions with the goal of enhancing the functionality and
performance of the 6G RAN and CN NSSs [127]. This
standard mechanism for collecting, analyzing, and exposing
data related to the Infrastructure Layer enables the proposed
framework to manage, automate, and optimize the operations
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FIGURE 10. The architecture of the Network Intelligence Layer of the proposed open and intelligent 6G slicing framework.

and processes of 6G NSs more efficiently in comparison to
the state-of-the-art algorithmic solutions.
Figure 10 illustrates that the NWDAF framework can

consist of a Centralized-NWDAF, two domain-specific
NWDAFs (i.e., the RAN NWDAF and the CN NWDAF), and
a number of NF-level NWDAFs. We believe that deploying

a centralized NWDAF is challenging due to data privacy and
security, requiring additional network resources and costs to
collect and process a large amount of data in Centralized-
NWDAF, limited flexibility in terms of customization, etc.
Hence, a decentralized intelligence architecture (proposed in
Figure 10) for the NWDAF is expected to overcome most of

1642 VOLUME 4, 2023



the said challenges. In each domain of the NWDAF archi-
tecture, the NF-level NWDAFs are deployed close to the CN
and RAN NFs and are used to construct customized NF-level
models using data analytics collected from the corresponding
NFs. The CN and RAN NWDAFs derive data analytics from
several NF-level NWDAFs within their domains with the
intention of developing models customized for their respec-
tive domains, namely models for 6G RAN and CN NSs.
The Centralized-NWDAF collects the domain-specific mod-
els from the distributed NWDAFs and constructs a global
model, namely the model for a 6G NS. These three vari-
ous hierarchical NWDAFs employ 3GPP standard interfaces
to download and upload the relevant models and are suit-
able for the deployment of FL algorithms in the Network
Intelligence Layer.
The Centralized-NWDAF is assumed to be deployed in a

central cloud and is composed of at least three major modules
and two main logical functions (see Figure 10) [127], [128].
The Analytics Logical Function executes inferences and
produces analysis information (such as predictions, recom-
mendations, statistics, etc.). The Model Training Logical
Function is used to train the ML model (i.e., mainly
global model) and provides the trained model to the
Analytics Logical Function for the execution of inferences
and generation of analysis information. The Communication
Module is used to connect the Centralized-NWDAF with the
CN- and RAN-NWDAFs via 3GPP-defined interfaces. The
Aggregation Module can collect local models from domain-
specific NWDAFs to generate a global model, aggregate
a global model into several local models, and provide local
models back to domain-specific NWDAFs. The Management
Module is employed to manage the inferences, aggrega-
tion, and analysis processes within the Centralized-NWDAF.
The Centralized-NWDAF is connected with CN- and RAN-
NWDAFs via a 3GPP-defined interface to upload local
models and download global model. Depending on the design
and deployment of the Network Intelligence Layer, the two
domain-level NWDAFs can also consist of some of the mod-
ules and logical functions discussed above and be responsible
for executing the above tasks in their domains.
The CN-NWDAF is assumed to be deployed in the CN

domain. To perform analytics collection, the CN-NWDAF is
connected with its associated NF-level NWDAFs by means
of standardized interfaces for uploading NF-level models
and downloading local model (i,e, CN NSS model). Each
NF (legacy and futuristic 6G NFs) in the CN domain has its
own customized NF-level NWDAF, which can collect and
analyze data from the corresponding CN NF and deliver the
trained NF-level model to the CN-NWDAF. We anticipate
that each NF-level NWDAF can only be provided with the
learning module. Once the CN-NWDAF receives the trained
models from all CN NF-level NWDAFs, it merges the NF-
level models to generate a local model at the 6G CN NSS
level. The NF-level NWDAFs can download the CN NSS
model to enhance the performance of the NF-level models.
The upload of NF-level models and the download of the

CN NSS model between both entities can be performed on
the basis of needs or in a specific time interval. Figure 10
illustrates that each NF-level NWDAF in the CN domain
is responsible for the analytics of the NF to which it is
assigned and connected. Hence, the model trained in a NF-
level NWDAF can be accessed only by the CN-NWDAF and
this specific NF-level NWDAF. This customization feature
of NWDAF is believed to improve the privacy and security
of training, uploading, downloading, and managing the NF-
level models and local models across the CN domain in the
Infrastructure Layer.
The RAN-NWDAF is assumed to be deployed at the

RAN domain of a 6G network and establishes a connec-
tion with all NF-level NWDAFs in the 6G RAN domain
via 3GPP-standardized interfaces. The NF-level NWDAFs
in the RAN domain collect analytics related to the 6G RAN
domain from the CU, DU, and RU, as well as upload the
NF-level trained models to the RAN NWDAF and down-
load the local model (i.e., RAN NSS model) from the RAN
NWDAF based on needs or time-interval. In addition to the
legacy RAN NFs, there will be 6G radio NFs that may
also require NF-level NWDAFs. Similar to the CN domain,
each NF in the RAN domain has its customized NF-level
NWDAF, collecting data and training model related to this
specific NF. The NF-specific model in the RAN domain is
only accessible by the corresponding NF-level NWDAF and
RAN-NWDAF, thereby improving the security and privacy
of RAN intelligentization in the 6G slicing framework.
Figure 10 illustrates that in 6G CN and RAN domains, the

data is collected and analyzed at the NFs of both domains,
and only the trained models (i.e., NF-level, domain-level, and
global models) are shared among the entities of the proposed
NWDAF framework. In each network domain, each NF pro-
vides a specific type of data analytics to its corresponding
domain-level NWDAF. The domain-level NWDAF collects
the required data analytics from all (or certain) NFs in order
to deliver meaningful analytics at the corresponding domain
level. Likewise, each domain-level NWDAF in Network
Intelligence Layer provides specific analytics at the domain
level which is then delivered to the Centralized-NWDAF,
where a number of domain-level models are trained to gen-
erate a more accurate global model. This is similar to the
FL algorithms, in which the data collection and storing at a
centralized repository is avoided and only the trained mod-
els are shared among the corresponding components. Hence,
applying FL algorithms within the context of the proposed
NWDAF framework of the Intelligence Layer can be effi-
cient in terms of security, privacy, delay, and several other
performance metrics.

2) UTILIZING THE ETSI ISG ENI FRAMEWORK

The Network Intelligence Layer of the proposed architecture
can also employ the ETSI ISG-defined ENI framework for
integrating numerous types of cutting-edge ML algorithms,
context-aware policies, closed-loop schemes, and metadata-
driven mechanisms into various network domains, transport
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domains, and operations of a 6G network [129]. The grand
objective of such an AI-based framework is to adjust the
operations and processes, including resource scheduling,
optimization, and orchestration, of the Infrastructure Layer
according to the frequent changes in end-user requirements,
business objectives, and 6G network operations. In our
proposed framework, the ENI System can collect a large
scale of data from network domains of the Infrastructure
Layer, understand their configuration and operational status
in real-time, and employ advanced ML algorithms to enable
intelligent service deployment, resource management, moni-
toring, maintenance, predictions, and other operations within
the said layer [9]. To perform these tasks, we extend the ENI
framework and integrate it into the Network Intelligence
Layer to automate and intelligentize the operations and
processes of the Infrastructure Layer. The ENI framework
consists of several input- and output-facing FBs as well
as API brokers that are used to collect and process the
data and provide well-informed actionable decisions to the
Infrastructure Layer [129]. The extended ENI framework
in Network Intelligence Layer is depicted in part (b) of
Figure 10. It can train and deploy a relevant ML model in
both online and offline scenarios.
In the case of online training, the input-facing FBs acquire

data from various network domains of the Infrastructure
Layer via an open and intelligent API broker, ingest the
input data, normalize the collected data into a format the
ENI System can understand, and distribute it to its internal
entities. The internal entities of the ENI System process
the data, employ the relevant ML algorithms to make real-
time predictions, accurate recommendations, and intelligent
solutions, and provide them to its output-facing FBs. The
outputs of a ML algorithm are then denormalized and
translated into a format the Infrastructure Layer can under-
stand via an API broker. Then, the Infrastructure Layer
can automate its operations and processes with respect to
the deployed 6G NSs using the predictions, recommenda-
tions, solutions, etc., acquired from the Network Intelligence
Layer. The ENI System in the Network Intelligence Layer
and network domains of the Infrastructure Layer can be
connected via ETSI ISG ENI-defined external interfaces.
Moreover, the ENI System is also connected to a set of
applications, which are required to participate in the automa-
tion and intelligentization of the Infrastructure Layer. The
ENI System is controlled by an administrator, located in
the operator’s domain. For simplicity, these interconnections
are not shown in Figure 10. Interested readers can refer
to [9], [129] and the references therein for a detailed descrip-
tion of the ENI framework and its applicability in public
networks.
The Data Ingestion is an input-facing FB in the ENI

framework, which ingests structured, semi-structured, and
unstructured data – provided by streaming, batch, and on-
demand mechanisms – related to various network domains
of the Infrastructure Layer. This FB performs filtering, cor-
relation, cleansing, anonymization and pseudonymization,

augmentation, and labeling operations in the Network
Intelligence Layer on raw data collected from the
Infrastructure Layer. Once the data collection and ingestion
processes are completed, the ingested data is then sent to
the Normalization FB to interpret and normalize it into a
single, common, and unified format that is understandable
for further processing by the internal entities of the ENI
framework. The normalization of ingested data related to
the Infrastructure Layer into a standard format, on the one
hand, enables Network Intelligence Layer to quickly learn
about the optimal parameters of each of the nodes located in
the Infrastructure Layer, on the other hand, reduces complex
computational problems between the ENI System and the
network domains of the Infrastructure Layer.
Subsequently, the normalized data is sent to internal

entities, especially Knowledge Management FB, which is
used to filter the normalized data. The filtered data must
then be subjected to additional processing by multiple
internal entities. These internal entities (see Fig. 10) are
initially in charge of producing recommendations, com-
mands, and knowledge and are used to automate the
operations of the Infrastructure Layer with respect to 6G
NS instances. In addition, they use existing knowledge
and/or add new knowledge to enable the ENI framework
to adapt its behavior according to the dynamic changes in
the Infrastructure Layer. The internal entities are Context-
aware Management, Cognition Management, Model-driven
Engineering, Situational-awareness, and Policy Management
FBs. To avoid redundant information and for the sake of
simplicity, we provide a brief description of their function-
alities and roles within the context of the ENI framework in
Figure 10. More detail on them can be found in [129]. Once
the commands and recommendations are generated by the
internal entities, they are delivered to the Denormalization
and Output Generation FB, which is considered an output-
facing FB in the ENI framework.
In the case of offline training, the ENI framework uti-

lizes corresponding historical data, which is collected from
the Infrastructure Layer and archived in repositories of
the Network Intelligence Layer. The historical data is first
cleaned, randomized, and visualized using a variety of data
cleaning, randomization, and visualization techniques by the
Network Intelligence Layer and delivered to the ENI frame-
work. The ENI framework then partitions the historical data
into two distinct sets: the training data set and the eval-
uation data set. The former data set is used to train the
relevant ML model. The latter data set is employed to assess
the performance objectives of the selected ML algorithms.
Assuming that the model has been successfully trained, the
ENI framework provides the offline-trained model to its
internal entities, which undergo similar processes as the
online model discussed above. The internal entities then
provide recommendations and predictions produced by the
offline-trained model to the Denormalization and Output
Generation FB to deliver them to the corresponding network
domain in the Infrastructure Layer.
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FIGURE 11. The architecture of the Network Exposure Layer of the proposed open and intelligent framework for 6G slicing.

During both online and offline training of an algorithm,
the Denormalization FB executes the inverse functionalities
of the Normalization FB. It specifically means that – once
it receives the processed data from the internal entities –
it is used to translate the processed data coming from the
ENI‘s entities into the format(s) that is(are) understandable
by the Infrastructure Layer. The translated data is then for-
warded to the Output Generation FB to deliver it to the
corresponding network domain of the Infrastructure Layer.
The Infrastructure Layer utilizes the commands and rec-
ommendations of the ENI System to automate operations
related to 6G NSs. The Denormalization FB communicates
with the Infrastructure Layer through an API broker in order
to translate the APIs of the ENI System to the APIs of the
Infrastructure Layer (see Fig. 10). The API broker shall be
compliant with all internal and external interfaces of the ENI
framework.

G. NETWORK EXPOSURE LAYER
The Network Exposure Layer is an essential layer of the
proposed slicing framework, offering a number of standard-
ized and secure interfaces for exposing novel 6G capabilities
and slice-specific services to external applications, tenants,
third-party developers, and MVNOs. The Network Exposure

Layer can expose, control, and manage a large set of well-
defined, secure, standardized, and controllable capabilities of
APIs across the proposed framework. These features enable
the Network Exposure Layer to regulate effective commu-
nication and interaction between all layers of the proposed
slicing framework, as well as authorize the tenants and third-
party developers with a certain level of exposure in order
to grant access to and perform specific control, manage-
ment, and orchestration tasks related to 6G services in a 6G
network. In the proposed framework, the Network Exposure
Layer enables the tenant and third-party developers to man-
age the E2E lifecycle of 6G NSs that are tailored to meet the
unique requirements of their particular use cases. Hence, this
layer must act as a gateway between the 6G network and the
external ecosystem for effective exposure, efficient manage-
ment, and seamless programming of exposed services and
NFs of a 6G NS. The Network Exposure Layer shall also
enable operators to expose and monetize their network assets
while providing a secure and reliable environment for third-
party developers and tenants to build and deploy their own
6G applications and services on top of the existing ones in a
6G network. Network and service exposure was regarded as
a capability of a communication network in previous gener-
ations [130]; however, in beyond 5G and 6G slicing-aware
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networks, we anticipate that it shall be considered a require-
ment for managing and innovating on heterogeneous NSs.
In addition, we believe that the network exposure and rele-
vant APIs in 6G networks will be ultra-programmable, easily
usable, incredibly cost-effective, more open, and extremely
intelligent compared to the state-of-the-art network exposing
mechanisms and service APIs.
Network exposure encompasses not only access to NFs,

data, nodes, and services within the proposed 6G slicing
framework, but also the ability for tenants and third-party
developers to execute a set of well-defined operations associ-
ated with their respective 6G NSs in a 6G network. As stated
previously, the exposed NFs, services, and nodes inside the
6G slicing framework can be made accessible through a
set of open and secure APIs. The external applications (i.e.,
those associated with third-party developers and tenants) and
the NFs and services within the 6G slicing framework need
to communicate to exchange exposure-related information in
a secure manner. To accomplish this, the Network Exposure
Layer shall provide the necessary signaling to enable the
exchange of such information between both sides. Although
the design and deployment of the Network Exposure Layer
may differ from one operator to another, we believe that it
would be efficient for both the tenant and network opera-
tor that each 6G NS be offered with its own customized
API(s). The tenants or third-party developers can perform
either all or some of the following tasks using the offered
APIs [131]: monitoring (i.e., to detect critical, major, and
minor incidents associated with a 6G NS), insight (i.e., to
analyze the collected data and acquire the desired results),
and enforcement (i.e., to execute well-informed operations in
the 6G network). Each of these three tasks can be performed
through either a task-customized API that can be combined
and provided to the tenant by the operator, or a single API
capable of executing them in a secure, controlled, and flexi-
ble manner [130], [132]. The authorization of the tenants and
third-party developers to perform the aforementioned three
tasks shall be clearly defined in the SLA [81], [133].
Within the context of the Network Exposure Layer, a

network operator must carefully determine which features
of the 6G network slicing framework should be exposed to
tenants and third-party developers and which should remain
hidden. While it is important to provide access to 6G network
resources and services, it is equally important to ensure
that sensitive or confidential information is not exposed to
unauthorized tenants and developers. There are several fea-
tures and metrics that a network operator must hide from
third-party developers and tenants to protect the security
of the proposed architectural framework and the privacy
of all tenants who access the 6G network slicing frame-
work. They consist of: network topology, security policies,
user and tenant data, SLAs, authentication and authorization
mechanisms, network and service repositories, network and
service management systems, billing and charging databases,
and other sensitive information and data [130], [131], [132].
In general, network operators must find a balance between

exposing network resources and services to third-party devel-
opers and safeguarding the security and privacy of the 6G
network. By judiciously regulating which features are hidden
from third-party developers, network operators may ensure
that their network stays secure and reliable while fostering
innovation and ecosystem growth. While hiding sensitive
information and data (both network- and user-related), the
network operator shall ease the design, deployment, and
operation of the APIs. In order to accomplish this, the
network operators can use a combination of a number of
novel strategies, including standardized APIs, virtualization
and abstraction, robust testing and monitoring, and secure
authentication and authorization.
In order for the network operator to manage a large

number of APIs and control the access of each to the
6G slicing framework, it is critical that a comprehensive
API management and control system be incorporated into
the Network Exposure Layer architecture. The management
and control capabilities of the Network Exposure Layer
require a combination of technical and non-technical mea-
sures to ensure that APIs are deployed efficiently, operating
correctly, and meeting the requirements of tenants and third-
party developers. The API management and control system
shall have the capabilities to discover and register each API,
archive the templates of APIs that shall contain up-to-date
information regarding their functionalities and parameters,
provide real-time monitoring of API performance, facilitate
the onboarding of third-party developers, streamline the API
management process, etc. It shall also be in charge of authen-
ticating and authorizing the third-party developers accessing
the 6G NS and the components included in the 6G NS,
thereby preventing possible attacks and ensuring that the
third-party developers access only the subscribed compo-
nents in a 6G network. By establishing such a comprehensive
management and control system in the Network Exposure
Layer, network operators are able to effectively manage a
large number of APIs while still maintaining the security
and reliability of the 6G NSs.
To effectively perform the aforementioned management

and control tasks, the Network Exposure Layer can utilize the
3GPP-defined network exposure function (NEF) and a num-
ber of novel components. The architecture of the Network
Exposure Layer is shown in Figure 11. The NEF can provide
a standardized and secure way to expose the capabilities of
the Network Exposure Layer and the elements of various
layers of the proposed framework to third-party develop-
ers and tenants. In 6G, the NEF and all components of the
proposed layer-specific architecture (shown in Figure 11) can
be optimized to fulfill the exposure capability of the network
slicing framework and 6G network in general, similar to the
evolution of service capability exposure function (SCEF) to
NEF from 4G to 5G [130]. In addition to gaining access to
network elements, the NEF and the rest of the components
of this layer shall allow third-party developers and tenants
to execute operations within the 6G slicing framework in
a manner that conceals the complexity of the underlying
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infrastructure. Hence, the NEF and the architecture of the
Network Exposure Layer shall enable a tenant to configure,
monitor, control, and modify specific policies, QoS param-
eters, M&O resources, and the status of connected devices
to the corresponding NS.

1) THE UNIFIED FRAMEWORK OF THE NETWORK
EXPOSURE LAYER

The architectural framework of the Network Exposure Layer
is illustrated in Figure 11. As can be seen at the extreme
bottom side, this architecture is divided into two major parts:
the inter-layer exposure part and the external exposure part.
Internal exposure is referred to the capability of the Network
Exposure Layer that enables one layer to gain access to
other layers of the proposed framework. Through the use of
external exposure capability, the Network Exposure Layer
allows the third-party developers, tenants, enterprises, and
others to obtain authorized access to the proposed 6G slic-
ing framework. Both parts of the Network Exposure Layer
are managed, monitored, and controlled by an E2E API
management, monitoring, and control system. In the rest
of this section, we discuss both parts and their functioning
architecture and management system in more detail.
In the inter-layer exposure part, the Network Exposure

Layer allows each layer to expose its data, capabilities,
functionalities, applications, etc. to certain (or all) layers
via a secure, standardized, and intelligent inter-layer API.
The inter-layer APIs, which are also known as network
APIs, are essential for the optimal design and deployment
of the proposed framework, as they allow different layers
to be developed and maintained independently while ensur-
ing seamless interaction between them. The inter-layer APIs
also provide a method for enforcing security and data val-
idation checks, as well as ensuring that modifications to
one layer do not negatively impact the functionality of the
layers above or below it. For instance, the Management
and Orchestration Layer may need to communicate with
the Design Layer to retrieve data (i.e., the templates and
description files) pertaining to the design of a 6G NS, as well
as communicate with the Network Slice Layer to translate
design-related parameters into network-understandable lan-
guages and metrics. Such an inter-layer API would specify
the set of functions and parameters that the Management and
Orchestration Layer can use to send requests to the Design
Layer and Network Slice Layer, as well as the format of
the responses that both layers should return. In Figure 11,
we show a minimum required number of inter-layer APIs
in the proposed framework. Depending on the requirements
and design, as well as the number of 6G NSs, the number
of the inter-layer APIs will decrease or increase. Since the
Deployment Perspective is beyond the scope of this arti-
cle, we let the network operator decide the interconnection
between these layers.
Figure 11 illustrates that the internal exposure part of

the Network Exposure Layer consists of a number of FBs,
such as authentication FB, authorization FB, inter-layer API

gateway, and inter-layer API lifecycle management FB. In
the internal exposure part, the authentication FB verifies
the identity of the software component or application of a
layer that is making a request to the inter-layer API. It also
ensures that only authorized software components or appli-
cations from a layer can access and utilize the inter-layer
APIs provided by the proposed framework [134]. Without
authentication, any software component or application could
potentially access the inter-layer APIs provided by other lay-
ers, which could lead to unauthorized access to sensitive data
or systems. By requiring authentication, the inter-layer APIs
can ensure that only authorized components can access its
functionality, helping to maintain the security and integrity of
the 6G slicing framework. In the internal exposure part, the
authorization FB is responsible for determining whether the
software component or application that is making a request
to the inter-layer API has the necessary permissions to access
the requested resource or perform the requested action [134].
Authentication and authorization are the two critical FBs
utilized by the internal exposure part to safeguard inter-
layer APIs and data. Authentication verifies the identity of
software components or applications, whereas authorization
governs their access permissions [134]. Figure 11 illustrates
that the internal exposure part also includes an API gateway
that can serve as an entry point for requests from one layer
to another. In the proposed slicing framework, it can handle
tasks such as protocol translation, load balancing, security
enforcement, and service discovery between layers. Finally,
the internal exposure part includes the inter-layer lifecycle
management FB that is responsible for the creation, deploy-
ment, deactivation, and decommissioning of an inter-layer
API in the proposed framework.
The external exposure part of the Network Exposure Layer

is responsible for exposing the functionalities, capabilities,
data, applications, and other relevant properties to exter-
nal parties of the 6G network via secure and standard
APIs. These types of external APIs are also called service
APIs. The parties that can access the 6G slicing framework
can be tenants, third-party developers, enterprises, cloud
Hyperscalers, MVNOs, and others. The external parties can
use these APIs for a variety of purposes: monitoring, insight,
enforcement, and even for non-standard exposure capabili-
ties. This part is divided into two sub-parts: authorized access
and exposure workflow management. The former is in charge
of determining the external parties that access the proposed
6G slicing framework. The latter, similar to the internal expo-
sure part, includes a number of FBs that are connected via
internal standardized interfaces to perform the management
and execution of external APIs. These FBs in the exposure
workflow management subpart are shown in Figure 11 and
described in the following.
The authentication FB is responsible for verifying the

identity of the third-party developer or application that is
making a request to the API. It ensures that only autho-
rized third-party developers or applications can access the
resources provided by the API. This FB typically implements
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user authentication, token-based authentication, OAuth-based
authentication, digital certificates, and other authentication
mechanisms to ensure the identity of the third-party devel-
opers and applications accessing the API [134], [135]. We
believe that access to any layer should be restricted on the
basis of business requirements and the agreement between
the third-party developer and the network operator. By imple-
menting a layer-by-layer access control mechanism, the
third-party developer should not be granted the right to enter
every layer by default. Access to any particular layer has to
be granted only if there is a specific need to access that
specific layer. Within the context of external exposure, the
authorization FB is responsible for determining whether a
third-party developer or tenant making a request to an exter-
nal API has the required permissions to access the requested
resource or execute the requested action within the proposed
framework. This FB carries out the authorization on the basis
of identity, tenant or third-party roles, access control lists,
or other relevant attributes [135]. It shall also implement a
set of rules defining which third-party developers or tenants
are authorized to access which resources or perform which
actions in the proposed framework. External API gateway
provides an abstraction layer between the tenants and the
proposed slicing framework, handling tasks such as request
routing, protocol translation, load balancing, and security
enforcement. The API gateway makes it easier to access,
manage, and control a large number of external APIs. It
can be deployed as a standalone component or a long with
authentication and authorization FBs as a large entry point
of the Network Exposure Layer.
The 6G network operators may provide an online self-

service developer portal to assist in the onboarding of
authorized third-party developers and tenants and streamline
the external API administration process. This portal should
provide a user-friendly interface for developers and tenants
to discover and request access to external APIs, access API
documentation, and track API usage. The Network Exposure
Layer additionally includes a repository for archiving a large
number of external API template files. With an online self-
service portal, third-party developers and tenants can access
this repository and select a suitable API. To help third-party
developers understand how to use APIs, network operators
may provide extensive documentation that details the func-
tionality, parameters, and usage instructions for each API.
This documentation should be kept up-to-date and read-
ily accessible to developers in this repository. Figure 11
illustrates that Network Exposure Layer also includes API
discovery and registration FB that is used by tenants to dis-
cover and register with the corresponding API and by the
network operator to manage the registration and discovery
operations of the APIs. This can be accomplished by devel-
oping an API registration and discovery system that provides
a central location for developers to locate and request access
to APIs.
Once the tenant or third-party developer is authorized to

access and select an API, the Network Exposure Layer is

then responsible for providing the proper access and execu-
tion roles related to the 6G NS in the proposed framework.
However, during the utilization phase of the API, this layer
shall hide the underlying network and its complexity from
the third-party developers and expose only the necessary
functionality required by the developer. These tasks are exe-
cuted by a FB shown in Figure 11. In addition to technical
measures, the Network Exposure Layer may also choose
to implement contractual and legal measures to protect the
network and its infrastructure from unauthorized parties. The
Network Exposure Layer also consists of an API composi-
tion and decomposition FB, as shown in Figure 11. The term
“composition” refers to the process of combining multiple
APIs to create higher-level functionality or services. In other
words, composition allows developers and tenants to cre-
ate more complex applications by combining smaller, more
specialized APIs. This approach can help to simplify the
development process by breaking down complex tasks into
smaller, more manageable components. Decomposition, on
the other hand, refers to the process of breaking down a large,
monolithic API into smaller, more modular components. This
approach can help to improve the maintainability and scal-
ability of the API by making it easier to add or remove
functionality as needed. The Network Exposure Layer also
includes an API versioning FB. It ensures that changes to
APIs do not disrupt third-party developers, and network oper-
ators must implement versioning to manage API changes.
This can include maintaining backward compatibility, using
semantic versioning to indicate the level of changes, and
providing adequate notice and support for API changes.
The Network Exposure Layer can perform the above tasks

using 3GPP-defined NEF and SCEF [131], [136]. Both FBs
are defined by the 3GPP for 4G and 5G network expo-
sure, respectively [136]. We anticipate that these FBs will
be upgraded with novel capabilities and features to fulfill
the network and service exposure requirements in 6G, pro-
viding both northbound and southbound APIs services. In
addition, the external exposure part consists of security FB,
ensuring the security and integrity of an API and its asso-
ciated resources. The security FB performs a number of
critical security and privacy functions, such as encryption,
rate limiting, auditing and logging, etc. Another critical FB
of the external exposure part is the API lifecycle M&O FB,
which is playing an essential role in developing and main-
taining an external API. This FB manages an API from
creation to deprecation. It includes various stages such as
design, development, testing, deployment, monitoring, ver-
sioning, and retirement. Each stage requires careful planning
and execution to ensure that the API is reliable, scalable, and
secure. Furthermore, this FB is also in charge of managing
multiple APIs in a way that they can work together seam-
lessly. It includes managing the connections between APIs,
managing API requests, and responses, and handling errors
and exceptions. API orchestration tools are used to automate
these tasks and to ensure that the APIs work efficiently and
effectively.
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FIGURE 12. The architecture of the Business Management Layer of the proposed open and intelligent 6G slicing framework.

Figure 11 demonstrates that both the internal and exter-
nal exposure parts are managed, controlled, and monitored
by an E2E management, monitoring, and control system.
This system monitors the entire Network Exposure Layer,
provides each tenant with a certain level of controlling and
managing rights of the 6G NSs, and manages the internal and
external APIs throughout their lifetime. Finally, and as we
discussed, the network and service exposure in the 6G slicing
framework can be extremely complicated and, meanwhile,
critical, requiring careful consideration during the design,
deployment, and termination of the relevant APIs. There
could be technical, business, and legal requirements that are
needed to be negotiated and agreed upon between the third-
party developers and the network operator before the design
and preparation of an API. Traditionally, these aspects are
considered metrics of an SLA and are negotiated between
the network operator and third-party developers. In addition
to metrics related to network exposure, there are several met-
rics related to other aspects of a 6G NS, including network
performance, lifetime, billing and charging, monitoring, and
many others. Taking into account all the metrics that are
needed to be negotiated between both parties in a single
SLA could be challenging, mostly in terms of the lengthy
negotiation time. Hence, we propose a novel concept of
exposure level agreement (ELA) within the context of the
proposed framework. The ELA could be a similar document
and may have the same structure as the SLA; however, it shall
contain only the metrics related to the service and network
exposure. We believe that such a customized document will

help both parties efficiently negotiate network exposure and
agree upon their relevant metrics. We will discuss the ELA
in Section IV-H.

H. BUSINESS MANAGEMENT LAYER
The Business Management Layer is the last layer of the
proposed architecture and is where the tenant and network
operator manage and control all aspects related to the busi-
ness and service management of a 6G NS. This layer
specifically focuses on the management of contractual agree-
ments, negotiations, complaint handling, invoicing, and all
aspects related to service handling of a 6G NS provided to
a tenant (or available to potential new tenants) in single or
multiple administrative domains. The Business Management
Layer is also responsible for developing and implementing
business plans and strategies to ensure the long-term success
of the 6G network. This would involve identifying market
trends and opportunities, developing new services and appli-
cations, and working with stakeholders to ensure that the
6G network meets their needs. It also provides the tenant
with a certain level of management capabilities, orchestration
resources, monitoring tools, and execution authority through
the Network Exposure Layer to design, manage, control,
perform, monitor, and terminate a wide range of predefined
tasks and a number of components related to a 6G NS.
Aspects and tasks that are in the scope of this layer, such as
QoS and QoE fulfillment, FCAPS reporting, billing, charg-
ing, and many others, are directly experienced by the tenant
and stakeholders. Hence, it is important for the network
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operator to take measures to ensure that the tenants and third-
parties are satisfied with the level of service they receive.
These measures include, but are not limited to, ensuring
SLAs are met, providing fair and transparent billing and
charging, allowing flexibility in terms of service delivery
and customization, addressing any incident in the network
promptly, and delivering high-quality, reliable, and flexible
6G services. We illustrate the architecture of the Business
Management Layer in Figure 12 and discuss its role in the
proposed framework in the rest of this subsection.
The foremost important responsibility of the Business

Management Layer is handling negotiations, agreements,
contracts, and other business and legal processes related
to a 6G NS between the tenants and the network operator
(i.e., business-to-consumer situations), as well as between
network operators and service providers (i.e., business-to-
business situations), as illustrated in Figure 12. To avoid
misunderstanding, it is essential to note that the Business
Management Layer within our proposed framework plays a
very minor role (or at times none at all) in the design of a
6G NS, the determination of metrics that are needed to be
included in its corresponding SLA, and the definition of pre-
deployment business and legal related matters. The aspects
related to the design of an NS and its SLA are within the
scope of the Design Layer (see Section IV-B). In a situation
where the deployment of an NS is a matter between the ten-
ant and network operator, this layer may involve delivering
the agreed-upon level of performance, reliability, availability,
and other various types of metrics for the tenant’s specific
NS (see Figure 12). In addition, this layer may also facil-
itate specific management-level and network-exposure-level
capabilities to allow a tenant and a third-party to execute
certain tasks within the proposed framework [137]. In a
scenario where the provisioning of an NS crosses the bound-
aries of a network operator (such as in global coverage or
public-private network infrastructure services), it is essen-
tial to equip the Business Management Layer of a network
operator with the necessary capabilities to aggregate and
compose resources, features, and capabilities from different
Business Management Layer instances belonging to different
6G network operators [138].

One of the essential components of the Business
Management Layer is the network operations center (NOC).
As shown in Figure 12, the NOC is responsible for con-
tinuous monitoring of different segments, domains, and
layers of the proposed framework and ensuring that all
segments, domains, and layers are operating properly.
The NOC is equipped with a wide range of automatic
detection, smart monitoring, and intelligent management
tools, including data-driven network management software,
zero-touch performance monitoring tools, and zero-trust
security tools [138], [139], [140]. These innovative tools
and novel solutions enable the NOC to automatically detect
and predict probable issues, failures, bottlenecks, and inef-
ficient configurations, triggering and coordinating dynamic
responses in the short and medium term. One of the primary

responsibilities of the NOC is to ensure that each 6G NS is
optimized in terms of performance and efficiency and ful-
fills the business-related requirements (among others) of the
tenant. This involves monitoring network utilization, identi-
fying bottlenecks, and making changes to the underlying
network configuration to resolve any performance issues
through the use of intent-based mechanisms, intelligent algo-
rithms, and data- or model-driven solutions [141]. In order
for the Business Management Layer to perform intent-based
continuous monitoring of the operations of the proposed
slicing framework, we anticipate that the NOC shall execute
the following tasks in an intelligent and efficient manner:
(a) collect and store raw data from different layers; (b) pro-
vide the necessary APIs to the tenants to monitor custom
and user-defined metrics; and finally (c) deliver intelligent
and ML monitoring and execution solutions to third-parties
as well as to the rest of the layers of the network slicing
architecture (see Figure 12).
The Business Management Layer is also responsible for

billing and charging aspects of the proposed framework, as
illustrated in Figure 12. This layer shall employ intelligent
mechanisms and innovative approaches to billing and charg-
ing to support the diverse range of applications and services
that will be enabled by 6G NSs. Billing and charging aspects
of a 6G NS would depend on a variety of factors, includ-
ing the type and level of service provided, the amount of
data transferred, and the QoS guarantees offered [140]. One
approach to billing and charging in 6G could be to use a
usage-based model where tenants are charged based on the
amount of data transferred, the number of devices connected,
or the duration of the connection. Another approach could
be to use a subscription-based model, where tenants pay
a fixed fee for a defined level of service over a specific
time period. Overall, the intricacies of billing and charging
for a 6G NS will ultimately depend on the implementation
and business models adopted by network operators and ser-
vice providers [139], [140]. However, a key challenge for
6G slicing will be guaranteeing fair and accurate charging
for the use of network resources. This would necessitate the
development of new charging mechanisms and protocols that
can accurately track and account for network resource usage
across different 6G NSs and tenants.
Another key responsibility of this layer is the customer

relationship management tasks. As shown in Figure 12,
we assume customer relationship management is part of
the NOC of the Business Management Layer. These tasks
involve tracking customer usage and providing customer sup-
port. The grand objective of the Business Management Layer
shall always be building and maintaining strong relation-
ships with tenants and MVNOs, by understanding their needs
and providing them with high-quality services and support.
We believe that excellent customer relationship management
is crucial for establishing solid customer relationships and
ensuring long-term success in the 6G industry. By empha-
sizing personalized services, high-quality support, customer
engagement, and data analytics, the Business Management
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Layer may establish a customer-centric culture that pro-
vides extraordinary value to customers and encourages their
loyalty and retention. Finally, the Business Management
Layer also works closely with the marketing and sales
teams to develop and implement marketing campaigns and
sales strategies. To accomplish these objectives, the Business
Management Layer may take some key steps to develop
effective strategies, such as:

• conducting market research to identify potential 6G use
cases and their specific requirements and priorities. This
might involve surveying existing stakeholders, analyz-
ing market trends and competitor activity, and gathering
insights from industry experts and analysts.

• developing a compelling value proposition for the 6G
network slicing framework that emphasizes the unique
benefits and advantages it offers compared to other solu-
tions in the market. This could include features such
as improved performance, flexibility, customization,
cost-effectiveness, and many others.

• defining specific target segments based on market
research, and developing tailored marketing and sales
strategies for each segment. For instance, different seg-
ments may have different needs and preferences related
to performance, security, or pricing, and the Business
Management Layer should develop messages and offers
that resonate with each segment.

We believe that the above aspects and tasks (i.e., service-
related, management-related, and exposure-related) within
the scope of the Business Management Layer can be arranged
into three types of agreements, signed between the network
operator and tenant, and continuously monitored by the said
layer. These three types of agreements are SLA, MLA,
and ELA, which we introduced in the previous sections.
The pre-deployment phases of the three types of agree-
ments can be jointly performed mainly by the Design Layer,
Management and Orchestration Layer, Network Exposure
Layer, and Business Management Layer. However, during the
operation, maintenance, and termination phases, the tenants
and third-parties are directly connected through an intelli-
gent and secure APIs to the Business Management Layer
to monitor, manage, control, and execute certain pre-defined
operations related to their corresponding 6G NSs within the
proposed framework. In the rest of this subsection, we dis-
cuss how the Business Management Layer can assist tenants,
third-parties, and network operators in accomplishing these
goals.

1) THE 6G SLA DELIVERY, MANAGEMENT, AND
IMPROVEMENT

Determining the performance metrics, defining the lifecycle
management, identifying legal and regulatory requirements,
specifying the types of 6G services, reaching an agreement
on a business model, and numerous other aspects pertaining
to the 6G services provided by a 6G NS to a third-party can
be arranged in the SLA and be signed by both parties in the
Design Layer of the proposed framework. However, once the

SLA is signed and the 6G NS is in the operation phase, the
Business Management Layer then takes over responsibility
for all aspects of the 6G services, including technical, legal,
business, etc., and is in direct contact with the tenant and the
Business Management Layers of other network operators. In
the Business Management Layer, as shown in Figure 12, the
SLA should specify the QoS-related aspects of 6G services
that the 6G network operator will offer the tenant during the
lifetime of the ordered 6G NS. These factors may include
network availability, network performance, security, privacy,
service customization, flexibility, etc.
We believe that the SLA in the Business Management

Layer shall be mainly focusing on service delivery, service
management, service improvement, and service reporting
aspects of a 6G NS (see Figure 12). These aspects, which
are expected to be thoroughly defined in the SLA, shall be
delivered by the Business Management Layer to the third-
parties. Regarding service delivery, this layer is expected to
deliver the 6G services specified in the SLA to the tenant and
third parties in a timely, effective, and efficient manner. The
service delivery can include ensuring that the 6G NS is avail-
able, performing according to the agreed-upon standards, and
providing the expected level of tenant support. With respect
to service management, the Business Management Layer
is responsible for managing the 6G services provided to
the tenant, including monitoring the performance, identify-
ing and resolving any issues or incidents, and ensuring that
the service meets the needs and requirements of the tenant
throughout the lifetime of the ordered 6G NS. During the
operation phase of the SLA, various types of incidents may
happen to a 6G NS, as illustrated in Figure 12. Based on
the severity of the incidents, we can arrange them into three
categories [81]: minor incidents, major incidents, and criti-
cal incidents. If an incident occurs and the network operator
successfully resolves it, the Business Management Layer
is responsible for calculating the penalty on the basis of
SLA and returning the cost of damage to the tenants and
third-parties. In respect of service improvement, the Business
Management Layer is responsible for continuously improv-
ing the 6G services provided to the tenant. This includes
monitoring tenant feedback and usage patterns, identifying
opportunities for improvement, and implementing changes
to enhance the quality and value of the 6G service. Finally,
this layer provides the tenants with regular reports on the
performance of the 6G NSs and the 6G services provided to
them. This includes providing metrics and KPIs that measure
network availability, performance, and tenant satisfaction, as
well as any other relevant information that the tenant may
need to manage their business and connectivity.

2) THE ROLE OF MLA IN BUSINESS MANAGEMENT
LAYER

In Section IV-C, we introduced the concept of MLA, which
is a legally binding agreement at the M&O level and is
signed between the service provider and tenant. Once the
metrics, degree of autonomy, and access rights and levels
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of tenants have been defined in the MLA, the Business
Management Layer then assumes responsibility for providing
the tenant with the necessary M&O capabilities. The MLA
serves as a critical document that defines the scope of the
M&O capabilities, establishes expectations for performance
and tenant support, and provides a framework for managing
the relationship between the network operator and the tenant
with respect to managing and orchestrating the ordered 6G
NS. By outlining these aspects, the MLA helps to ensure that
both parties have a shared understanding of their roles and
responsibilities and can work together effectively to deliver
high-quality M&O capabilities. In either case, whether as
part of the SLA or as a separate formal agreement, the
MLA shall specify and include only the aspects related to the
M&O processes and operations that the tenant is expected to
execute in all four management domains of the Management
and Orchestration Layer.
We believe that, among many others, the MLA in the

Business Management Layer shall typically cover four key
aspects, as shown in Figure 12. First, it shall define the
scope of the M&O capabilities to be provided by the network
operator, as well as their levels of autonomy, standards, and
support that the tenant can expect. Second, it shall specify
the types of reports and metrics that the network operator
will provide to the tenant in order to monitor the performance
of the provided M&O capabilities. Third, it shall describe
the procedures and processes for resolving disputes between
the network operator and the tenant regarding the M&O
capabilities. This includes escalation procedures, resolution
timelines, and any other pertinent information. Finally, it
shall outline the procedures and processes for managing
changes to the M&O capabilities provided to the tenant.
This includes the process for submitting change requests,
timelines for review and approval, and any other relevant
details.

3) THE ROLE OF ELA IN BUSINESS MANAGEMENT
LAYER

In Section IV-G, we introduced the concept of ELA, which
is used to define the level of network and service exposure
required for a tenant to access and modify a particular ser-
vice or application belonging to the 6G NS. Similar to SLA
and MLA, the ELA is also a legal agreement between the
tenant and the operator that includes metrics related to the
network and service exposure aspects of a 6G NS. It can
be a separate legal document or be a part of the SLA. The
ELA must also include a set of metrics or exposure level
objectives that define the minimum levels of network and
service exposure performance and effectiveness that must
be provided to support the service or application running on
the 6G NS. Among others, these metrics may include API
response time, API availability, API throughput, exposure
activation time, and API exposure quality. Upon signing the
ELA, the Business Management Layer is then responsible
for continuously monitoring the performance and effective-
ness of these metrics, as well as identifying areas where

improvements can be made to optimize the performance of
network exposure and support a wide range of applications
and services for the 6G NS.
Figure 12 shows that this layer consists of several com-

ponents that interact with each other, with the tenants, and
with the remaining layers to enable network and service
exposure solutions. The components of the ELA shall be
designed to ensure that the service provider has the neces-
sary network resources, capabilities, and solutions to support
an intelligent and open network and service exposure while
also providing the operator with clear guidelines for meet-
ing the agreed-upon performance metrics and exposure level
objectives. By defining and enforcing the ELA, both parties
can work together to ensure that high-quality network and
service exposure is provided to the tenants and third-parties.
These components may vary depending on the specific ser-
vice or application being exposed, but they are mainly
exposure metrics, exposure level objectives, penalties for
non-compliance, reporting and monitoring, and negotiation
and revision processes.

V. RESEARCH CHALLENGES AND FUTURE DIRECTIONS
This section identifies a number of research challenges
associated with the extension of network slicing architec-
ture towards intelligent and open 6G. These challenges
require substantial research efforts to meet the increasing
requirements of futuristic networks and to enable emerg-
ing use cases and applications. According to their purpose,
these challenges are classified into four categories, which
are shown in Figure 13 and described below. They are:
(a) Technological Challenges, which contain issues relat-
ing to three enabling technologies for intelligent slicing;
(b) Infrastructural Challenges, which include issues per-
taining to the underlying infrastructure that hosts 6G NSs;
(c) Functional Challenges, which highlight challenges asso-
ciated with network functionalities and capabilities; and
(d) Operational Challenges, which consist of issues related
to network operations and procedures.

A. TECHNOLOGICAL RESEARCH CHALLENGES
Extending AI-inspired virtualization to the edge and
extreme edge: Notwithstanding the unprecedented interest
in virtualizing edge and extreme edge domains through the
utilization of ML algorithms, there are several challenges
(which are enumerated in Figure 13) that must be confronted
to realize nearly E2E virtualization in 6G slicing framework.
While doing so, there is a critical need to model and deploy
groundbreaking ML algorithms for zero-touch operations of
the virtual components tailored to various types of 6G NSs at
the edge or extreme edge of a 6G network, such as chaining,
mapping, scaling (in and out or up and down), migration,
etc.
Intelligent softwarization: SDx solutions were central to

transitioning into 5G and will continue to prove essential
well beyond 5G. Consequently, several challenges related
to intelligent softwarization need to be addressed for the
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advancement of slicing in 6G, as listed in Figure 13. For
instance, optimization of SDN controller placement that
takes scalability and network KPIs into account, automated
prediction and mitigation of control plane link failures,
and integration and cross-coordination between the vari-
ous SDx framework controllers within the RAN [61] are
among the most challenging aspects for enabling intelligent
softwarization in 6G slicing.
Intelligent cloud and edge computing: Intelligent task-

offloading has been an important topic since the advent of
cloud and edge computing, primarily the trade-off between
power consumption and latency. In 6G, where various NSs
are ubiquitously available and dependable, a diverse set of
metrics will be considered when deciding between local and
cloud computing at various hierarchical data centers [62]. For
example, physical machines (PMs) in central data centers are
typically more reliable and safer than edge nodes, owing to
their extensive resource redundancy and security. They do,
however, have higher latency and may introduce additional
outage risks, e.g., from the backhaul [142]. Furthermore,
since the PM has significantly greater access to user data
in the central data center than at the network edge, ML
algorithms can typically benefit from a more complete data
set. However, they will suffer from decreased agility in
responding to changes in local data patterns. This complex
trade-off between multiple performance metrics necessitates
an intelligent slice-specific task management approach that
offloads computing tasks to the most appropriate computing
unit based on the use case and flexibly schedules pending
tasks based on their QoS requirements and the computing
unit’s load, to maximize overall utility while being aware of
fairness. Along with the challenges outlined in Figure 13,
reliable isolation of virtual compute and storage resources
is required to protect end-user data against leakage and to
ensure network performance independence between different
6G NSs.

B. INFRASTRUCTURAL RESEARCH CHALLENGES
Integrating advanced AI/ML algorithms into 6G slicing
framework: Given the robustness, efficiency, and agility that
automation and intelligence bring to 6G slicing, integrating
AI/ML algorithms into various layers of the proposed frame-
work is not a simple task [6]. To successfully adopt AI/ML
algorithms, there are several research challenges (which are
listed in Figure 13) that must yet be overcome. Additionally,
we believe that a strong collaboration between regulatory
authorities (national, regional, and international) for AI/ML
algorithms and SDOs for 6G is essential to creating the
required legal and ethical frameworks for dynamic inter-
operability among all layers of the proposed 6G slicing
architecture.
Spectrum sharing and isolation of physical resources:

Network slicing is known to improve flexibility and resource
isolation [1]. There is, however, a fundamental trade-off
between the two benefits, particularly in the case of RAN
physical resource slicing, such as spectrum sharing. Isolation

in slicing framework can occur on a variety of levels [143],
which we list here in descending order of degree: physical
isolation, physical resource splitting, logical capacity delimi-
tation, logical prioritization, and simple logical isolation. The
greater the isolation level, the better the QoS of prioritized
NSs can be guaranteed, but at the expense of spectral flex-
ibility and utilization efficiency. Furthermore, even within
the 6G NSs, multiple isolation approaches can be applied to
different layers of its protocol stack. Finding an optimal iso-
lation scheme that maximizes resource efficiency while still
meeting the isolation requirement is a critical challenge in
the legacy slicing framework. With the emerging use cases
and applications introduced by 6G, as well as several chal-
lenges listed in Figure 13, this task may become even more
complex to overcome.
Slicing infrastructural resources of emerging types:

Most existing slicing approaches focus on radio and vir-
tual resource slicing, leaving a huge research gap for E2E
slicing, i.e., to efficiently slice infrastructural resources in
the physical layer of a RAN protocol stack. Differing from
physical resource blocks such as power, storage, and com-
pute resources, which are relatively easy to split and assign
to NSs, bare-metal resources such as antennas are extremely
difficult to share flexibly among NSs while guaranteeing sat-
isfactory isolation [143]. This and several other issues listed
in Figure 13 can be amplified further by emerging 6G infras-
tructures and enabling technologies, such as high-altitude
platforms, unmanned aerial vehicles, intelligent reflecting
surfaces, etc. [5].

C. FUNCTIONAL RESEARCH CHALLENGES
Realizing zero-trust security paradigm: The security archi-
tecture for 5G slicing defined in [144] – including the
management security and procedures for NSs – is aligned
with the principles of the zero-trust security paradigm, which
requires constant verification and scrutiny of virtually all
elements accessing and leveraging an NS. By default, any
tenant, device, service, or application is given the least priv-
ileges and needs to be explicitly authorized by the security
management entity. However, as intelligent virtualization
will be extended to the edge and extreme edge of 6G
networks, and wireless NFs are expected to be deployed on
multi-tenanted clouds in the 6G RAN, the futuristic slicing
framework is likely to fall victim to high-impact cyberat-
tacks due to (a) vulnerabilities resulting from the exploitation
of heterogeneous wireless systems and technologies, (b) a
failure to adhere to sound and secure practices, and (c) a
lack of economic incentive to implement high-security solu-
tions. Hence, several research challenges, which are listed
in Figure 13, must be tackled to adopt the E2E zero-trust
security paradigm in the 6G slicing framework.
Net neutrality: Numerous countries and regions around

the world have defined and adopted regulations and guide-
lines with strict policies that ensure open and indiscriminate
access to the Internet for all end-users. Net neutrality regu-
lations apply mainly to traffic carried by public broadband
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FIGURE 13. Several research challenges that must be addressed to extend the network slicing towards open and intelligent 6G.

Internet providers; other forms of traffic falling under “spe-
cialized services,” such as private networks, are exempt.
Also, net neutrality regulations permit “reasonable network
management” measures. Depending on the scope of an NS,
adhering to regulations without exploiting their ambiguities
and loopholes may prove challenging in practice. A narrow
interpretation of net neutrality regulations, however, risks
hindering the advancement of 6G technologies. Some issues
related to net neutrality in the context of 6G slicing are listed
in Figure 13.

D. OPERATIONAL RESEARCH CHALLENGES

M&O: The 6G NS spans multiple administrative domains
and network layers. The M&O plane in each domain and
layer has a finite set of responsibilities for service orches-
tration and resource management [145]. While NFV-MANO
and 3GPP-NSMS promise dynamic service orchestration and
resource scaling throughout the NS lifetime, many tasks in
both management systems are still executed manually by the
tenant or service provider. Therefore, full dynamism, E2E
automation, openness, and intelligent scaling would be criti-
cal features of the 6G slicing framework aimed at efficiently
managing 6G NSs and orchestrating their required virtual
and physical resources. To that end, we identified three
challenges related to automated network management and
intelligent service orchestration within the slicing framework
(see Figure 13).

API management: Enabling tenants to design, create,
deploy, monitor, and terminate their own NSs and services
via a set of secure and open APIs is a unique capability
that is expected to be provided by the NEF in legacy slic-
ing framework. However, facilitating robust, scalable, secure,
open, and tenant-friendly access to exposed applications and
services of an NS while hiding network topology and pro-
tecting tenants’ privacy is still challenging. With the enabling
of 6G use cases and applications, this issue is anticipated to
become more sophisticated and challenging. To modernize
service exposure in 6G slicing framework, there is a critical
need for intelligent and open solutions for identity man-
agement of homogeneous and heterogeneous NSs, network
and service programmability, monitoring and maintenance
of NS-specific events, and several other research challenges
shown in Figure 13.

VI. CONCLUDING REMARKS
In this article, we extended the E2E architectural frame-
work, concepts, and methods of network slicing towards
open and intelligent 6G. To this end, we provided a num-
ber of compelling reasons and trends that motivated us to
explore such an extension in order to enable 6G networks
to be fully slicing-aware in the forthcoming decade. Then,
we identified three enabling technologies that are essen-
tial to the realization of 6G slicing, and we explored how
intelligence and openness can enhance them to empower
the futuristic slicing framework, which is intended to host
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innumerable heterogeneous use cases and applications. For
the purpose of provisioning customized and mutually isolated
intelligent and open 6G NSs, we proposed a preliminary
and standards-oriented slicing architecture that unifies the
most recent de jure and de facto standards and harmonizes
them on multiple layers. The proposed architecture embraces
openness and employs ML algorithms, such as RL, DL,
FL, etc., to eliminate vendor lock-in and empower the 6G
slicing framework with advanced intelligence and automa-
tion capabilities in order to effectively manage workloads
and intelligently make better-informed decisions. Finally, we
identified several issues arising from the extension of open
and intelligent slicing towards 6G.
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