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ABSTRACT A novel implicit transmission with bit flipping (ITBF) technique is introduced to transmit
a coded stream implicitly while transmitting a coded stream explicitly over a channel. ITBF flips a set of
chosen parity bits of the explicitly transmitted stream according to an implicit stream. Numerical results
obtained using the low density parity check (LDPC) code employed in the 5G standard show that ITBF
can transmit an implicit stream up to 13.19% of the rate of transmission of the explicit stream without
significantly sacrificing performance, or increasing the decoding complexity or the decoding delay. The
ITBF is combined with collection of punctured code decoding (CPCD) to form implicit transmission with
collection decoding (ITCD) schemes that can further increase the rate of transmission on the implicit
stream without increasing the decoding delay, however, with a slight increase in the decoding complexity.
It is demonstrated with the LDPC code in the WiFi standard that ITCD can transmit an implicit stream
at up to 25% of the rate of transmission of the explicit stream.

INDEX TERMS LDPC codes, implicit transmission, rate enhancement.

I. INTRODUCTION

ALMOST all current communication systems employ
some form of error control coding to improve the relia-

bility of transmission. LDPC codes, turbo codes, polar codes,
etc. are commonly used in current systems [1], [2], [3], [4].
The studies so far have focused primarily on searching for
good coding techniques and searching for good high-rate
codes within those coding techniques [2], [5]. Studies have
also focused on improving the decoding of coded signals
to achieve good performance with low decoding complexity
and decoding delay [6], [7].
Instead of the traditional methods of searching for good

codes, it is highly desirable to be able to transmit coded
bits implicitly, without transmitting them physically over a
channel, while transmitting a coded stream explicitly over
that channel. It would be highly beneficial if such schemes
can be developed without increasing the decoding complexity
or the decoding delay while maintaining a significant data
rate on the implicitly transmitted stream. If such implicit
transmission methods can be developed, they can preferably
be used with known powerful codes that have been derived
using traditional methods.
In this study, we present such a scheme, referred to as

implicit transmission with bit flipping (ITBF), to transmit
a second coded stream (referred to here as the secondary

stream or the implicit stream) implicitly without physically
transmitting it over a channel during the transmission of a
first coded stream (referred to here as the primary stream
or the explicit stream) over that channel. In this study, we
present a simple way to transmit a secondary stream implic-
itly without significantly sacrificing the performance of the
primary stream or increasing the decoding delay.
In [8], [9], implicit transmission has been proposed to

transmit a turbo-coded implicit stream while transmitting
a turbo-coded stream explicitly. To the best of our knowl-
edge, [8] is the first publication that presents a technique
to transmit a coded stream implicitly while transmitting a
coded stream explicitly. The other known techniques that use
implicit transmission, such as spatial modulation (SM) [10]
and index modulation (IM) [11], [12]. SM adds a new spa-
tial domain using additional antennas to transmit additional
information implicitly, while IM adds indices to the trans-
mitted symbols to transmit additional information bits. Even
though schemes presented in [8], [9] can transmit a stream
implicitly, the decoding of the two streams need to be done
jointly by running iterations between the explicit stream
and the implicit stream. As a result, the receiver proposed
in [8] increases the decoding complexity and the decod-
ing delay significantly. Specifically, the schemes presented
in [8], [9] demand an increase in the decoding complexity
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and the decoding delay by a factor of at least 6 to 10
due to the transmission of the implicit stream. Further, the
schemes presented in [8], [9] are: (a) dependent on the
coding technique; it generates attractive schemes with turbo-
coded systems but fails with codes such as LDPC codes,
(b) requires use of codes that are similar in coding power
on the explicit and implicit streams due to the exchange of
information between them during decoding.
In this study, we describe a general ITBFmethod to transmit

a secondary coded stream implicitly during the transmission
of a primary coded stream explicitly. Throughout this paper,
the primary stream is also referred to as the explicit stream
while the secondary stream is also referred to as the implicit
stream. In contrast to the schemes in [8], [9], the proposed
ITBF method here treats the explicit and the implicit streams
independently. Therefore, ITBF does not require iterations that
involve both the explicit and implicit streams as in [8], [9],
and as a result, does not increase the decoding delay or
significantly increase the decoding complexity. In particular,
our contributions in this work are as follows.

• We introduce ITBF method that transmits an explicit
coded stream over a channel by performing close to
the performance that can be achieved by transmitting
that explicit coded sequence without any flips.

• We show that ITBF simultaneously allows the trans-
mission of an independent implicit coded bit stream
without transmitting any of its coded bits over the
channel while maintaining better performance on that
implicit stream than that on the explicit stream, and
maintaining a noticeable fraction of the transmission
rate of the explicit stream on that implicit stream.

• We demonstrate that ITBF schemes are further
improved by combining them with collection of punc-
tured code decoding (CPCD), presented in [13], [14]
and summarized later in Section V, to form a new
class of hybrid ITBF/CPCD schemes which are sim-
ply referred to as implicit transmission with collection
decoding (ITCD) schemes.

• We demonstrate that ITCD schemes maintain better
performance both on the explicit and implicit streams,
and maintain a higher data rate on the implicit stream
compared to ITBF schemes.

• Simulation results presented later in Section V justify
all contributions listed above related to both ITBF and
ITCD.

The rest of the paper is organized as follows. Section II
describes the proposed ITBF signaling method. Decoding of
explicit and implicit streams are discussed in Section III.
Section IV discusses the proposed hybrid ITBF/CPCD
(ITCD) method. Section V presents simulation results and
discusses the potential applications of the proposed schemes.
The paper is concluded in Section VI.

II. ITBF METHOD
In order to describe the ITBF technique, let us consider a
code that generates n coded bits corresponding to every k

FIGURE 1. General structure of an ITBF transmitter.

message bits, where k < n. Then it is possible to choose
l(< (n − k)) bits out of (n − k) parity bits that can be
removed from the coded sequence and yet correctly recover
the original message sequence of length k. These l bits can
preferably be chosen by using a good known punctured code
generated from code C. For example, let us consider a code
C with rate 1

3 , i.e., n = 3k. Then consider a rate 1
2 punctured

code generated from that rate 1
3 code C. Note that in the

construction of the rate 1
2 punctured code, n/6 coded bits of

C are identified and removed. Hence, these n/6 coded bits
can be selected as the l = n/6 coded bits of C. Of course,
depending on the selected punctured code, the set of l coded
bits and its length can change. Throughout this study, these
l bits are referred to as the chosen bits. Therefore, a set of
chosen bits of a code C can be pre-selected by preferably
considering a punctured code generated from the code C or
by using any other method.
Fig. 1 illustrates the structure of the transmitter for

the proposed ITBF scheme. In ITBF, an explicit message
sequence mEx and an implicit message sequence mIm are
separately encoded according to two codes CEx and CIm to
generate two coded streams vEx and vIm respectively. Without
loss of generality, in this discussion, we consider both CEx
and CIm to be the same code C, i.e., CEx = CIm = C.
However, as stated before, CEx and CIm can be two inde-
pendent codes. Then identify the l number of pre-selected
chosen bit positions of vEx. Then, according to l bits of the
coded implicit stream vIm, flip the chosen bits of explicit
coded stream vEx using a bit flipping unit (BFU) as illus-
trated in Fig. 1. Specifically, BFU flips each of these chosen
bits of vEx if the corresponding coded bit of the implicit
stream is a 1 (or a 0) and not flipped if the corresponding
coded implicit bit is a 0 (or a 1). Fig. 2 illustrates an exam-
ple of the flipping operation performed by the BFU when
l = 6. The resulting sequence v′Ex on the explicit stream is
then transmitted over the channel. Note that (a) the transmit-
ted sequence v′Ex and the coded sequence vEx have the same
length n, (b) none of the coded bits of vIm are transmitted
over the channel, however, the effect of the corresponding l
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FIGURE 2. Illustration of the actions taken by BFU when l = 6.

bits of vIm that determined the flipping of the l chosen bits
of vEx, is transferred by v′Ex, and (c) following (a) and (b),
the information of the explicit stream contained in vEx and
the information of the corresponding l coded bits of vIm are
carried by v′Ex. Therefore, upon transmitting �n/l� number
of blocks of v′Ex, information of all coded bits of one full
codeword of vIm will be available allowing the receiver to
decode a codeword of vIm. Note also that, due to the flip-
ping of the chosen bits, the transmitted sequence v′Ex may
very well not be a valid coded sequence of CEx. It is men-
tioned here that bit flipping is known in the literature as a
decoding method for LDPC codes similar to the min-sum
decoding algorithm; see bit-flipping decoding [15] and min-
sum decoding [16], [17]. However, bit flipping considered
here is completely different as it is used at the transmit-
ter to incorporate an implicit stream, whereas bit flipping
discussed in the literature [15] deals solely with decoding.

III. DECODING OF EXPLICIT AND IMPLICIT STREAMS
The proposed ITBF receiver constructed here is based on the
following observation: Even though the transmitted sequence
v′Ex may not be a valid codeword of CEx, any existing invalid-
ity is caused only within the l chosen bits due to the flipping
of the bits that occurred prior to transmission. Therefore,
if the received signal is initially decoded as a punctured
code by ignoring those l chosen bits, the explicit message
sequence mEx and the corresponding explicit coded sequence
vEx can be correctly decoded. Further, this decoding provides
information about the l chosen bits of vEx (without any flips)
while the received signal provides information of v′Ex (with
the flips).
Fig. 3 shows the general structure of the ITBF decoder

proposed here based on the above observation to recover both
the explicit and the implicit streams. Below we explain the
steps involved in ITBF decoding. Throughout this discussion,
we focus primarily on the l chosen bits. In order to assist
that discussion, we denote the following quantities of the l
chosen bits:
(a) received signal values by y1, y2, . . . , yl,
(b) coded sequence values of vEx (prior to flipping) by

vEx1 , vEx2 , . . . , vExl , and
(c) transmitted sequence v′Ex (after flipping) by v′Ex1

,

v′Ex2
, . . . , v′Exl .

A. DECODING PROCEDURE
The decoding procedure is described using the following
four steps.

1) Initial Decoding: Initially, decode C as a punctured code
by removing the l chosen bits from the received signal.
If iterative decoding is used (such as in the decoding
of a LDPC code), run initially a set of iterations of the
punctured code. The number of initial iterations used
for the punctured code can be pre-selected or adoptively
varied depending on the signal to noise ratio or as the
iterations progress. Note that the initial decoding also
provide likelihood values of the l chosen bits, which
are denoted here by LvEx(i) , i = 1, 2, . . . , l, and they
represent the likelihood values of the encoded sequence
vEx prior to flipping at the transmitter.

2) Detecting Flips: In order to decide whether or not each
of the l chosen bits is flipped, hard decode each of
the l chosen bits of vEx, which are denoted by bi,
i = 1, 2, . . . , l, using the likelihood values of those
bits found in step 1. Additionally, for each of the l
chosen bits, hard decode the corresponding received
signal value yi, i = 1, 2, . . . , l, to determine the hard
decoded received signal value, yih, i = 1, 2, . . . , l that
correspond to the flipped sequence v′Ex. Then, using bi
and yih values, determine fi as

fi =
{

0 bi = yih
1 bi �= yih

(1)

to indicate whether the ith bit was likely to have been
flipped or not prior to transmission. Specifically, if fi =
0, the ith chosen bit is not likely to have been flipped
while if fi = 1, it is likely that the ith bit has been
flipped. Note that fi values, which use the hard decoded
received signal, are corrupted by channel noise similar
to a received signal.

3a) Since fi, i = 1, 2, . . . , l, found in step 2, indicates
whether or not the ith chosen bit has been flipped,
it can then be used to modify the received sequence to
correspond to vEx by reversing the effect of the flips
for the decoding of the explicit stream. Specifically, the
received signal yi can be corrected for the l chosen bits
in the decoding of the explicit stream as (1 − 2fi)yi,
i = 1, 2, . . . , l.

3b) In case of iterative decoding, upon reversing the effects
of the flips, continue decoding of C as a full code (not
as a punctured code) by also including the corrected
received signal values of the chosen bits.

4) Recall that the flipping of the l chosen bits were decided
at the transmitter according to the implicit coded stream.
Further, observe that if the ith implicit bit, Imi, had actu-
ally been transmitted over the channel with the same
noise experienced by yi, it would have been received as
(1 − 2Imi)|yi|.1 Hence, an artificially created received

1. It is assumed here that a positive signal value is used for Imi = 0 and
a negative signal value is used for Imi = 1.
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signal value can be obtained for each implicit coded bit
Imi, i = 1, 2, . . . , l as (1 − 2fi)|yi|. Note that depend-
ing on the value of fi (0 or 1), the artificially created
channel value is positive or negative suggesting that the
ith coded implicit bit has not been flipped or flipped
respectively. Even though fi values are available after
the initial decoding, a more reliable set of fi vales in (1)
can be calculated by using the LvEx(i) values at the end
of the decoding of the explicit stream in step 3b. These
re-calculated fi values can be used to calculate the
artificially created received signal values for the cor-
responding l coded implicit bits. Since fi decisions are
noisy, the artificially created received signal values of
the Imi, i = 1, 2, . . . , l, are also noisy similar to chan-
nel information extracted from a noisy received signal.
Therefore, in order to maintain good performance on the
implicit stream, it is necessary to employ an error con-
trol code on the implicit stream similar to the explicit
stream.

The first three steps describe the decoding of a single
codeword of the explicit stream. It is noticed that if the
initial decoding step 1 and the calculation of fis in step 2 are
reliable then step 3a would provide a reliable explicit stream
that would perform almost as reliably as if no bits were
flipped prior to transmission. It is also seen that when every
codeword of the explicit stream (n coded bits) is transmitted
over the channel, an artificially created channel information
of l coded bits of the implicit stream can be extracted without
transmitting any of those l bits over the channel.

B. DECODING STRATEGY
If C is a small code, it can be decoded in a maximum
likelihood (ML) sense in the initial decoding of C in step 1
and the decoding of C as a full code in step 3. However, this
doubles the decoding complexity and the decoding delay of
the explicit stream.
For a large code, such as an LDPC code and most other

codes used in practice, ML decoding is not possible and
instead iterative decoding is commonly used. In such situa-
tions, the initial decoding in step 1 and the full decoding in
step 3b can be done in an efficient manner without increas-
ing the overall decoding delay or the decoding complexity.
Throughput this study, the decoding delay is measured in
terms of the total number of iterations while the decod-
ing complexity is measured by the number of times the SPA
algorithm is called during decoding thereby disregarding any
delay or complexity added by the calculation of fis and the
correction of the flipped bits of the explicit stream. Focusing
on the iterative decoding of C, a pre-selected N1 number of
iterations in step 1 and a pre-selected N2 number of iterations
in step 3b can be used. The values of N1 and N2 can be cho-
sen to maintain the total number of iterations N = (N1 +N2)

close to the number of iterations commonly used without
ITBF thereby maintaining about the same decoding delay
and the decoding complexity.

IV. HYBRID ITBF/CPCD (ITCD) SCHEMES
Collection of punctured code decoding (CPCD) has
been recently introduced to improve the decoding of a
code [13], [14]. It has been shown that CPCD can sig-
nificantly improve the performance of quasi-cyclic LDPC
(QC-LDPC) codes [13], [14]. In this section, we explain
how ITBF can be combined with CPCD to generate
ITCD schemes that can transmit a higher data rate on the
implicit stream than using ITBF alone while also improving
performance on both explicit and implicit streams.

A. REVIEW OF CPCD [13]
In CPCD, a code C (which is considered as the mother
code) is viewed as a collection of a pre-selected number of
D punctured codes, Ci, i = 1, 2, . . . ,D, generated from that
mother code C [13]. Considering C in systematic form, all
n coded bits are viewed as a collection of the message bits
and the set of its parity bits p. In CPCD, each punctured
code Ci is constructed from all message bits and a portion of
the parity bits pi, i = 1, 2, . . . ,D. In CPCD, pis are formed
by dividing all parity bits p into non-overlapping segments
so that ∪pi = p. During decoding, each Ci is separately
decoded by using the received signal corresponding to its
own coded bits (message portion and its corresponding parity
portion pi) and also using the extrinsic information of all
bits of Ci provided by the remaining punctured codes, Cj,
j = 1, 2, . . . ,D, i �= j.

B. ITCD SCHEMES
It is seen from Sections II and III that ITBF uses a punc-
tured code in the initial decoding (step 1). Therefore, the
initial decoding in ITBF inherently consists of the following
two punctured codes of C: (a) the punctured code used in
the initial decoding (say C1), and (b) the code formed by
the message bits and the chosen bits that are not used in the
initial decoding (say C2). However, C2 becomes available
after performing decoding steps 1, 2 and 3a. Upon determin-
ing C2, the decoding in ITBF was continued by considering
C as a full code. Instead, decoding can be continued as in
CPCD by considering C1 and C2 as two punctured codes.
An ITBF scheme that switches to CPCD decoding after step
3a is considered as a hybrid ITBF/CPCD scheme or sim-
ply as an ITCD scheme. The block diagram of an ITCD
decoder will be very similar to the ITBF decoder shown in
Fig. 3 with the following two changes: (a) the “Decode CEx
as a punctured code” block changed to “Decode C1”, and
(b) “Decode CEx as a full code” block changed to “Employ
parallel CPCD with C1 and C2 as punctured codes”.
However, the CPCD technique considered in ITCD

has differences between the CPCD technique discussed
in [13], [14]. In order to elaborate on the differences, let us
first recall that all CPCD schemes considered in the numeri-
cal results in [13], [14] have used the same number of parity
bits in all of their punctured codes and they all started to
decode from the very first CPCD iteration. However, in ITBF,
C2 becomes available for decoding only after N1 iterations to
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FIGURE 3. General structure of the ITBF decoder.

complete steps 1 through 3a, and further, the number of par-
ity bits of C2 is generally smaller than that of C1. Therefore,
in order to employ CPCD in ITBF, we first introduce three
separate special types of CPCD as follows:

(a) Unbalanced CPCD (U-CPCD) that employs different
numbers of parity bits in different punctured codes.

(b) Staggered CPCD (S-CPCD) that starts decoding dif-
ferent punctured codes at different numbers of CPCD
iterations.

(c) Unbalanced-staggered CPCD (US-CPCD) is a hybrid of
U-CPCD and S-CPCD that employs different numbers
of parity bits and starts decoding different punctured
codes at different numbers of CPCD iterations.

In ITBF, the CPCD employed is the US-CPCD type of
CPCD. Therefore, ITBF schemes switch to US-CPCD after
completing steps 1 through 3a in the decoding of the first
punctured code C1. All ITCD schemes presented in this
study employ parallel CPCD. Further, in contrast to the par-
allel CPCD presented in [13] that can reduce the decoding
delay and maintain the same decoding complexity, paral-
lel CPCD that maintains the same delay as normal SPA
decoding is used here to achieve improved performance.
Therefore, ITCD schemes presented here maintain about the
same decoding delay but slightly increase the decoding com-
plexity due to the decoding of both C1 and C2 simultaneously
during the CPCD portion of decoding. If the number of iter-
ations in the initial decoding is 8 with a total of 24 iterations,
the increase in the decoding complexity will be about 67%,
however, without an increase in the decoding delay. In gen-
eral, if an ITCD scheme employs CPCD with D number of
parallel punctured codes with N1 number of initial decoding
iterations followed by N2 number of CPCD iterations, the
decoding complexity would be increased, compared to SPA
decoding, by a factor of (N1 + DN2)/(N1 + N2), however,
without any increase in decoding delay.

V. SIMULATION RESULTS AND DISCUSSION
A. BIT ERROR RATE (BER) SIMULATIONS
In this section, we present numerical results to demonstrate
the following:

FIGURE 4. The parity check matrix H for 5G NR LDPC codes.

(a) ITBF can transmit a separate implicit coded stream
without sacrificing any significant performance on both
the explicit and implicit streams.

(b) ITCD can transmit a higher data rate on the
implicit stream while maintaining the same or better
performance on both the explicit and implicit streams
compared to traditional decoding of the explicit stream
without any implicit stream.

Further, the numerical results demonstrate that additional
implicit stream can be transmitted without any increase in the
decoding complexity and decoding delay in ITBF schemes. It
is also demonstrated that the ITCD schemes, compared with
ITBF schemes, can transmit an implicit stream at a higher
data rate while also performing better on both explicit and
implicit streams without increasing decoding delay, however,
with a slight increase in the decoding complexity.
In order to demonstrate (a), we consider the LDPC code

employed in the 5G NR standard. In the LDPC code
employed in 5G NR, it is easier to identify the chosen
bits needed in ITBF due to its structure. Specifically, the
parity check matrix H of the LDPC code in 5G NR has a
sub-block structure, shown in Fig. 4, where, each sub-block
is a z × z matrix that is either an all-zero matrix or an
identity matrix, and the value of z is chosen depending on
the application. The segment A corresponds to the message
bits. Segment B corresponds to the first set of parity bits;
its first column has weight 3, while its other columns have
a dual diagonal structure. Both segments A and B together
represent the highest code rate that can be realized in 5G
NR LDPC code. Segment C is an all-zero matrix. Segment
D is called an extension region and its main purpose is to
support Incremental Redundancy Hybrid Automatic Repeat
Request (IR-HARQ). Segment E is an identity matrix. In 5G
NR, two separate versions of the LDPC code with the same
structure shown in Fig. 4 are employed; base graph 1 that
employs a 46 by 68 matrix and base graph 2 that employs
a 42 by 52 matrix in terms of sub-blocks [18]. In 5G NR,
the rate adjustment is done by shortening the H matrix by
simply removing sub-blocks along columns from the identity
portion E (starting from the right most column). Therefore,
puncturing in 5G NR can be easily done by puncturing the
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FIGURE 5. BER variations of the explicit and the implicit streams of the ITBF
schemes constructed from the rate 0.2083 code that transmits 13.19% rate on the
implicit stream compared to the transmission rate of the explicit stream.

FIGURE 6. BER variations of the explicit and the implicit streams of the ITBF
schemes constructed from the rate 1

4 code that transmit 5.3% rate on the implicit
stream compared to the transmission rate of the explicit stream.

desired number of sub-blocks (which determine the chosen
bits in ITBF) from the end of the codeword.
Figs. 5 and 6 show the BER variations of the explicit

and the implicit streams of two separately constructed ITBF
schemes starting from the 5G LDPC code that uses the base
graph 2 and employs 16-QAM for transmission. The ITBF
scheme in Fig. 5 uses z = 256 and punctures out two sub
blocks from the right of H to result in a 5G code C with
rate 0.2083. Further, the ITBF scheme considered in Fig. 5
that employs the above H matrix uses 1

6 fraction of its parity
bits of the code as chosen bits thereby maintaining a 13.19%
transmission rate on the implicit stream compared with the
transmission rate of the explicit stream. Similarly, the ITBF
scheme in Fig. 6 also uses z = 256 and punctures out twelve
sub blocks from H to result in a code C with rate 1

4 . The
ITBF scheme considered in Fig. 6 employs that H matrix
and uses 1

14 fraction of parity bits of the code as chosen bits
thereby maintaining a 5.3% transmission rate on the implicit
stream compared with the transmission rate of the explicit
stream. The ITBF schemes in Figs. 5 and 6 use 8 initial
iterations and 24 total iterations in their BER variations. The

FIGURE 7. Comparison of B-CPCD, U-CPCD, S-CPCD and US-CPCD schemes
constructed from the rate 1

2 code with 16-QAM transmission.

BER variations of the ITBF schemes are compared with the
full code and the punctured code (used in the initial decod-
ing) with the same number of 24 iterations. It is seen from
Figs. 5 and 6 that the explicit stream of the ITBF schemes
can perform better than the BER variation of the punctured
in isolation (demonstrating that the proposed identification
of the flipped positions and the correction of the received
signal values are indeed helping the decoder), and further,
the BER variation of the explicit stream gets closer to the
SPA decoding of the full-code. It is also seen that the BER
variation of the implicit stream is better than that of the
explicit stream and close to that of the BER variation of the
full code. Thus, the proposed ITBF technique can transmit
a secondary coded stream implicitly without noticeably sac-
rificing performance while maintaining the same decoding
delay and the decoding complexity which are measured in
terms of the total number of iterations.
Since ITCD employs CPCD, and it is known that QC-LDPC

codes perform well with CPCD [13], [14], we consider the
QC-LDPC code with the length 1944 employed in the WiFi
standard [19] in all numerical results related to ITCD. Since
ITCD employs US-CPCD, we first compare the BER variation
of the known CPCD technique in [13], that employs balanced
distribution of parity bits among punctured codes and called
here as the balancedCPCD (B-CPCD),with those ofU-CPCD,
S-CPCD and US-CPCD with two punctured codes (D = 2).
All U-CPCD schemes considered here employ 75% of parity
bits in the first punctured code C1 and the remaining 25% of
parity bits in the second punctured code C2. In all S-CPCD
schemes the first punctured code C1 runs 8 iterations before
CPCD decoding begins with a total of 24 iterations. Fig. 7
shows the BER variation of B-CPCD, U-CPCD, S-CPCD, and
US-CPCD in the decoding of rate 1

2 (972, 1944) LDPC code
in WiFi when the symbols are transmitted using 16-QAM.
Fig. 8 shows similar results when the code rate is 2

3 and 16-
QAM is used for transmission. It is seen from Figs. 7 and 8
that US-CPCD schemes can actually perform better than all
other CPCD counterparts.
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FIGURE 8. Comparison of B-CPCD, U-CPCD, S-CPCD and US-CPCD schemes
constructed from the rate 2

3 code with 16-QAM transmission.

FIGURE 9. BER variations of the explicit and the implicit streams of the ITCD
schemes constructed from the rate 1

2 code that transmits 12.5% and 25% rate on the
implicit stream compared with the transmission rate of the explicit stream.

All ITCD schemes considered here employ 8 initial itera-
tions followed by US-CPCD with 2 punctured codes (D = 2)

with 4 CPCD iterations and run 4 sub-iterations in each punc-
tured code in every CPCD iteration. Therefore, all ITCD
schemes considered here have the same decoding delay
compared with regular SPA decoding with 24 iterations but
increases the decoding complexity by about 67% due to the
use of 2 punctured codes during the US-CPCD portion of
the decoding. Fig. 9 shows the BER variations of the explicit
and the implicit streams separately of two ITCD schemes
generated from the rate 1

2 LDPC code employed in WiFi
when 16-QAM is used for transmission. Specifically, the
two ITCD schemes maintain 12.5% and 25% transmission
rate on the implicit stream compared with the transmission
rate of the explicit stream. The ITCD scheme that transmits
12.5% rate on the implicit stream employs US-CPCD with
75%, 25% split of parity bits between the two punctured
codes C1 and C2. Similarly, the ITCD scheme that transmits
25% rate on the implicit stream employs US-CPCD with
50%, 50% split of parity bits between C1 and C2 (essen-
tially making it similar to S-CPCD). Fig. 10 shows similar
BER variations of two ITCD schemes generated from the

FIGURE 10. BER variations of the explicit and the implicit streams of the ITCD
schemes constructed from the rate 2

3 code that transmits 8.3% and 16.6% rate on the
implicit stream compared with the transmission rate of the explicit stream.

rate 2
3 code employed in the WiFi standard with 16-QAM

transmission. Since the number of parity bits are smaller in
the rate 2

3 code, ITCD schemes presented in Fig. 10 respec-
tively transmit a lower rate, specifically 8.3% and 16.6%, on
the implicit stream compared with the rate on the explicit
streams. It is seen that Fig. 5 and Fig. 6 verify the claim
made in Section I about the contribution that ITBF can make.
Similarly, Fig. 9 and Fig. 10 verify the claim that was made
in Section I about the contribution that ITCD can make.

B. APPLICATIONS OF ITBF AND ITCD
ITBF and ITCD can be employed in any communication
system to improve the overall transmission rate by transmit-
ting a secondary coded stream implicitly. It is seen from the
BER variations in Section V-A that ITBF schemes can trans-
mit a secondary coded stream implicitly without noticeably
sacrificing performance while maintaining the same decod-
ing delay and the decoding complexity. ITCD achieves the
same goal as ITBF, but with a slight increase in decoding
complexity. However, ITCD can maintain a higher data rate
on the implicit stream while maintaining better or similar
performance on both the implicit and explicit streams.
Since both explicit and implicit streams of both ITBF

and ITCD schemes operate independently, different types of
codes, different code rates, and desired BER values can be
independently employed on the two streams. However, based
on the common approach of identifying the chosen bits using
a punctured code of the mother code, the proposed ITBF and
ITCD techniques are more suitable for codes that can gen-
erate powerful punctured codes. However, it is important to
note that codes employed in most applications, such as 5G
NR and WiFi, have a rate adjustment feature which is usu-
ally implemented by puncturing the lowest rate code that has
been chosen for the application. Therefore, codes employed
in most applications are known to have powerful punc-
tured codes. ITBF and ITCD techniques are highly attractive
for multimedia applications. In multimedia applications, the
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FIGURE 11. Encoding and decoding of two layer encrypted message.

explicit stream and the implicit stream can represent two dif-
ferent types of multimedia streams. For example, the explicit
stream could transmit a video signal while the implicit
stream transmits an audio signal thereby eliminating the
need for a separate channel for the transmission of the audio
signal.
Another important application of ITBF and ITCD is in

information security. Different types of encryption methods
are used in information security [20]. The transmission of
an independent implicit stream in ITBF and ITCD allows
a secure communication system to add an additional layer
of encryption through ITBF or ITCD. Fig. 11 illustrates
how an additional layer of security can be embedded while
transmitting an encrypted message. This can be achieved
by forming the implicit stream by choosing bits from the
original message stream according to a confidential implicit
bit selection (IBS) process as illustrated in Fig. 11. The
traditional form of encryption can be employed on the
explicit stream which is referred to here as the first layer
of encryption. The second layer of encryption is added
from the confidential IBS process. Note that, even if an
intruder somehow penetrates the first layer of encryption
and recovers the explicit information stream, the intruder is
still unable to recover the original message stream without
the knowledge of the IBS process. Therefore, the sec-
ond layer of encryption introduced by the IBS process in
the selection of the implicit message stream can signifi-
cantly enhance the security of an information transmission
system.

VI. CONCLUSION
A novel implicit transmission with bit flipping (ITBF) tech-
nique has been introduced to transmit a secondary coded
stream implicitly while transmitting a primary coded stream
explicitly over a channel. The ITBF technique can employ
any coding technique on the primary and secondary channels
independently. ITBF flips a set of chosen parity bits of the
explicit stream according to the implicit stream. Using an
initial decoding method that excludes the chosen bits, the
receiver (a) corrects whether or not each of the chosen bit

has been flipped, (b) corrects the portion of the chosen bits
of the explicit received stream (as if no bits were flipped
before transmission) to continue decoding of the explicit
stream, and (c) extracts artificial channel information for the
corresponding implicit bits. Numerical results presented for
the LDPC code employed in 5G NR demonstrate that the
implicit stream, that employs the same code employed on
the explicit stream, can transmit up to 13.19% of the rate
of the explicit stream on the implicit stream without signif-
icantly sacrificing performance, or increasing the decoding
complexity or the decoding delay.
The ITBF method has been further improved by com-

bining it with CPCD [13] to form ITCD schemes. ITCD
schemes move to CPCD upon correcting the flipped bits.
Specifically, CPCD decoding in ITCD considers the follow-
ing two punctured codes: (a) the message and the parity
bits excluding the chosen bits, and (b) the message and the
corrected chosen bits. Since CPCD performs better than tra-
ditional decoding, ITCD can transmit a higher data rate on
the implicit stream while maintaining better or the same
performance as traditional decoding without increasing the
decoding delay, however, with a slight increase in the decod-
ing complexity. Numerical results presented for the LDPC
code in the WiFi standard show that ITCD can transmit a
secondary stream implicitly with up to a 25% rate of the
explicit stream on the implicit stream without sacrificing
performance, or increasing the decoding delay but with a
slight increase in the decoding complexity.
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