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ABSTRACT The multipath is unavoidable in radio frequency (RF) wireless communication, and affects
almost every element of the communication systems. The impact of multipath on the received signal
depends on whether the delay spread (i.e., spread of time delays associated with different multipath
components) is large or small relative to the symbol period of the wireless communication system. In
narrowband channels, the symbol period is set such that the delay spread is about one tenth (or less) of it.
In broadband channels, it is set such that the delay spread is many times greater than the symbol period.
In between these two extremes, there appears to exist an important, yet overlooked, class of channels
whose delay spread is neither small nor large enough for them to fall into these two basic channel classes.
In this paper, we study the effect of multipath on channels that fall in the transitional region between
narrowband and broadband referred henceforth as “mediumband”. This paper shows that mediumband
channels possess a distinct channel model, and pose both challenges and opportunities for reliable wireless
communication. For instance, mediumband channels enable signalling at a significantly higher rate than
that of narrowband channels, but on the flip side, as the degree of mediumband-ness increases, the
quality of the channel deteriorates rapidly due to the excessive inter-symbol-interference (ISI). However,
mediumband channels have an inherent ability to avoid deep fading, and if designed properly, mediumband
wireless communication, which refers to wireless communication through mediumband channels, could
be made to be significantly more reliable too.

INDEX TERMS Communication theory, multipath, delay spread, wireless channel models.

I. INTRODUCTION

WIRELESS communication is indispensable to the
modern living, and is one of the main driving forces

of the ongoing digital transformation [1]. Its ability espe-
cially to keep people connected on-the-go and in emergencies
are particularly appealing. Today, not only people, but
devices also have the ability to communicate wirelessly,
and the number of devices that require wireless connec-
tivity is exponentially growing [2]. It has been predicted
that the number of such devices will grow to over 13 bil-
lion by the end of 2023 [3]. In order to enable wireless
communication for such a large number of devices cost-
effectively and sustainably, simple and cost-effective physical
layer wireless communication technologies are required.
Furthermore, these devises may have different requirements
in terms of spectral efficiency, reliability, energy efficiency

and security [4]. So, having a spectrum of physical layer
wireless communication technologies is more important
than ever.
In modern digital radio wireless communication, the trans-

mitter (TX) sends information by transmitting a modulated
electromagnetic (EM) wave, where typically the envelope
of the EM wave varies according to an information signal.
This information signal is typically an analog signal, but in
digital wireless radio communication, only the signal points
separated regularly in time carry useful information. This
separation distance in time, which is an important parameter,
is known as the symbol period (say Ts) [5].
The wireless propagation environment between the TX

and the receiver (RX) plays an important role too. It typi-
cally comprises of natural, man-made, and moving & static
objects. EM wave emanating from the TX spreads out
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FIGURE 1. A depiction of a typical multipath profile of a) a narrowband channel, b) a
mediumband channel, and c) a broadband channel, where the delay spread Tm is the
same in all cases. The horizontal excess delay axis is divided into time bins of
duration Ts , which is the symbol period of the baseband equivalent data signal. This
Ts has nothing to do with the wireless propagation environment. For the same
multipath profile, depending on Ts in comparison with Tm , a channel fall into the
narrowband, mediumband or broadband regime.

spatially as it travels through the space drastically reducing
its strength per unit space. This phenomenon gives rise to an
effect commonly known as path loss in wireless communica-
tion [6]. Also, the transmitted EM wave undergoes reflections
and diffractions before being received by the RX [5]. The
combine effect of these affects the received signal at the RX,
and in turn the wireless communication profoundly [8].
The RX receives an untidy mixture of attenuated

and delayed versions (i.e., multipath) of the transmit-
ted signal before the received signal being sampled and
decoded [9], [10]. In the absence of a line-of-sight (LoS)
between the TX and the RX, which is the case in overwhelm-
ing number of instances of daily communications between
people, it is often this multipath that enables wireless com-
munication. On the other hand, in the presence of severe
multipath, it is a considerably involving task to effectively
and reliably detect the desired signal. Over 60 years of wire-
less communication research efforts have been, and also are
being, dedicated to perfect the art of detection of the desired
signal from this untidy mixture of signals [5], [7]. The current
state-of-the-art in wireless communication is 5th-generation
(5G) [11], [12].
The distribution of multipath may be depicted as an

impulse train as shown in Fig. 1, where the relative strength
of the multipath components are represented by the height,
and the relative delays are represented by the horizontal
separation distance of these impulses. The strengths and
delays of multipath components are highly environment-
dependent, hence random, but typically the strength reduces
as the delay increases. One of the most important quantities
of interest is the delay spread (say Tm), which effectively
is the delay between the latest and the earliest significant
multipath components. Considering a random wireless prop-
agation environment with a certain delay spread, this paper

FIGURE 2. Three main regions on TmTs–plane along with the designated channel
models. Theoretically, there is no restriction on the use of a non-designated channel
model in these regions, but such uses are not typical, and may be physically less
meaningful and unnecessary.

asks how exactly multipath affects wireless communication,
and what are the ways to harness the benefits of multipath
for wireless communication?
Modern digital wireless communication uses different

channel models, primarily “narrowband” and “broad-
band” to capture the essence of different multipath
scenarios [13], [17]. The effect of multipath, especially the
relative strengths and delays, appears in different ways, often
as fading factors, in these channel models. It is those models
that form the foundation of all the key functions of today’s
digital wireless communication systems. Those models are
used for channel estimation algorithms [18], interference
management [19], [20], capacity studies [21], and also to
develop innovative transceiver techniques [20], [22]. The
performance of wireless communication systems is largely
determined by how accurately channel models capture the
underlying propagation scenarios, and also by the condition
(e.g., strength and the statistics) of the fading factors that
arise in the channel models [17], [23], [24], [25].

A. NARROWBAND VS BROADBAND
Narrowband: A wireless channel is said to be narrowband
(or frequency-nonselective), if the symbol period Ts is set
such that it is significantly greater than the delay spread Tm.
As shown in Fig. 2, typically the narrowband condition is
deemed to be satisfied if [27]:

Tm < 0.1Ts. (1)

In this regime, the TX should reduce the symbol rate1 sig-
nificantly in order at least to ensure (1). A lower symbol
rate means a lower data rate, which is typically undesirable.
In narrowband channels, the effect of multipath reduces to
a single multiplicative fading factor. Hence the multipath is
said to be nonresolvable. After estimating this fading factor,
simpler single-user detection can be applied for information
detection [17].

1. In digital wireless communication, symbol rate is equal to 1/Ts.
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Broadband: A wireless channel is said to be broadband
(or frequency-selective) if:

Ts < Tm. (2)

This typically leads to a tapped delay line channel
model with as many taps as �Tm/Ts�, where �.� denotes
the ceiling operation [28]. The strength of these taps
are dependent on the path gains and relative delays of
multipath components [29], [30], [31], [32]. For instance,
if Tm ≈ 1.2Ts, the effect of multipath is often mod-
elled with two fading factors (i.e., taps). Hence, the
multipath is said to be resolved up to some extent. Using
these tap weights as the basis, multi-carrier modulation
schemes like SC-FDM (single-carrier-frequency-division-
multiplexing) or OFDM (orthogonal-frequency-division-
multiplexing) for wireless communication over broadband
channels are often designed [27, p. 386]. The broadband
systems can achieve significantly higher data rates, but at
the cost of significantly higher signal processing overhead
and energy consumption. Falling between these two extremes
are mediumband channels [34].

B. MEDIUMBAND
Wireless communication systems could encounter scenarios,
either intermittently or otherwise, where the delay spread
satisfies neither the narrowband condition that is (1) nor
the broadband condition, which is (2). For instance, in the
transitional region [34]2:

Tm ≤ Ts ≤ 10Tm, (3)

which is in GREEN in Fig. 2, the effect of multipath cannot
be simply reduced to a single multiplicative fading factor,
but the delay spread is not sufficiently wide enough (with
respect to Ts) to add further taps to resolve multipath either.
This paper considers this transitional region defined by (3),
and studies how the effect of multipath can be accurately
captured in a channel model for the class of radio frequency
wireless channels that fall in this region referred hence-
forth as “mediumband”. Furthermore, how the effect of
mediumband-ness affects the key aspects of wireless systems
such as I/Q processing and information detection is also
studied.
Depending on the relative strength of Tm in comparison

with Ts, the degree of mediumband-ness of mediumband
channels varies. A simple metric like percentage delay spread
(PDS) defined by:

Percentage Delay Spread (PDS) =
(
Tm
Ts

)
x 100%, (4)

may be used to capture this degree of mediumband-ness of
mediumband channels as a percentage. It is straightforward

2. The boundary equations, (1), (2) and (3) are for indicative purposes
only. There is no restriction on the use of one channel model for another
region on TmTs–plane. The use of a particular channel model for a certain
wireless communication scenario, or region on TmTs–plane, is dependent
on many factors like the required level of reliability and the affordable
complexity.

that, in the mediumband region, the corresponding PDS is
10% ≤ PDS ≤ 100%.
In this paper, the effect of multipath on mediumband

channels has been shown to be two-fold. As in the narrow-
band case, the effect of multipath appears as a multiplicative
fading factor for the desired signal. The multipath also gives
rise to an additive interference, which is a form of inter-
symbol-interference (ISI). It has also been shown that this
ISI increases as the degree of mediumband-ness increases
(see Fig. 5).
Extending the main analysis for the original medium-

band channels, this paper further analyses what we call
“generalized mediumband channels” that typically exist in
the transitional regions between broadband channels of L
taps and L+ 1 taps, where L = 2, 3, . . .

C. WHY THE STUDY OF MEDIUMBAND WIRELESS
COMMUNICATION MATTERS?
The study of mediumband channels (and also the mediumband
wireless communication) has two main objectives. The
mediumband channels could occur intermittently or perma-
nently. Hence, firstly, it enables the quantitative analysis of
the effects of mediumband-ness that could intermittently arise
in conventional channels. Secondly, as shown in Section IV,
since the symbol period can be made to be smaller than
that of narrowband systems, the signalling can be done at
a higher rate in mediumband systems enabling significantly
higher data rate than that of narrowband systems. On the flip
side, as the signalling rate increases, otherwise as the degree
of mediumband-ness increases, ISI increases and in turn,
the quality of the channel decreases rapidly. However, the
fading factors arisen in mediumband channels exhibit favor-
able statistical properties for wireless communication such as
“deep fading avoidance”. This deep fading avoidance effect
is such that it can significantly mitigate the unfavourable
effects of ISI in all practically relevant signal-to-noise ratio
(SNR) regions, as can be seen in the gains of bit error rate
(BER) performance even with simple single-user detection,
which is about several dBs. Therefore, operating in the medi-
umband region is not a sacrifice of reliability for higher
data rates, but if designed properly, can be made to be a
“win− win” situation. More detail on the wider implications
of this work can also be found in Section VIII.
The organization of the rest of the paper is as follows.

Section II elaborates the wireless propagation environment
considered in this paper, and Section III presents a channel
characterization for mediumband channels. Sections IV–
VI discuss the aspects of signal-to-interference-ratio, I/Q
processing, and information detection of mediumband chan-
nels respectively. In Section VII, the notion of generalized
mediumband channels is introduced and analysed, and in
Section IX, conclusions are drawn.

II. PROPAGATION ENVIRONMENT
A radio wave (RF) wireless communication system with a
single TX and a single RX in a rich scattering environment as
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FIGURE 3. A simplified schematic diagram of a typical radio wave communication system, where only the key subsystems are shown.

shown in Fig. 3 is considered [27]. Let s(t) be the baseband
equivalent transmitted signal corresponding to a single frame:

s(t) =
∑
k

Ikg(t − kTs), (5)

where Ts is the symbol period, {Ik} is the sequence of
amplitudes drawn from a 2b element constellation (e.g.,
BPSK, 4-PAM, 4-QAM, etc.) by mapping b-bit binary blocks
from an underlying information sequence dk, and g(t) is the
pulse shaping filter. Combining the effects of square-root-
raised-cosine (SRRC) transmit and receive pulse shaping
filters, we herein assume a raised-cosine pulse for g(t) with
a roll-off factor β. So, g(t) in the time domain is given by
[5, eq. 4.49]:

g(t) =

⎧⎪⎪⎨
⎪⎪⎩

π
4 sinc

(
1

2β

)
, t ± Ts

2β

sinc
(
t
Ts

) cos
(
πβt
Ts

)

1−
(

2βt
Ts

)2 , otherwise.
(6)

In this paper, solely for simplicity, we assume only one
dimensional constellations like BPSK, 4-PAM resulting in
real amplitudes, which in turn ensures that, s(t) is real. The
transmitted RF signal is mathematically given by:

x(t) = Re
{√

Ess(t)e
j2πFct

}
, (7)

where Fc is the carrier frequency, and Es is a factor that con-
trols the transmit power. It is also assumed that the sequence
{Ik} is normalized such that E{|Ik|2} = 1, which due to the
effect of the raised-cosine pulse in turn gives:

E
{
|s(t)|2

}
= 1 − 0.25β. (8)

Also (7) ensures that E{|x(t)|2} = 0.5Es(1 − 0.25β). The
received RF signal at the RX, y(t), can be given as a sum
of multipath components as:

y(t) = √
Es
∑N−1

n=0 Re
{
αns(t − τn)ej2πFc(t−τn)

}
, (9)

where N is the number of multipath components, and τn
and αn are the absolute time delay and the path gain of
the nth component respectively. In the absence of the noise,
the received baseband equivalent signal, r(t), can be given
by [5]:

r(t) = √
Es

N−1∑
n=0

αne
−j2πFcτns(t − τn),

= √
Es

N−1∑
n=0

αne
−jφns(t − τn), (10)

where φn = 2πFcτn is known as the phase of the nth com-
ponent. It is assumed that, the propagation parameters αn,
τn and φn are constant at least within the time duration of
a single frame corresponding to the case of static terminals
or terminals with slow relative movement.3 Without loss of
generality, 0 is assumed to be the index of the earliest path
meaning α0 and τ0 are respectively the path gain and the
absolute delay of the earliest (also the shortest) path. Let the
delay spread be defined by [13]:

Tm = max
n

|τn − τ0|. (11)

When Tm and Ts fall into different regions on the TmTs–
plane (see Fig. 2), this paper asks how r(t) can be accurately
captured in a channel model, and how the wireless prop-
agation parameters αns, φns, and τns affect the different
fading factors arisen in those channel models, especially
the mediumband. Also, how accurately these models fit the
underlying r(t) and what is the strength of model mismatch
errors, if any, are among the questions that this paper aims
to settle.

A. COMPUTER SIMULATION ENVIRONMENT
In order to assess the performance of the proposed medium-
band channel model, and also to compare them with other
channel models, the generic propagation model described
in (10) is simulated on MATLAB. Typically τns are depen-
dent on the environment, but without loss of generality, we
assume τ0 = 0. The other delays τn for n = 1, . . . ,N − 1
are drawn from a uniform distribution, U[0,Tm], where Tm
is the delay spread [35]. The sequence of amplitudes are
drawn from a BPSK constellation, so {Ik} ∈ {−1, 1} ∀k.
Furthermore, the phases are drawn from a uniform distribu-
tion, φn ∼ U[0, 2π ], and equal path gains are considered.
These assumptions correspond to one of the most severe
propagation environments for wireless communication. In
order to ensure

∑
α2
n = 1, the path gains are normalized

such that α1 = α2 = · · · = αn ∝ 1/
√
N. By changing Tm

appropriately while keeping Ts fixed, mediumband channels
(and also other narrowband and broadband) with different
degrees of mediumband-ness are obtained. Unless other-
wise is specified, in all simulations in this paper, Ts = 1
is assumed.

III. MEDIUMBAND CHANNEL CHARACTERIZATION
We firstly recall the narrowband channel model. As depicted
in Fig. 1-(a), in narrowband channels, the distribution of

3. Note that this assumption means the channels considered in this paper
are time-nonselective.
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multipath delays is such that the condition (1) is at least
approximately satisfied. As a result, the received baseband
equivalent signal in (10) reduces to [27]:

r(t) ≈ √
Es

(
N−1∑
n=0

γn

)
s
(
t − τ̂

)
,

= √
Esgos

(
t − τ̂

)
(12)

where the complex path gains, γn = αne−jφn ∀n, and
go = ∑N−1

n=0 γn. Here the multipath components are said to
be nonresolvable, and combined into a single multipath with
delay τ̂ ≈ τ0 · · · ≈ τN−1. The symbol timing synchronizer
at the RX typically synchronizes to this common delay,
τ̂ [27], [33].
As the channel drifts into the mediumband regime, which

occurs when Tm ≤ Ts ≤ 10Tm, even though the multipath
components are still nonresolvable, the IO relationship
in (12) is seen to be no longer accurate. The simulation
studies in Section IV show that, as Tm increases beyond
0.1Ts, the narrowband identity in (12) weakens gradually.
Hence, using (12) as the basis, in this section, we derive a
new characterization for mediumband channels, which is:

Theorem 1: In the mediumband regime, the baseband
equivalent received signal in the absence of the noise can
be accurately modelled as:

r(t) = √
Eshos

(
t − τ̂

)+√
Esηou(t), (13)

where s(t− τ̂ ) is the desired signal; u(t) is a complex uncor-
related zero mean unit variance interference signal; and τ̂
is the time, which the RX synchronizes to. Consequently, the
baseband equivalent received signal in the presence of the
noise can be given by:

r′(t) = r(t)+ n(t), (14)

where n(t) is a complex zero mean additive-white-Gaussian-
noise (AWGN) signal with variance σ 2 = E{|n(t)|2}. The
fading coefficients ho and ηo are given respectively by:

ho =
∑N−1

n=0 γnR
(
τn − τ̂

)
1 − β

4

, (15)

and (16), as shown at the bottom of the page, where
R(τ ) = E{s(t)s(t + τ)} is the autocorrelation function of
s(t), which is given in (17), as shown at the bottom of the
page and graphically shown in Fig. 4. The noise variance
σ 2 is not dependent on the propagation parameters, but
only dependent on the noise bandwidth of the pulse shaping

FIGURE 4. R(τ ) for different values of β, where R(0)= 1 − 0.25β.

filter at the RX, and the spectral density of the thermal
noise N0. Collectively,

√
Esηou(t) may be referred as the

model mismatch error signal.
Proof: A detailed proof is first reported in [34], but for

the completeness, it is also available in the Appendix.

The model in (13) and (14) show the desired, interference,
and noise signals in additive form, and the effect of multipath
is conveniently captured as multiplicative factors. The model
also captures the effects of transmit power through Es,
pulse shaping through β, and modulation through R(τ ). In
the sequel, a few notable observations about the proposed
mediumband channel model are made.

A. NARROWBAND CHANNEL AS A SPECIAL CASE
It can be seen that, the narrowband model in (12) is a special
case of the mediumband model in (13). Consider ho and
ηo as Tm = maxn |τn − τ0| → 0. As Tm → 0, all delay
deferences (i.e., τn − τm and τn − τ̂ ∀n,m) also approach
zero. Therefore, (17) yields:

lim
|τn−τ̂ |→0

R
(
τn − τ̂

) = 1 − β

4
, ∀n (18a)

lim|τn−τm|→0
R(τn − τm) = 1 − β

4
. ∀n,m (18b)

Substituting these limits into equations for ho and ηo in (15)
and (16) respectively, it can be shown that:

lim
|τn−τ̂ |→0

∀n
ho =

N−1∑
n=0

γn =
N−1∑
n=0

αne
−jφn , (19a)

lim
R(τn−τm)→

(
1− β

4

)
∀n,m

ηo = 0, (19b)

which ensure the convergence of the mediumband channel
to a narrowband channel as Tm → 0.

ηo =

√√√√√√
(

1 − β

4

)[(N−1∑
n=0

|γn|2
)

− |ho|2
]

+
N−1∑
n=0

N−1∑
m=0
m
=n

γnγ ∗
mR(τn − τm). (16)

R(τ ) = sinc

(
τ

Ts

) cos
(
β πτTs

)

1 −
(

2βτ
Ts

)2
− β

4
sinc

(
β
τ

Ts

) cos
(
πτ
Ts

)

1 −
(
βτ
Ts

)2
. (17)
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FIGURE 5. SIR vs percentage delay spread of mediumband wireless channels,
where β = 0.8 and N = 5. Here Tm is varied appropriately to achieve different PDSs
while keeping Ts = 1.

B. CROSS-CORRELATION OF DESIRED SIGNAL AND
INTERFERENCE
Let’s consider the cross-correlation of the desired sig-
nal, hos(t − τ̂ ) and the interference signal, ηou(t):
E{hos(t − τ̂ )ηou(t)}, where the “overline” denotes the com-
plex conjugation. This cross-correlation can equivalently be
expressed by:

L = E
{
hos
(
t − τ̂

)
ηou(t)

}
,

= E
{√

Eshos
(
t − τ̂

)(
r(t)−√

Eshos
(
t − τ̂

))}
. (20)

The expectation operation with respect to the random
process, s(t), yields:

L = Es

[
h∗
o

(
N−1∑
n=0

γnR
(
τn − τ̂

))− |ho|2
(

1 − β

4

)]
. (21)

From (15), it is known that
∑N−1

n=0 γnR(τn− τ̄ ) = ho(1 − β
4 ),

which in turn confirms that if ho is chosen optimally as
given in (15), the correlation between the desired signal and
the interference signal would be zero.

IV. SIGNAL-TO-INTERFERENCE-RATIO (SIR)
The quality of mediumband channels can be quantified using
a metric like the average signal-to-interference-ratio (SIR),
which can be evaluated using:

Average SIR =
E
{∣∣hos(t − τ̂

)∣∣2}
E{|ηou(t)|2} , (22)

where the expectations in both the numerator and the denomi-
nator are over both s(t) and all the propagation parameters. Due
to the independence of the fading process and the channel
input process s(t), the expectations in (22) can be evalu-
ated in two steps. The expectation over the input process is
firstly evaluated while keeping the propagation parameters

 = {αn, φn, τn} fixed. The quantity τ̂ is chosen optimally
using exhaustive search, ho is from (15), and ηo is from (16).
Secondly, the expectation over the fading process is evaluated
by repeating the first step until sufficiently stable values are
obtained.
Fig. 5 shows the average SIR performance of a medium-

band wireless channel for different PDSs. As also described

13

14

15

16

17

18

FIGURE 6. SIR vs N of mediumband channels, where β = 0.8 and the percentage
delay spread is 60%. Here Ts = 1 and Tm = 0.6.

FIGURE 7. A schematic diagram of a digital wireless receiver with separate I/Q
processing, where T is the sampling period.

in Section II-A, different PDSs are achieved by changing Tm
appropriately according to (4) while keeping Ts = 1. It can
be seen clearly that the SIR gradually decreases as the PDS
increases. Furthermore, as shown in Fig. 6, as N increases,
the average SIR increases, but quickly saturates (see N > 20
in Fig. 6). Many more insights can also be drawn from these
performance results.
As shown in Fig. 5, when the PDS is less than 10%, the

narrowband condition is deemed to be satisfied. The larger
region where the PDS is greater than 10% is the mediumband
region. It is clearly many times as wide as the narrowband
region. For a given spatially averaged delay profile, one
can design either a narrowband or a mediumband system
by choosing an appropriate symbol period. The RED circle
(i.e., PDS = 5%) in Fig. 5 represents a narrowband system,
while the GREEN square (i.e., PDS = 20% ) represents a
mediumband system. The signaling rate of the mediumband
system at the GREEN square is 4 times as high as the
signalling rate of the narrowband system at the RED circle.
If all other aspects such as the modulation schemes of two
systems are the same, this means a potential data rate 4 times
as high as the data rate of the narrowband system operating
at the RED circle. On the flipside however, the mediumband
system at the GREEN square is exposed to about 17dB more
interference, which is typically undesirable. However, in the
coming sections, we see that mediumband channels have the
potential to mitigate this excessive interference successfully
by themselves.
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FIGURE 8. CDF of τ̂i − τ̂q of mediumband wireless channels for PDS = 10% and
60%, where β = 0.8 and N = 5.

FIGURE 9. SD of τ̂i − τ̂q against the percentage delay spread of mediumband
wireless channels for different N , where β = 0.8.

V. I/Q PROCESSING
In digital wireless communication, I/Q processing typically
includes RF mixing, receive filtering (i.e., SRRC low-pass
filtering), synchronization, and I/Q sampling [36]. Some sim-
pler systems might use the same time synchronization and
sampling for both the in-phase (i.e., “I”) and the quadrature-
phase (i.e., “Q”) branches, but as shown in Fig. 7, the RF
mixing and the receiver filtering can also be applied to the I
and Q branches separately. In this paper, such separate time
synchronization and I/Q sampling are assumed.
In I/Q sampling, the I and Q branches of the RX firstly

synchronize to I/Q signals ri(t) and rq(t) separately. These
I/Q signals are subsequently sampled in regular intervals. Let
the sampling instances of the I and Q branches respectively
be τ̂i+ lT and τ̂q+ lT , where T is the sampling period at the
RX, and τ̂i and τ̂q are respectively the time instances, which
the I and Q branches of the RX synchronize to. Consider
the baseband equivalent I/Q signals:

FIGURE 10. Variation of the SD of τ̂i − τ̂q for different Ns, where β = 0.8, and three
different PDSs (i.e., 40%, 60%, 80%) are considered.

FIGURE 11. Variation of the SD of τ̂i − τ̂q for different βs, where N = 5, and three
different PDSs (i.e., 20%, 40%, 60%) are considered.

ri(t) = √
Es

N−1∑
n=0

αn cos(φn)s(t − τn), (23)

rq(t) = −√Es
N−1∑
n=0

αn sin(φn)s(t − τn), (24)

where it is assumed that s(t) is a real signal, which is indeed
the case in single dimensional modulations like BPSK, 4-
PAM, etc. It is clear that ri(t) and rq(t) are nothing but
differently weighted sum of the same set of signals, which
indicates that τ̂i and τ̂q should be different.
As shown in Figs. 8-11, in the narrowband regime, the dif-

ference, τ̂i− τ̂q is negligible, but in the mediumband regime,
as the degree of mediumband-ness increases, the significance
of this difference increases rapidly. Hence, mediumband
wireless systems require separate I/Q synchronizations.
In Theorem 1, τ̂i = τ̂q = τ̂ is assumed. If I/Q branches

at the RX are assumed to be synchronized to τ̂i and τ̂q
respectively, Theorem 1 can be elaborated in the absence of
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AWGN to highlight the effect of different τ̂i and τ̂q as:[
ri(t)

rq(t)

]
= √

Es

[
hios(t − τ̂i)

hqos(t − τ̂q)

]
+ √

Es

[
ηioui(t)

η
q
ouq(t)

]
, (25)

where r(t) = ri(t)+jrq(t) is the baseband equivalent received
signal; u(t) = ui(t) + juq(t) is uncorrelated zero mean unit
variance (per dimension) interference signal; and ho = hio +
jhqo is given by:

Re{ho} = hio =
∑N−1

n=0 Re{γn}R
(
τn − τ̂i

)
1 − 0.25β

, (26a)

Im{ho} = hqo =
∑N−1

n=0 Im{γn}R
(
τn − τ̂q

)
1 − 0.25β

; (26b)

where ηio & η
q
o are given in (27), as shown at the bottom of

the page.
By following the same procedure described in the

Appendix on the following mean-squared-error for the I and
Q branches separately:

Ji = E
{∣∣ri(t)− √

Eshis
(
t − τ̂i

)∣∣2∣∣∣
, hi}, (28a)

Jq = E
{∣∣rq(t)− √

Eshqs
(
t − τ̂q

)∣∣2∣∣∣
, hq}, (28b)

one can arrive at the channel model in (25), where the opti-
mum values for hi and hq are available in (26). Also, on the
one hand, as Tm → 0, |τ̂i − τ̂q| → 0, and on the other hand,
the mediumband channel model in (25) also reduces to the
narrowband model, which is (12).
Fig. 8 shows the cumulative distribution functions (CDFs)

of τ̂i − τ̂q for two representative percentage delay spreads,
where the quantities τ̂i and τ̂q are chosen optimally using
exhaustive search applied to the I and Q branches separately.
One can clearly see in Fig. 8 that, the larger the delay spread,
the greater the dispersion of τ̂i− τ̂q. It is also clear that when
PDS = 10%, τ̂i − τ̂q is often close to zero, and it is very
unlikely to go above 0.5Ts. However, when PDS = 60%,
τ̂i − τ̂q is very likely to go above 0.5Ts. In fact from Fig. 8,
Pr(|τ̂i − τ̂q| ≥ 0.5Ts) = 0.27.
Fig. 9 captures the degree of dispersion of τ̂i − τ̂q in

mediumband channels through the standard deviation (SD)
of τ̂i − τ̂q, where the SD is shown against the PDS. When
PDS ≤ 10%, the difference between τ̂i and τ̂q is not sig-
nificant, but as the PDS increases beyond the narrowband
region, the SD of the difference τ̂i − τ̂q increases steadily.

It can also be seen that the rate of increase of the SD of
τ̂i − τ̂q is greater for lower N.
Fig. 10 exhibits the effect of the number of dominant

multipath components (i.e., N) on the variation of the SD
of τ̂i − τ̂q, and Fig. 11 shows the effect of pulse shaping
(i.e., β) on the variation of SD of τ̂i − τ̂q, where different
PDS scenarios are considered in both simulations. It can be
seen in Fig. 10 that, the effect of the number of multipath
components on the SD of τ̂i − τ̂q reduces as N increases.
However, the effect of N on τ̂i − τ̂q is not as significant as
the effect of PDS on τ̂i − τ̂q. Similarly, from Fig. 11, it can
be seen that the effect of β on the SD of τ̂i− τ̂q also reduces
as β increases. However, the effect of β and N on τ̂i − τ̂q
is not as significant as the effect of PDS on τ̂i − τ̂q.

VI. BIT ERROR RATE PERFORMANCE
The information transmission as reliably as possible is the
main function of any communication system. It is the average
bit error rate, which is typically used to quantify the level
of reliability [26]. Using the model in Theorem 1, in this
section, mediumband channels are studied and compared
with classical narrowband channels in terms of BER. Unlike
the narrowband channels, which is ISI free, as shown in (13),
mediumband channels appear to have an inherent handicap,
which is the additive ISI. This ISI increases as the degree of
mediumband-ness (or PDS) increases, which is even worse.
However, the results herein indicate that the story is not as
bleak as Fig. 5 shows due to an inherent characteristic of
mediumband channels, which appears to counteract this ISI
successfully.
In order to evaluate BER performance, discrete-time ver-

sions of the corresponding channel models are used, where
we start with the narrowband case. Extending the channel
model in (12), the received baseband equivalent signal with
AWGN becomes [27]:

r′(t) ≈ √
Esgos

(
t − τ̂

)+ n(t), (29)

where n(t) is the complex zero mean AWGN signal, where
E{|n(t)|2} = σ 2. Assuming that the RX synchronizes to
the common delay τ̂ perfectly, and appropriately samples
r′(t) afterward, a discrete-time version of r′(t), r′(k) is
obtained [16]. Using these samples, one can detect the kth
information symbol using the statistic [17, eq. (3.17)]:

�NB(k) = Re

(
gHo r

′(k)√
Es|go|2

)
, (30)

ηio =

√√√√√√
(

1 − β

4

)[(N−1∑
n=0

Re{γn}2

)
− (

hio
)2]+

N−1∑
n=0

N−1∑
m=0
m
=n

Re{γn}Re{γm}R(τn − τm). (27a)

ηqo =

√√√√√√
(

1 − β

4

)[(N−1∑
n=0

Im{γn}2

)
− (

hqo
)2]+

N−1∑
n=0

N−1∑
m=0
m
=n

Im{γn}Im{γm}R(τn − τm). (27b)
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where the operator (.)H denotes the complex conjugate oper-
ation. In order to do this information detection reliably,
typically the wireless RX should have some knowledge
about the fading factor go. In modern wireless communi-
cation, this factor can be estimated very accurately, and the
knowledge of the propagation parameters of the individ-
ual multipath components (i.e., αns, φns and τns) is not
required [14], [15]. In this paper, we assume that go is
perfectly known at the RX [17].

A. DISCRETE-TIME MEDIUMBAND CHANNEL
The channel model described in Theorem 1 is a continuous-
time version, and the corresponding discrete-time version can
be derived by sampling r′(t) in (14) appropriately. If it is
assumed that, the RX is synchronized separately as described
in Section V and r′(t) is sampled at regular intervals afterwards
the discrete-time mediumband channel becomes:[

r′i(k)
r′q(k)

]
= √

Es

[
hios(k)

hqos(k)

]
+
[√

Esηioui(k)+ni(k)√
Esη

q
ouq(k)+nq(k)

]
, (31)

where it is assumed that the I and Q branches are sampled
at t = τ̂i + kT and t = τ̂q + kT respectively. The vector
equation in (31) can be simplified to:

r′(k) = √
Eshos(k)+ ñ(k), (32)

where r′(k) = r′i(k)+ jr′q(k) and s(k) are the kth samples of
r′(t) and s(t) respectively. The ñ(k) is the residual ISI plus
AWGN sample obtained from the second term of the right-
hand-side (RHS) of (31). Furthermore, ho in the presence of
separate I/Q processing is available in (26).

B. BER EVALUATION
Similar to the case in narrowband channels, assuming the
RX has the perfect knowledge of ho, the sufficient statistic
to detect the kth BPSK symbol is:

�MB(k) = Re

(
hHo r

′(k)√
Es|ho|2

)
, (33)

and the kth detected symbol hence is:

Îk =
{

1, �NB(k) > 0,
−1, �NB(k) < 0.

(34)

The decision statistic in (30) for narrowband channels is
optimum in maximum likelihood (ML) sense [17, Sec. 3.1],
but the decision statistic and the corresponding rule in (33)
and (34) respectively for mediumband channels may not be
optimum. However, in order to have a fairer comparison of
channels, the rule in (34) is used henceforth.
Fig. 12 shows the average BER of BPSK modulation in

mediumband channels, where mediumband channels with
different degrees of mediumband-nesses are considered. The
number of multipath components and the roll-off factor are
set to N = 10 and β = 0.22 respectively, which is typi-
cally the technical specification of ETSI and 3GPP for radio
transmission and reception [35]. As described in (4), the

degree of mediumband-ness is given in terms of PDS, and
the receive SNR is defined by:

SNR = E{|r(t)|2}
E{|n(t)|2} = E{|r(t)|2}

σ 2
. (35)

The expectation in the numerator of (35) is over both s(t)
and all the propagation parameters.
For comparison, the average BER of BPSK modulation

in a narrowband channel is also included (RED curve). This
narrowband channel is obtained by setting Tm = 0 and thus
PDS = 0%, which basically means the excess delay of all the
multipath components are the same, that is τ0 = τ1 = · · · =
τN−1. This ensures the perfect zero ISI scenario described
in (12) and (29). In this case, as N increases, go is normally
distributed, corresponding to Rayleigh fading. The average
BER in BPSK can thus be analytically given by [27], [40]:

Average BER = 0.5

(
1 −

√
SNR

1 + SNR

)
. (36)

It is this fundamental limit, which the average BER of medi-
umband channels considered in this paper are compared
against.
Despite having increased level of ISI, it is clear from

Fig. 12 that, surprisingly, the average BER performance of
mediumband channels is significantly better than that of the
classical narrowband channel. For instance, the mediumband
channel of PDS = 20% outperforms the narrowband channel
up to an SNR as high as 35dB, and the average BER gain in
some SNRs can be as high as 4dB. As expected, the effect
of ISI is clearly visible, but its effect appears to kick-in
notably at very high SNR values (after 30dB in PDS = 20%
case), which are typically outside the usual operating region
of the most wireless communication systems. Furthermore,
the mediumband channel of PDS = 60%, which has signif-
icantly high level of ISI (see Fig. 5), even outperforms the
narrowband channel in terms of average BER up to an SNR
of 25dB (see the BLACK curve).
Also, it can be seen in Fig. 12 that the mediumband chan-

nel of PDS = 60% outperforms the mediumband channel
of PDS = 20% up to an SNR of 20dB, where the gain
achieved in some SNRs can be over 1dB. Fig. 13 shows the
average BER performance for the same scenarios considered
in Fig. 12, but for β = 0.5. We can see that the BER trends
are the same, but the gain margin is reduced. However, the
mediumband channel of PDS= 60% now outperforms the
ideal narrowband channel even up to an SNR of 30dB, which
is an increase of 5dB over the same channel with β = 0.22.
What actually causes this?

C. EFFECT OF DEEP FADING AVOIDANCE
In [17, p. 70], Tse and Viswanath point out that, “· · · the
main reason why detection in fading channel has poor
performance is not because of the lack of knowledge of the
channel at the receiver. It is due to the fact that the channel
gain is random and there is a significant probability that the
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FIGURE 12. Average BER of BPSK modulation in mediumband channels for
different percentage delay spreads, where β = 0.22 and N = 10. Here PDS= 0%
represents an ideal narrowband channel with no ISI.

FIGURE 13. Average BER of BPSK modulation in mediumband wireless channels
for different percentage delay spreads, where β = 0.5 and N = 10.

channel is in a deep fade”, and this effect of deep fading is
a major, well-documented challenge in wireless communica-
tion [17], [37], [38], [39]. In this section, we see that as far as
the deep fading is concerned, operating in the mediumband
regime may be extremely beneficial.
In Figs. 14-16, the statistical properties of the fading fac-

tors of the desired signal of both the narrowband (i.e.,
go) and the mediumband channel (i.e., ho) are compared.
In Fig. 14, cumulative distribution functions (CDFs) of the
squared magnitudes are considered, but they appear to not
explain the BER trends observed in Figs. 12 and 13. We
also consider the CDFs of Re(ho) and Re(go) in Fig. 15.4

In this case, the CDFs of Re(ho) clearly exhibits some
unusual trends. This particular behaviour is more prominent
in Fig. 16, where the probability density functions (PDFs)

4. Both go and ho are complex quantities, and the real part is chosen
arbitrarily. Similar statistical trends are observed for the imaginary part too.

FIGURE 14. CDF of the squared magnitude of desired fading factors of
mediumband and narrowband channels, where β = 0.22 and N = 10.

FIGURE 15. CDF of the real dimension of desired fading factors of mediumband and
narrowband channels, where β = 0.22 and N = 10.

FIGURE 16. PDF of the real dimension of desired fading factors of a mediumband
channel and the narrowband channel, where β = 0.22 and N = 10.

of Re(ho) and Re(go) are shown. In this case, the probabil-
ity of deep fading in the mediumband channel appears to
be lower than that of the ideal narrowband channel (due to
the trench in the middle). If one, who skims over the fading
factors:

Re{ho} =
∑N−1

n=0 αn cosφnR
(
τn − τ̂i

)
1 − 0.25β

, (37)

Re{go} =
N−1∑
n=0

αn cosφn, (38)
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TABLE 1. The quantification of the deep fading avoidance effect in mediumband
channels.

may notice that Re{ho} is a weighted sum, whereas Re{go}
is a regular sum. On closer inspection, one may find that
the weights R(τn − τ̂i) are in fact not just scalers, but ran-
dom variables that are highly dependent on the underlying
propagation parameters in very complicated ways. It is this
complex, yet interesting, relation of Re{ho} with the underly-
ing multipath components that statistically reduces the deep
fading in mediumband channels giving notable average BER
performance gains exhibited in Figs. 12 and 13.
Table 1 furthermore quantifies the extent of the effect of

deep fading avoidance of mediumband channels. It is based
on measurements of the probability of the magnitude of
Re{ho} falling below a certain threshold using a Monte-Carlo
simulation with 50000 iterations. For the narrowband chan-
nel, the path gain normalization (i.e., αn ∝ 1/

√
N) ensures

that: Mean(Re{go}) = 0, Var(Re{go}) = 0.5, and:

Pr(|Re{go}| ≤ 0.2) = 0.2214, (39)

which in fact corresponds to the classical Rayleigh
fading scenario [40]. As shown in Table 1, the quantity
Pr(|Re{ho}| ≤ 0.2) decreases as the PDS increases, which
quantitatively confirms the effect of deep fading avoidance
in mediumband channels.
The BER performance of mediumband systems is a result

of a complex interplay between the ISI and the effect of
deep fading avoidance. In low SNR, the effect of deep fading
avoidance is dominant and overpowers ISI, but as the SNR
increases, as expected the effect of ISI eventually kicks-in.

VII. GENERALIZED MEDIUMBAND CHANNELS
The discussion so far was about the most basic scenario
where mediumband channels can occur, but mediumband
channels can also occur in many other scenarios. As depicted
in Fig. 17, consider a propagation environment such that
Tm ≈ 1.2Ts, that is PDS ≈ 120%. Typically, this multipath
scenario is modelled (because 1 < Tm/Ts < 2) by using a
broadband channel model with two fading factors (i.e., taps)

FIGURE 17. A 2-tap broadband channel with elements of mediumband-nesses that
gives rise to a channel that may be called a generalized mediumband channel. The τ̂

is assumed to be the time that the RX is synchronized to, and the taps are exactly Ts

apart. It is the multipath components circled in RED that significantly contribute to the
model mismatch error

√
Esζou(t) in (46).

as [28]5:

r(t) ≈ √
Esh1s

(
t − τ̂

)+√
Esh2s

(
t − τ̂ − Ts

)
, (40)

where the two taps h1 and h2 are exactly separated by Ts.
Note that for notational simplicity, we assume that τ̂ = τ̂i =
τ̂q, but this difference will be brought to fore subsequently
in (55). The multipath components that are closer, typically
within ±0.05Ts to these taps, are successfully captured by
this model. The multipath components that are located fur-
ther away (e.g., within red circles) are left poorly accounted
by these taps.
Following a similar approach in the Appendix, the opti-

mum tap weights in minimum-mean-squared-error sense can
be found. We consider the following mean-squared-error:

J = E{ |e(t)|2∣∣
, h1, h2
}
, (41)

where e(t) = r(t)−∑2
v=1

√
Eshvs(t− τ̂ − (v−1)Ts). In light

of (61), J in (41) can be simplified to get (42), as shown at
the bottom of the page. Taking the derivatives with respect
to h1 and h2 separately, J in (42) can be further optimized
resulting:

ψ0h
i
1 + ψ1h

i
2 =

N−1∑
n=0

Re{γn}R
(
τn − τ̂

)
, (43a)

ψ1h
i
1 + ψ0h

i
2 =

N−1∑
n=0

Re{γn}R
(
τn − τ̂ − Ts

)
, (43b)

5. This model is preferred, because it is this model which, after syn-
chronization and sampling, leads to the well-known convolution sum
formula, and forms the basis of Fast Fourier Transform (FFT) based
multi-carrier modulation schemes like SC-FDM and OFDM for broadband
channels [27, Sec. 12.4].

J = Es

⎡
⎢⎢⎣
(

1 − β

4

)( 2∑
v=1

|hv|2 +
N−1∑
n=0

|γn|2
)

+
N−1∑
n=0

N−1∑
m=0
m
=n

γnγ
∗
mR(τn − τm)+ 2ψ1Re

{
h1h

∗
2

}

−
2∑
v=1

N−1∑
n=0

2Re
{
γ ∗
n hv

}
R
(
τn − τ̂ − (v− 1)Ts

)
⎤
⎥⎥⎦. (42)
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where for notational simplicity ψl = R(lTs) for l = 0,
1, . . . , and

ψ0h
q
1 + ψ1h

q
2 =

N−1∑
n=0

Im{γn}R
(
τn − τ̂

)
, (44a)

ψ1h
q
1 + ψ0h

q
2 = 7

N−1∑
n=0

Im{γn}R
(
τn − τ̂ − Ts

)
. (44b)

Here the superscripts, “i” and “q” in (43) and (44) denote
the real and imaginary parts of the corresponding complex
numbers. Solving these sets of simultaneous equations, the
optimum tap weights (h1)o and (h2)o can be obtained as
shown in (45), as shown at the bottom of the page, where
(.)o denotes the optimal value of the argument.

As a result, a more suitable and accurate channel model
for the broadband channel depicted in Fig. 17 may in the
absence of the noise be given by:

r(t) = √
Es(h1)os

(
t − τ̂

)
+√

Es(h2)os
(
t − τ̂ − Ts

)+√
Esζou(t), (46)

where ζo is given in (47), as shown at the bottom of the
page, and u(t) is a zero mean, unit variance interference
signal or more accurately the model mismatch error signal.
This u(t) inherits the statistical properties of s(t).

Since the channel model in (46) has all the hall-
marks of the mediumband model in Theorem 1, but
with multiple taps, this model may be categorized as a
“generalized mediumband channel” that falls between the
broadband channels of 2 and 3 taps. If the conventional nar-
rowband channel is assumed to be nothing but a broadband
channel with a single tap, the original mediumband chan-
nel described in Theorem 1 is a generalized mediumband
channel between the broadband channels of one and two
taps. Hence in other words, this paper studies the broadband
channels when transitioning from L taps to L+1 taps, where
L = 1, 2, 3, . . .

The cross-correlation of the desired signal that is∑2
v=1(hv)os(t − τ̂ − (v − 1)Ts) and the interference signal

that is ζou(t) can be expressed by:

L = E
{(

2∑
v=1

(hv)os
(
t − τ̂ − (v− 1)Ts

))
ζou(t)

}
, (50)

where
√
Es factors shown alongside the desired and the

interference signals in (46) are dropped for brevity. The
expectation with respect to the random process s(t) yields:

L =
[

2∑
v=1

N−1∑
n=0

(hv)oγ
∗
n R
(
τn − τ̂ − (v− 1)Ts

)

−
2∑

v=1

2∑
l=1

(hv)o(hl)
∗
oR((v− l)Ts)

]
. (51)

We can see that if and only if (hv)o for v = 1, 2 are cho-
sen optimally according to (45), the correlation between the
desired signal and the interference signal would be zero.
Fig. 18 shows the extent of the deep fading avoidance

effect in different taps of the generalized mediumband chan-
nel, where the PDFs of Re{(h1)o} and Re{(h2)o} in (46) are
shown. The effect of deep fading avoidance is prominent,
but appears to occur in one of the taps only, which in this
case is the first tap. The simulations further show that the
occurrence of the deep fading avoidance can be shifted from
the first tap to the second tap if needed. However, further
research is needed to understand how the effect of deep
fading avoidance in generalized mediumband channels can
be finely manipulated and fully harnessed for future wireless
communication.
The analysis here can be extended to the general case

of L = �Tm/Ts� taps and the result is summarised in the
following Corollary.
Corollary 1: If a generalized mediumband channel is such

that �Tm/Ts� = L, the baseband equivalent received signal

(h1)o =
ψ0

(∑N−1
n=0 γnR

(
τn − τ̂

))− ψ1

(∑N−1
n=0 γnR

(
τn − τ̂ − Ts

))
ψ2

0 − ψ2
1

(45a)

(h2)o =
−ψ1

(∑N−1
n=0 γnR

(
τn − τ̂

))+ ψ0

(∑N−1
n=0 γnR

(
τn − τ̂ − Ts

))
ψ2

0 − ψ2
1

(45b)

ζo =

⎡
⎢⎢⎣ψ0

(
2∑

v=1

|(hv)o|2 +
N−1∑
n=0

|γn|2
)

+
N−1∑
n=0

N−1∑
m=0
m
=n

γnγ
∗
mR(τn − τm)+

2∑
v=1

2∑
l=1
l 
=i

(hv)o(hl)
∗
oR((v− l)Ts)

−
2∑

v=1

N−1∑
n=0

2Re
{
γ ∗
n (hv)o

}
R
(
τn − τ̂ − (v− 1)Ts

)
⎤
⎥⎥⎦

1
2

. (47)
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FIGURE 18. PDF of the real dimension of desired fading factors of a generalized
mediumband channel (see (46)), where β = 0.22 and N = 10.

r(t) in the absence of the noise can be modelled by:

r(t) =
L∑
v=1

√
Es(hv)os

(
t − τ̂ − (v− 1)Ts

)+√
Esζou(t),

where (hv)o for v = 1, . . . ,L are the L optimum tap weights;
and ζou(t) is a complex uncorrelated interference signal,
where u(t) is a zero mean unit variance complex signal. The
optimum tap weights are given by:

h = W−1r, (52)

where h = {(h1)o, . . . , (hL)o}T is the L × 1 complex tap
weight vector and {.}T denotes the vector transpose opera-
tion. The W = {wvl} is an L × L real matrix, of which the
(v, l)th element is:

wvl = R((v− l)Ts), (53)

for v, l = 1, . . . ,L. Also, r = {r1, . . . , rl, . . . , rL}T is an L×1
complex vector with elements:

rl =
N−1∑
n=0

γnR
(
τn − τ̂ − (l− 1)Ts

)
. (54)

The fading parameter ζo can be found by extending the vth
and lth indexes in (47) to L. The function R(τ ) is given in (17)
and γn = αne−jφn for n = 0, . . . ,N − 1.

For notational simplicity, separate I/Q processing is
omitted in Corollary 1. If the effect of separate I/Q syn-
chronization is assumed, for the sake of completeness, we
elaborate herein the revisions required to Corollary 1.

The rl in (54), which is the lth element of r, should be
revised to:

rl =
N−1∑
n=0

Re{γn}R
(
τn − τ̂i − (l− 1)Ts

)

+ j
N−1∑
n=0

Im{γn}R
(
τn − τ̂q − (l− 1)Ts

)
, (55)

where τ̂i and τ̂q are respectively the time instances, which the
I and Q branches of the RX synchronize to, as described in
Section V. The corresponding fading parameters of the model
mismatch error signal can be shown to be equal to (48), as

ζ io =

⎡
⎢⎢⎣ψ0

(
L∑
v=1

(
(hv)

i
o

)2 +
N−1∑
n=0

Re{γn}2

)
+

N−1∑
n=0

N−1∑
m=0
m
=n

Re{γn}Re{γm}R(τn − τm)

+
L∑
v=1

L∑
l=1
l 
=i

(hv)
i
o(hl)

i
oR((v− l)Ts)−

L∑
v=1

N−1∑
n=0

2Re{γn}(hv)ioR
(
τn − τ̂i − (v− 1)Ts

)
⎤
⎥⎥⎦

1
2

, (48a)

ζ qo =

⎡
⎢⎢⎣ψ0

(
L∑
v=1

(
(hv)

q
o

)2 +
N−1∑
n=0

Im{γn}2

)
+

N−1∑
n=0

N−1∑
m=0
m
=n

Im{γn}Im{γm}R(τn − τm)

+
L∑
v=1

L∑
l=1
l 
=i

(hv)
q
o(hl)

q
oR((v− l)Ts)−

L∑
v=1

N−1∑
n=0

2Im{γn}(hv)qoR
(
τn − τ̂q − (v− 1)Ts

)
⎤
⎥⎥⎦

1
2

. (48b)

[
ri(t)

rq(t)

]
= √

Es

L∑
v=1

[
(hv)ios(t − τ̂i − (v− 1)Ts)

(hv)
q
os(t − τ̂q − (v− 1)Ts)

]
+√

Es

[
ζ ioui(t)

ζ
q
o uq(t)

]
(49)
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shown at the bottom of the previous page, where (hv)io and
(hv)

q
o are nothing but the real and imaginary parts of the

vth optimum tap weight respectively. Consequently, in the
presence of separate I/Q processing, the baseband equivalent
received signal r(t) in Corollary 1 in the absence of the noise
can be elaborated as shown in (49), which is available at
the bottom of the previous page.

VIII. IMPORTANT REMARKS
The results in this paper have wider implications. For
instance, Theorem 1 and Corollary 1 can be made to be
the basis of more realistic channel modelling. With a set of
multipath profile measurements, Theorem 1 and Corollary 1
can be used to discretize measured data more realistically
instead of dividing the excess delay axis into bins (or sam-
pling grid) and assigning multipath components within these
bins to a single tap as in [27, Sec. 3.4], [41] and [42,
Ch. 6]. These models will automatically have optimum
and more realistic tap weights along with more realistic
statistical properties, which have been shown to be more
important for wireless communication in Section VI. Also,
they include the model mismatch error that is

√
Esηou(t) in

Theorem 1 and
√
Esζou(t) in Corollary 1 as a fully uncor-

related additive term, which may simplify further analysis
greatly.
The analytical results in this paper are optimal in

minimum-mean-squared-error sense and simple in the sense
that they do not involve special functions, infinite series, or
integrals and have a matrix formulation. Furthermore, the
models herein could be made to be the basis of advanced
interference-aware wireless networking technologies and
more realistic performance analyses [43].
The analyses here show how exactly wireless propaga-

tion parameters (i.e., αn, φn, τn) affect the channel models.
For instance, Corollary 1 shows how exactly αns, φns, τns
affect the tap weights and ζo in generalized mediumband
channels. Using this additional knowledge, the effect of
wireless propagation environment on the channel model (i.e.,
(hv)os and ζo) could be altered by manipulating these under-
lying propagation parameters judiciously leading to more
active wireless receiver architectures. It is clear that these
wireless propagation parameters αns, φns, τns cannot be
directly manipulated, but in some cases, new hybrid hard-
ware transceiver architectures may exist that can indirectly
manipulate these parameters [44].

IX. CONCLUSION
In this paper, a class of RF wireless channels that falls
in the transitional region on the TmTs–plane between the
narrowband and the broadband, named “mediumband” is
studied. The effect of different propagation parameters (i.e.,
path delays, gains and phases) on the mediumband channels
is analytically studied, and a new channel characteriza-
tion in compact form was proposed, where the effects of
transmit power, modulation, pulse shaping and fading have
been captured in convenient forms. We further studied the
effect of mediumband-ness on the I/Q processing and the
bit error rate. Owing to its greater ability to reduce the
deep fading, despite having significantly higher levels of
ISI, mediumband systems have been shown to outperform
narrowband systems over a large SNR region. The extent
of the capability of mediumband systems to avoid deep
fading was studied numerically. In addition to enabling more
reliable and high-rate wireless communication, the analyti-
cal results and models herein may lead to more realistic
channel modelling, and more advanced interference-aware
networking and physical layer transceiver technologies for
future wireless communication.

APPENDIX
PROOF OF THEOREM 1
Assuming τ̂ is the time that the RX is synchronized to, we
consider the error signal defined by:

e(t) = r(t)−√
Eshs

(
t − τ̂

)
. (56)

The analysis herein is valid whether the symbol timing off-
set τ̂ in (56) is optimal or not. If τ̂ is optimal, the error
signal would be weaker. It is otherwise, if τ̂ is not optimal.
However, in the simulation studies throughout this paper, we
use an exhaustive search method to find the optimum timing
for τ̂ . Consider the following conditional expectation:

J = E
{
|e(t)|2

∣∣∣
, h}, (57)

= E
{∣∣∣r(t)−√

Eshs
(
t − τ̂

)∣∣∣2
∣∣∣∣
, h

}
, (58)

where the expectation is taken with respect to the random
process s(t), but is conditioned on the propagation parame-
ters, which is 
 = {αn, φn, τn}. This conditional expectation
is the appropriate choice to characterize the behaviour of
the channel for a given set of multipath components. The
mean squared error J in (58) can be expanded and simplified

J = Es

⎡
⎢⎢⎣|h|2E

{
s
(
t − τ̂

)2}+
N−1∑
n=0

|γn|2E
{
s(t − τn)

2
}

+
N−1∑
n=0

N−1∑
m=0
m
=n

γnγ
∗
mE{s(t − τn)s(t − τm)}

−
N−1∑
n=0

2Re
{
γ ∗
n h
}E{s(t − τn)s

(
t − τ̂

)}]
. (59)
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J = Es

⎡
⎢⎢⎣(1 − 0.25β)

(
|h|2 +

N−1∑
n=0

|γn|2
)

+
N−1∑
n=0

N−1∑
m=0
m
=n

γnγ
∗
mR(τn − τm)−

N−1∑
n=0

2Re
{
γ ∗
n h
}
R
(
τn − τ̂

)
⎤
⎥⎥⎦. (62)

as shown in (59) as shown at the bottom of the page. The
expectation E{s(t−τn)s(t−τm)} in (59) is the autocorrelation
function of s(t), which is a signal resulted from linear mod-
ulation. From [36, eq. (4-4-11)], the desired autocorrelation
can be obtained as:

E{s(t)s(t + τ)} = 1

Ts

∞∑
q=−∞

ψii(q)ψgg(τ − qTs),

where ψii(q) is the autocorrelation of the real information
sequence {Ik}, and ψgg(τ ) is the time autocorrelation function
of the raised cosine pulse g(t). ψii(q) is defined as EI{IkIk+q}.
In light of E{|Ik|2} = 1, ψii(q) can be shown to be equal to:

ψii(q) =
{

1 q = 0
0, otherwise.

(60)

Hence, E{s(t)s(t+ τ)} = 1
Ts
ψgg(τ ). Here the autocorrelation

function ψgg(τ ), which is defined as ψgg(τ ) = ∫∞
−∞ g(t)g(t+

τ)dt, is well known. The desired result can thus be obtained
as:

E{s(t)s(t + τ)} = R(τ ), (61)

where R(τ ) is given in (17). Applying the result in (61)
into (59), J can be simplified to get (62). Due to the fact
that the constellations are typically symmetric, EI{Ik} = 0.
Thus, the linear digital modulation (i.e., (5)) ensures that:

E{s(t)} = 0. (63)

So, the error process e(t) is also a zero mean random process
with variance J, which is given in (62).

A. OPTIMIZATION OF h
It is clear that J, which is quadratically dependent on h
can further be optimized. Consider the following partial
derivatives of J with respect to h:

∂J

∂hi
=
(

1 − β

4

)
hi −

N−1∑
n=0

Re{γn}R
(
τn − τ̂

)
, (64)

∂J

∂hq
=
(

1 − β

4

)
hq −

N−1∑
n=0

Im{γn}R
(
τn − τ̂

)
. (65)

where hi and hq denote the real and imaginary parts of h
meaning h = hi + jhq. Equating these partial derivatives to
zero, which is:

∂J

∂hi
= ∂J

∂hq
= 0, (66)

yields the optimum h = ho, which is equal to:

ho =
∑N−1

n=0 γnR
(
τn − τ̂

)
1 − β

4

. (67)

This completes the proof for ho. Furthermore, by substituting
the optimum value for h in (67) into (62), as shown at the
top of the page, one can obtain the optimum error variance
for the error process e(t) as Esη2

o, where ηo is in (16).
Consequently, in statistically equivalent form, e(t) may be
modelled by e(t) = √

Esηou(t), where u(t) is a zero mean,
unit variance complex random process. In the absence of
AWGN, r(t) can thus be expressed as shown in (13) in
Theorem 1.
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