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ABSTRACT This paper presents a machine learning-based framework for the predictive deployment of
unmanned aerial vehicles (UAVs) as flying base stations (BSs) to offload heavy traffic from ground
BSs. To account for time-varying traffic distribution, a long short-term memory (LSTM)-based prediction
algorithm is introduced to predict future cellular traffic. A joint K-means and expectation maximization
(EM) algorithm based on Gaussian mixture models (GMM) is proposed to determine the service area of
each UAV based on the predicted user service distribution. Based on the predicted traffic, the optimal
positions of UAVs are derived, and four multiple access techniques, namely, rate splitting multiple access
(RSMA), frequency domain multiple access (FDMA), time domain multiple access (TDMA), and non-
orthogonal multiple access (NOMA), are compared to minimize the total transmit power. Simulation
results show that the proposed method can reduce up to 24% of the total power consumption compared
to the conventional method without traffic prediction. Furthermore, RSMA is found to require the lowest
transmit power among the four multiple access techniques. Therefore, this paper focuses on the comparison
of multiple access techniques for UAV deployment, which is essential for the efficient and effective use

of UAVs as flying BSs.

INDEX TERMS UAV deployment, LSTM, K-means, EM, GMM, RSMA.

. INTRODUCTION

INCE user demands for communication services have
S grown dramatically, traditional base stations (BSs) can-
not meet the required demand of the cellular traffic, which
can lead to a bottleneck in cellular communication [1],
[2], [3]. Recently, there has been growing interest in the
study of unmanned aerial vehicle (UAV) communication
due to its excellent attributes of versatility, maneuverabil-
ity, and flexibility [4]. UAVs gradually play an important
role in wireless communications, offering low-cost and effi-
cient wireless connectivity for devices. UAVs acting as flying
BSs are one of the most important research subjects in
UAV communication. Through location adjustment, obsta-
cle avoidance, and line-of-sight (LoS) link reinforcement,
UAVs are able to offload data traffic from loaded BSs
and increase the connectivity of wireless networks, thereby
improving communication throughput, coverage, and energy
efficiency [5].

Therefore, it is a feasible and beneficial option to utilize
UAVs to ensure the connectivity of wireless communication
networks by meeting the surging data demands. For effi-
cient and rapid dispatch of UAVs, the prediction of potential
hotspot areas plays a crucial role in helping network oper-
ators acquire the information of occurrence and degrees of
congestion in advance to reduce the entire network communi-
cation delay [6], [7], [8]. Machine learning (ML) techniques
are useful tools that have the ability to efficiently predict
the distribution of future traffic data [9], [10], [11], [12],
[13], [14], [15]. With such predictions, the target locations
of UAVs can be specified beforehand, and the deployment
can be more intelligent and on-demand.

There are a number of existing works investigating the
applications of UAV deployment in communication. In UAV
deployment, UAV service areas and their optimal placements
are two critical factors [16], [17], [18], [19]. In [16], UAV
altitudes and 2-D locations are optimized based on circle

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

908

VOLUME 4, 2023


HTTPS://ORCID.ORG/0000-0001-9167-8017
HTTPS://ORCID.ORG/0000-0001-7450-7574

‘IEEES IEEE Open Journal of the
Comdoc communications Society

packing theory. Then, UAV placements and service area
boundaries are separately determined for power efficiency
in [17]. To efficiently dispatch UAVs, some intelligent and
practical methods are proposed. A functional split scheme
selection of each UAV is joined with UAV deployment
in [18]. In [19], an adaptive deployment scheme is introduced
to optimize UAV displacement direction; time-dependent
traffic of mobile users can be served in real time. In addi-
tion, the recent work by [20] discusses the importance of
edge intelligence technologies for achieving critical mis-
sion services for sixth-generation (6G) in space-air-ground
integrated networks, and proposes novel algorithms and
architectures for optimizing resource management and data
processing. Moreover, the work by [21] proposes an architec-
ture for building agile and resilient UAV networks based on
software-defined networking (SDN) and blockchain, which
enables secure and efficient communication, flexible network
management, and autonomous decision-making by UAVs.
In recent years, several studies [22], [23], [24] have investi-
gated the challenge of managing the heterogeneous and high
dynamic resources of UAVs, and proposed novel approaches
for optimizing resource allocation and utilization in UAV
networks.

In UAV communication, machine learning techniques are
also applied to improve system performance [25], [26], [27].
The aerial channel environment is conditional random field
position (CRF) in [28]. In [25], in order to provide more
efficient downlink service, a learning approach based on
the weighted expectation maximization (WEM) algorithm is
used to predict downlink user traffic demand; meanwhile a
traffic load contract using contract theory is introduced.

Different multiple access methods for cognitive radio
networks has been explored in [29], starting from orthog-
onal multiple access (OMA) and progressing to non-
orthogonal multiple access (NOMA) and rate-splitting.
In [30], a new anti-interference coding scheme is proposed
for achieving reliable transmission in NOMA systems
with randomly deployed receivers. The scheme leverages
interference among receivers to improve system reliability
and throughput, effectively reducing transmission error rates
and addressing the challenge of reliable transmission in such
systems.

Rate splitting multiple access (RSMA) is a widely used
multiple access technique in UAV communication systems,
which has been extensively studied in the literature. For
example, the downlink performance of RSMA-based UAV
communications has been investigated in [31], and the
ergodic capacity and placement optimization for RSMA-
enabled UAV-assisted communication have been studied
in [32]. In addition, RSMA has been combined with other
technologies such as Reconfigurable Intelligent Surface
(RIS) and Full Duplex (FD) to enhance the commu-
nication performance [33]. Moreover, trajectory design
and outage probability analysis have also been explored
in multi-UAV-assisted RSMA downlink communication
[34], [35].
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Although there have been numerous studies on RSMA in
UAV communication systems, to the best of our knowledge,
none of them have focused on optimizing the UAV loca-
tions for low power consumption. In this paper, we propose
a novel UAV deployment framework that integrates machine
learning and optimization techniques to predict the cellu-
lar traffic and optimize the UAV locations for low power
consumption using RSMA. Our proposed framework aims
to improve the energy efficiency and performance of UAV-
assisted networking, which is an important research direction
in the field of wireless communication systems.

The main contribution of this work is a novel UAV
deployment framework for UAV-assisted networking with
machine learning approaches. In contrast to existing works,
our framework not only predicts the cellular traffic using
a backpropagation (BP) neural network model, but also
optimizes the UAV locations using a joint K-means and
expectation maximization (EM) algorithm of a Gaussian
mixture model (KEG), and compares the performance of
different multiple access techniques. Specifically, we pro-
pose a predictive deployment scheme that divides the entire
service area into clusters as UAV service areas in temporal
and spatial patterns using the KEG algorithm. The opti-
mized UAV locations are updated iteratively to minimize
the total transmit power of the UAV swarm network, taking
into account the predicted traffic and the energy consumption
of the multiple access techniques.

Our key contributions are summarized as follows:

e« A novel predictive UAV deployment framework is
proposed, which integrates machine learning and
optimization techniques to minimize the total transmit
power of the UAV swarm network.

o The joint K-means and EM algorithm of a Gaussian
mixture model (KEG) is proposed to divide the entire
service area into clusters as UAV service areas in tem-
poral and spatial patterns, which enhances the accuracy
and flexibility of the UAV deployment scheme.

o Four different multiple access techniques (RSMA,
NOMA, frequency division multiple access (FDMA),
time division multiple access (TDMA)) are compared,
and the results show that the proposed framework with
RSMA can decrease up to 16.9%, 35.5% and 66.4%
total power consumption compared to NOMA, FDMA
and TDMA, respectively.

We believe that our novel framework and the proposed
KEG algorithm provide a significant contribution to the
research field, and the simulation results demonstrate the
effectiveness and efficiency of our approach. We hope that
our work will inspire further research on predictive UAV
deployment and optimization for UAV-assisted networking.

Il. SYSTEM MODEL AND PROBLEM FORMULATION

Given a time-dependent UAV-assisted wireless network, a
group of ground users in the network are distributed in a
geographical area C. A set I of I UAVs assist a set J of J
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Ground User

FIGURE 1. The LoS Link and the NLoS Link of UAV Transmission.

ground BSs to offload amounts of cellular traffic for conges-
tion alleviation, so the ground users in a time-variant hotspot
area have the air-ground communications with UAVs when
ground BSs are overloaded.

It is assumed that the height of all users and BSs is zero
compared to the UAVs. Besides, each UAV has directional
antennas, so the transmissions of different UAVs will not be
interfered with each other. For convenient elaboration, we
specify the ground users served by a UAV as aerial users
and the service area of a UAV i as an aerial cell which can
be expressed as C;. In order to consider the communication
of all users fairly, the aerial cells are supposed to completely
cover the entire area without any overlaps.

Because UAVs have limited energy amounts, UAVs should
be efficiently deployed.

A. AIR-GROUND MODEL

We assume that a ground user j € J is located at (x,y) € C
and a UAV i €[ is located at (x;, y;, h;) with the aerial cell
C;, so the uplink received power of a UAV i and a ground
user j is calculated as:

P, j[dB] = P;[dB] + Gj[dB] — L;j[dB] — rij[dB], (1)

where Pj; is the transmit power, G;; is the antenna gain, L;;
is the free space path loss, 7; is the excessive path loss with
a Gaussian distribution which depends on the category of
link. For mathematical tractability, we give a hypothesis that
all of beam alignment of ground-air links are perfect and
UAV antenna gains are same. Thus, G;; can be a constant
number G. The free space path loss has a specific formula
to be acquired:

L;jldB] = 10n log(icdij), 2)
c

where n > 2 is the path loss exponent, f. is the system
carrier frequency, c¢ is the light speed, d;j = [(x; — xj)2 +
i — yj)2 + hiz]]/ 2 s the distance between a UAV i and a
user j [36].

In general, the air-to-ground transmission is separated
into two main categories: the line-of-sight link (LoS) and
the non-line-of-sight link (NLoS). The NLoS link suffers a
higher excessive path loss owing to shadowing and block-
age. Fig. 1 has shown these two links in the picture. The
excessive path loss in these two links can be expressed as
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ri% ~ N (1105, 07,5) and 115 ~ N (untos, oyp,,s) respec-
tively. The probability of the occurrence of LoS link is
similar to a sigmoid function [37]:

LoS 1
Lo _ , 3
i = T aexp [b(a — 05)] ®)

where a and b are environment constant coefficients, 6, ;; =
sin~ (b /djj) is the elevation angle of a UAV i and a user j, so
the NLoS link existence probability is pf.}’L"S =1- pl.Lj”S [36].
Therefore, the average excessive path loss in the uplink

transmission is:
LoS, LoS LoS , NLoS
Fj=71; Pj ’}N Dij “4)

To this end, the uplink data rate of a UAV i and a user j
can be expressed as:

r

Pri 1) bit (5)
No + 1) (bits/s)

Rij = Wj; log2<

where Wj; is the bandwidth of a UAV i and a user j which can
be, No = noWj; is the power of additive white Gaussian noise
and ng is its average power spectral density. For tractable
formulation, each UAV can offer sufficient overall bandwidth
and all transmit bandwidths are assumed to be a constant
value W.

B. MULTI-ACCESS MODES

In this paper, four different multi-access techniques will
be used. They are rate splitting multiple access (RSMA),
frequency division multiple access (FDMA), time division
multiple access (TDMA) and non-orthogonal multiple access
(NOMA) [38]. We set two users as an example to give a
series of theoretical formulas and set R; and R, are the actual
data rates of two users, g1 and g, are the channel gains of
two users which include the antenna gain, free space path
loss and the excessive path loss, Py and P, are the transmit
power of the two users.

RSMA is a multi-access mode with coding and decoding
techniques, the equations for maximizing the sum-rate of
users for uplink transmission are shown below [38], [39],
[40], [41], [42], [43], [44], [45], [46]:

Ry < Wlogy (1 + g1P1/(Wnp))
Ry < Wlogy (1 + g2P2/(Wno)) (6)
Ry + Ry < Wlogy(1 + (g1P1 + g2P2)/ (Wny))

where R; and R, represent the rates of users for RSMA, the
third line is derived from the optimal rate region.

FDMA is a technique of BS bandwidth allocation for users
to avoid interference of transmissions in the same area:

Ry < Way logy (1 + g1P1/(Wnoay))
Ry < Way logy(1 + g2P2/(Wnpaz)) (N
ai+a=1,a1>0,a>0

where R; and R; represent the rates of users for FDMA, a;
and aj are the frequency weight coefficients.
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Similarly, TDMA assigns the partial time period to users
who can use the whole bandwidth, the equations have been
represented.

Ry < Wby log, (1 + g1P1/(Wnyp))
Ry < Whylog,(1 + g2P2/(Wny)) ®)

where R; and R; represent the rates of users for TDMA, b
and b; are the time weight coefficients.

NOMA is a multiple access technique that allowing the
users to share the same time, frequency, and code resources
with different power allocation schemes, while introduc-
ing interference between users. For the uplink NOMA, BS
uses successive interference cancelation (SIC), and its uplink
transmission are shown as below [29]:

Ry < Wlogy(1 4 g1P1/(Wno))

R2§W10g2<1+‘%/(%+1)) )
Ry + Ry < Wlogy (1 + (g1P1 + g2P2)/Wng)

where R; is the rate of the first decoded user for NOMA,
R is the rate of the second decoded user for NOMA by
using SIC.

In the simulation and analysis section, we will compare
these four multi-access modes for choosing a best one to
minimize the total transmit power.

C. UPLINK TRANSMIT POWER COMPUTATION

Network operators are required to assign UAVs to those
traffic congestion areas so as to offload the heavy traffic from
busy BSs. For UAVs, continuous movements will consume
too much transmit power. Thus, we need to analyze the
situation of traffic offloading. A data set is presented as a
matrix D:

D = {Di(x,y) | t € (T, ..., 24T},

defl,....8), (xy) eC) (10)

where T is the time of an hour, ¢ is the time moment and d
is the day. D! (x, y) represents the amount of cellular traffic
offloaded from a BS located at (x, y) in a period of T in the
day d [36]. In this paper, for the convenience of simulation
and analysis, we assume that all cellular traffic of BSs are
totally offloaded to UAVs.

Since the positions of mobile users are uncertain and most
of mobile users only move around a single BS in a period
of an hour, we assume that all ground receivers have the
same positions as their nearest BSs.

After obtaining the future predictive traffic information
through the implementation of ML methods based on the
matrix S, the required average data rate within a aerial cell
C; in a period of T will be given. Only when the commu-
nication throughput of UAV is not less than the demanded
data rate, the communication can be ensured. Therefore, the
communication condition is formulated as:

1
/f R;(x, y)dxdy > — // Dfi(x, V)dxdy
C,‘ T Ci
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where R(X, y) is the maximum data rate of the overall trans-
mission between a group of ground users in a ground cell
with a BS at (x,y) and a UAV i. We can simplify this
equation as

Ri(x’ y) = Dzi(xv )’)/T

Let us set DZ(x, v/ T = alx,y), a(x,y) is the minimal
requirement of average data rate. Combining the formula (1),
(5), (12) and the optimal rate region, the minimum power
for transmission should be provided by a UAV will be:

PG, y) = (25 = DnoWLiG e /G (13)

where both L;(x, y) and r;(x, y) are between the UAV i and
the group of ground users in a ground cell of the BS at
(x,¥), Li(x,y) is the path loss in free space, ri(x,y) is the
excessive path loss. This equation provides a target basis for
UAV location optimization.

This section proposes a novel predictive scheduling
scheme of UAV based on ML. According to the real data
set in the City Cellular Traffic Map [47] and the character-
istics of cellular data traffic, for the sake of the efficiency
of UAV deployment, we make some rational assumptions.
Because humans have a certain pace of life with periodic
activity, the change of cellular data traffic has a repetitive
pattern in daily life [48]. Thus, we assume that the cellular
traffic amount has specific distribution in the same hour in
different days and the data of each hour in the same day
is independent. To this end, the real data set can be classi-
fied into 24 independent models and we assume each single
model follows the Gaussian mixture model which will be
explained in Section II-E3.

The logical procedure diagram of UAV predictive deploy-
ment is shown in Fig. 2. At first, the acquired real data set is
preprocessed to get the cellular traffic amount of every hour

(12)

in the first 5 days {Dfi}f[f]u;:T and the topology information
of every BS {x,l}ﬁ:’=1 = {(xy, yn)}ﬁlvzl, where x, is the rel-

ative longitude of n™ BS and y, is the relative latitude of

n'" BS. Then, a backpropagation (BP) neural network model
for cellular traffic amount prediction is developed to predict
the cellular amount in 24 hours in the 6" day. At the same
time, a joint K-means and expectation maximization (EM)
algorithm relying on a Gaussian mixture models (GMM)
for aerial cell classification (ground user clustering) is cre-
ated, the point cluster label {l,,}f;]=1 of every single point
X, is obtained, and the point x, with the same label value
consists of an aerial cell. Then, the optimal UAV locations
{xi}lK: 1 = (s, yi)}lK: | for minimizing total transmit power
P 1s derived according to the system model introduced in
Section III. The purpose of the whole process is to achieve an
UAV aided on-demand, power-effective, latency-free network
services.

D. CELLULAR DEMAND PREDICTION
In this part, a simple BP neural network model is utilized
to predict the future cellular demand in an hour. A brief
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FIGURE 2. The Logical Procedure Diagram of UAV Predictive Deployment.

FIGURE 3. M-P Neuron Model.
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FIGURE 4. The Step Function and the Sigmoid Function.

description of the BP neural network we are using is shown
as below:

1) THE NEURON MODEL

For our BP neural network, we model the neuron as
McCulloch and Pitts model (M-P) shown in Fig. 3 with
the activation function modeled as sigmoid function shown
in Fig. 4. The single BP neuron can be formulated as:

y=f(wx —0)

where x = {x;}7_, is the input of the neuron, w = {w;}?_, is
its corresponding weight, 0 is a threshold of activation, and
f(.) is an activation function.

With sufficient training data sets, the neural network can
learn the appropriate weights and threshold. The threshold
can be seen as a dummy node with fixed input 1, so the
learning of weights and threshold can be joined together.
For a single training data set (x, y), the current output is y

(14)
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Output layer

Hidden layer

Input layer

FIGURE 5. Multilayer Network Sketch.

for the input x. Weight updating can be shown as:

15)
(16)

Wi < w; + Aw;
Awi = n(y = 3)x;

where n € (0, 1) is a learning rate. In this way, the weight
will be adjusted until y = y. This is a single functional neu-
ron, and its learning ability is very limited. Thus, we always
add the hidden layers to compose a multi-layer feedforward
neural network.

2) ERROR BACKPROPAGATION

For multi-layer networks, BP(backpropagation) is one of the
most successful learning algorithms. The basic structure of
the neural networks consists of an input layer and an output
layer with multiple hidden layers between them. For a clear
and concise description, the number of hidden layers is set
to 1.

The input layer is x = {xl-}le, the hidden layer is b =
{bp}1_,, and the output layer is § = {Sz}jl.:l. The weight
between the input layer node i and the hidden layer node A
is vjp, the weight between the hidden layer node 2 and the
output layer node y is w;;. The variable symbols and the BP
network model with three layers are shown in Fig. 5, and
the weights are also represented.

For A" node of hidden layer and j* node of output layer,
the inputs and the outputs are shown below:

o = Y0 vinxi
by = f(an — vn)
By =21 Whibi
5 =£(8—6)
Then, the mean square error can be obtained as fol-

lows, where 1/2 is for the convenience of the subsequent
calculation.

A7)

G —y)’ (18)

l
=1

1
24

J
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Algorithm 1 BP Algorithm [49]
Input: A training data set S = {(xt,y,)}{_,, a learning
rate 7.
Randomly initiate all weights and thresholds w, 6, v, y
repeat
for all (x,y;) €S do
Calculate the current output y; using Equation (17)
Calculate intermediate variable of gradient g and e
using Equation (22) and (23)
Update weights and threshold w, 6, v, y using
Equation (24)
end for
until The stop condition is reached
Qutput: Weights and thresholds w, 6, v, y

Because BP algorithm is based on gradient descent algo-
rithm, parameters are adjusted according to the negative
gradient. Taking the gradient of output layer as an example,
the change of weight can be written as:

A 9E (19)
Wi = ———
hj n awhj

Besides, the chain rule can make the formula as:
oE oE 9y, 0B;
OE _OE 9y 9 20)
awhj 3yj 3,3]' awh]’
a .
Wi _y, 1)
awhj

Next, we calculate the negative error gradient of the output
layer, which is also the second layer of the network. The
intermediate variable of gradient can be obtained as:

IE 0 . 5 3

Therefore, the gradient of the hidden layer is similar,

JdE 0by

)
— = byp(1 — by) thjgj

= 23
b, Oday p (23)

ep =

Finally, we can get the update of weights and thresholds
for the hidden and output layer,

Awpj = ngjbn
NG = —ngj

' 24
Avip = nepx; 24
Ayn = —nep

Note that the aim of BP algorithm is to minimize the
accumulated error for all training data sets. The workflow
of BP algorithm is represented in Algorithm 1. The stop
condition is that the iteration has reached the peak value or
the error E is smaller than a minimum threshold.

However, BP algorithm has some inadequacies. Overfitting
problem is very obvious because of the powerful rep-
resentation of BP networks; early stopping method and
regularization method are often used to prevent this situation.
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The limitation of local minimum is another problem; people
usually utilize simulated annealing, genetic algorithms and
random gradient descent algorithms to solve it [49].

E. GROUND USER CLUSTERING

Ground user clustering is a key step in UAV deployment,
which also means the partition of UAV aerial cells. In order
to satisfy the fairness and globality of division, we adopt a
KEG algorithm to implement service area classification. To
demonstrate the algorithm practicability, we use the topology
information part of the City Cellular Traffic Map [47] as the
real data set.

1) THE K-MEANS ALGORITHM

The K-means algorithm is the most basic non-hierarchical
iterative clustering algorithm, belonging to unsupervised
learning. The goal of this algorithm is to cluster data points
with very low inter-cluster similarity as well as very high
intra-cluster similarity [50]. The similarity often denotes the
distances between data points.

Given a data set X = {x,,}ffz1 composed of N instances
of M-dimensional variables x,. We divide this data set into
K clusters, each cluster has a centroid. At first, we set the
centroids of clusters to be K vectors {[Lk}szl with M dimen-
sions. These vectors usually randomly take K variables from
the given data set X for initialization. To realize the algo-
rithm goal, each data point is supposed to be as close as
possible to its cluster centroid, and the distances of each
data point and other cluster centroids should be as large as
possible. Thus, we set the point cluster label r,; to indicate
which cluster the data point x,, belongs to; this variable can
be formulated as:

il

roe = { 1 if k = argmin; |x, — 25)

0 otherwise

Then, we assign every data point to its nearest cluster and
update the point cluster label after the distances between
each data point and cluster centroids are calculated. The
third step is to update the cluster centroids according to
those data point labels. The specific K-means algorithm is
shown as Algorithm 2.

On the one side, although the K-means algorithm has the
capability to cluster data points, it cannot find the latent
variables corresponding to the observed data. On the other
hand, the principle of K-means is simple, and it is easy to
implement the simulation due to its fast convergence and
good clustering effect. It can be a practical data initializer
for other complex algorithms.

2) THE EM ALGORITHM

The EM algorithm has the ability to recognize the important
role of latent variables in a joint distribution. Its goal is
to acquire maximum likelihood results for the models with
latent variables [50].

In a mixed distribution model, given a sample data set X =

{x,,}ﬁl\/:1 with an unknown latent variable set Z = {zn}ﬁ':l,
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Algorithm 2 K-Means Algorithm [50]
Input: The cluster number K, the data point set X =
{xn }51\121 .
1: Initialize {[,Lk}kK: | as K variables chose from X randomly,
initialize r,; as an n % k all-zero matrix
2: repeat

3:  forall x, € X do

4: Allocate each data point x, to cluster k* =
argmin; |lx, — p;|l

5: Update point labels ry(n, k*) = 1

6: Calculate cluster centroids gy = Y FukXn/ Y Fnk,

k=1,..,K
7. end for
g until {;}X | will not be changed.
Qutput: The point cluster label r, the cluster centroids

{lLk}szl

Algorithm 3 EM Algorithm [50]
Input: The observed variable set X
1: Initialize the parameter set 6,4,

2: repeat
3:  Estep Calculate the posterior probability p(Z|X, 0 ,14)
4 M step Calculate (/. =

argming Y ,p(Z|X, 0,12) Inp(X, Z|0)
Update the parameter set 0, 0,15 < 0,
6: until The log likelihood function £(@) converges.
Output: The posterior probability p(Z|X, 0),4, the param-
eter set 6,54

W

we want to find the suitable parameter set § to well describe
the joint distribution p(X|0) = >, p(X, Z|0) [50]. However,
the observed variable set X and the latent variable set Z are
determined by parameter set #. Since we are only given
the incomplete data set X without Z, so we cannot get
the optimal parameter set . To facilitate analysis, a log
likelihood function is defined as:

L£(0) = In{p(X|0)} = In {ZP(XZW)} (26)
z

And a posterior distribution p(Z|X, 0) regarding the latent
variable set Z is introduced. Thus, our goal is changed to
get the maximum likelihood function p(X|0) with regard
to 0. The iteration of EM mainly consists of two steps:
Expectation step (E step) and Maximum step (M step). In
the E step, we evaluate the posterior probability p(Z|X, 0);
In the M step, we operate the log likelihood maximization
to update parameter set # [50]. The iteration stops until the
convergence of the log likelihood function is checked. The
specific algorithm is shown in Algorithm 3.

The EM algorithm can also have good performance in
the situation of missing some observed variable values, the
observed variable distribution can be acquired by marginaliz-
ing those missing value and taking the whole joint variable
distribution. In this case, the data returned by the sensor
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which has some values missing can also be well processed.
Therefore, in the scenario of our ground user clustering, the
EM algorithm is a useful method to find the latent variables
in the data set and classify users in a fair manner.

3) THE KEG ALGORITHM

In this paper, the cellular traffic distribution is complex
and time-varying, but a GMM, a linear Gaussian-component
superposition model has a remarkable advantage of abun-
dantly representing data distribution. We model the cellular
traffic distribution by the GMM as:

K
PX) =" mN (Xl o)

k=1

@7

where X = {x,1}2’=1 is the topology information of the whole
area and x, is every data point with M dimensions. p(.)
represents a probability function, K is the Gaussian compo-
nent number and k € {1, ..., K} denotes a specific Gaussian
component, the mixing coefficient = equals one or zero has
Zszl =1, u= {;Ln}ﬁlvz1 is the mean values correspond-
ing to the cluster centroids with M dimensions, 0 = {an}f:’:1
is the covariance with M dimensions. Besides, in a GMM,
the latent variables are discrete.

To this end, we introduce the KEG algorithm based on the
K-means algorithm and the EM algorithm. In the KEG algo-
rithm, the EM part aims to find the discrete latent variables
and the suitable parameters for analyzing data distribution
and clustering data set. Even if a data set is incomplete
with some values missing, the EM can also process the data
set in a suitable manner. In the EM part, the value of the
log likelihood function will increase with the number of
iterations rising. When the log likelihood function does not
change anymore, the current parameters are the aims we
want to obtain. But since this algorithm usually needs many
iterations to reach the convergent point, the K-means part
is utilized as a data initializer to provide appropriate and
rational initialized values. The integrated KEG algorithm is
demonstrated in Algorithm 4.

When the parameters are obtained, the predicted cellular
traffic amount data is used as the input, only the 4" step
and 57 step of Algorithm 4 are operated, we can get the
cluster label {l,,}f:’:]of the data points {xn}I,:’=1 that indicates
which cluster the data point belongs to.

F. THE REASON OF CHOOSING K-MEANS, EM AND GMM
In this study, we chose the K-means algorithm for cluster-
ing due to its simplicity, efficiency, and wide applicability in
various fields. K-means is a well-established method for par-
titioning data into clusters based on similarity, which makes
it suitable for our application in dividing the service area into
UAV service regions. However, we recognize that K-means
alone may not be sufficient to handle data with mixed distri-
bution, and it may not provide the most accurate and flexible
clustering results.
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Algorithm 4 KEG Algorithm

Input: The topology data set X = {xn}flvzl, the clustering
number K
1: Set a variable D as the dimension of x,, initialize the
means iy as a 1-by-D matrix by using the K-means algo-
rithm, the covariance o as a D-by-D identical matrix
and mixing coefficients m; = 1/K, Vk € {1, ..., K}.
2: repeat
forall ke {l,...,K} do
E step: Compute the posterior probability of all x,,
by
Yk = TN (enl e, 0100/ S0y TN (al i 01)
5: For every x,, allocate it to the cluster [, =
arg max; Ynk
6: M step: Calculate the new parameters

N N
I‘«Zew = Zn: 1 )’nkxn/NZn: 1 Vnk

L =~ Yot Vak (X —
WD) vk

N K N
T = D onet Vik/ D k=1 Dn=1 Vuk
end for

s w

m) X —

Calculate the log likelihood using wi", 7" and
o, for ke {1, ..., K}
L(p,o,m) = InpX|p, 0, m) =
>t I {30 TN @l b, 00))
9:  Update the parameters as p; < pp", o < JZ"W,
T < n,?ew
10: until The log likelihood function L(u, o, ) is con-
verged.
QOutput: The parameters {my, py, ak}szl, the cluster labels
.

To address these limitations, we combined K-means with
the Expectation Maximization (EM) algorithm and Gaussian
Mixture Model (GMM). The combination of these methods
enhances the clustering performance by enabling probabilis-
tic interpretation of the data and providing soft clustering
results. Specifically, the EM algorithm addresses the limita-
tion of K-means in handling data with mixed distribution,
while the GMM generates soft clustering results that can be
used as inputs to our optimization model.

We acknowledge that there may be other clustering meth-
ods more suitable for our application. However, our approach
is not intended to provide the best clustering results per se
but rather to generate soft clustering results that can be used
as inputs to our optimization model. The effectiveness of
our approach should be evaluated in terms of its impact on
the performance of the optimization model, rather than the
clustering performance itself.

In future work, we plan to conduct further validation
studies and sensitivity analysis to investigate the impact
of different clustering methods on the performance of our
model. This will enable us to better understand the strengths
and weaknesses of different methods and make an informed
decision about the most suitable method for our application.
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G. COMPLEXITY ANALYSIS

The computational complexity of the BP neural network
should be O(Zf‘: | niNT), where L is the layer of BP neural
network including output layer, n; is the number of nodes
in each layer, N is the size of the input data set, T is the
iteration number.

For the KEG algorithm, we derive the computational
complexity in two parts. The K-means algorithm has the
computational complexity of O(NKT1D), where N is the
size of the topology data set, K is the cluster number, 7T
is the number of the iterations of K-means algorithm, D is
the dimension of each data point. Then, the complexity of
EM algorithm should be O(NKTD?), where T is the number
of iterations of EM algorithm. This is because we need to
calculate D-by-D covariance matrix of each cluster centroid
in M step. So, the total computational complexity of KEG
Algorithm is O(NKTD?).

H. UAV LOCATION OPTIMIZATION

After determining the aerial cells using the KEG algorithm,
our next aim is to select an optimal location for every UAV
so that the minimum transmit power can be obtained. No
matter whether UAVs are in a high altitude platform or a
low altitude platform, we assume that all UAVs are in the
same altitude s, we can formulate this problem as:

min  P; = Qf/ Ai(x, Y)d? (x, )ri(x, y)dxdy — (28)
Ci

XisYi

where Q = (@)2% is not relevant to the locations of

BS (x,y) in the service area, A;(x, y) = 251 s the BS
distribution and D’ (x, y) denotes the cellular data amount of
BS at (x,y) in a hour in the predictive day, dl?(x, y) is the
distance between the UAV i and the BS at (x,y), ri(x,y)
is also related to dl.z(x, y) for the computation of LoS link
probability.

According to the Theorem 1 of paper [17], the function
to get P;"i” is a convex function, UAV optimal locations can
be calculated as:

. JJe xAilx, y)dxdy
X; = .
ffCi A;(x, y)dxdy
. S yAix, y)dxdy
y. =
! ffCi A;(x, y)dxdy
where there is a condition #; >> (x — x;)? + (y — ;)% or
hi << (x —x;))> 4+ (y — y;)? to be satisfied [17].

At last, we accumulate the transmit power of all operating
UAV to get the minimum total power for transmission:

Piin = ZP;mn

1

(29)

(30)

€1y

lll. SIMULATION AND ANALYSIS

A. ILLUSTRATION OF SIMULATION PROCESS

For simulation, we consider two scenarios, one is the entire
area given from the raw data, the other is the limited area
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TABLE 1. Simulation parameters.

fe Carrier frequency 5GHz

No Noise power spectral -140dBm/Hz
KULoS Excessive path loss for LoS link 3dB
UNLos  Excessive path loss for NLoS link 23dB

w Bandwidth 1MHz

h UAV’s altitude 200m

G Antenna gain 10dB

FIGURE 6. Neural Network Structure.

with the relative longitude from 111.055 to 111.07 degrees
and the relative altitude from 13.03 to 13.05 degrees. The
limited area is the contrast of the entire area. And for a
specific contrast, we classify the entire area and the limited
area into 8 clusters. Some parameters used in the simulation
have been given the specific values which are shown in
Table 1 [51]. Moreover, for getting the reasonable simulation
results, we assume that all BSs have a basic cellular amount
500 bytes for basic operation, so all the cellular amounts we
get from the raw data add 500.

For BP neural network part, we use the nftool built-in tool-
box of MATLAB to implement the cellular traffic amount
prediction. We assume that every BS has the same cellu-
lar traffic distribution, we set that the input is the cellular
traffic amount of the first six days and the output is the
amount of the seventh day. The input in the training data set
form is ({Dfi}fl:pDil:«s)’ where the input layer is the first
5 days cellular amount and the output layer is the 67 day
cellular amount.

We choose frainrp as the training function and set that the
neural network has 2 hidden layers with 20 and 10 neurons
respectively, the network structure is shown in Fig. 6. Then
we do data training to find the suitable parameters for our
neural network model. The user interface of neural network
training is shown in Fig. 7.

After training, the input layer x is set as {DZ}?H, then
this output layer is what we want to obtain. Furthermore, the
ratio of training data is 80%, validation data is 10% and test-
ing data is 10%. The data training is for updating weights,
the data validation is to detect the overfitting problem and to
avoid it as soon as possible, the data testing is to examine the
performance of the neural network. In addition, all the cellu-
lar data amounts are normalized using the min-normalization
method to make sure every single value is ranged from
0 to 1.

Then, for the application of the KEG algorithm, we give
two conditions for finishing the iterations: the first one is
the minimum threshold for parameter error of two neigh-
bouring iterations, the second one is the maximum iteration
times. If any of these conditions are met, the algorithm
ends.
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Neural Network Training (nntraintool)

Neural Network

Midden 1 Midden 2

Sars JgiD ars I

Algorithms

Data Division: Random (dividerand)
Training: RProp (trainrp)
Performance: Mean Squared Error (mse)
Calculations:  MEX

Progress

Epoch: ol 36 iterations 1000
Time: 0:00:00
Performance: 0.248 0.00717. 0.00
Gradient: 127 0.00698 1.00e-05
Validation Checks: 0 6 6
Plots
Performance plotperform)
Training State (plottrainstate
Error Histogram (ploterrhist)
Regression (plotregression)
Fit (plotfit)
Plot Interval: oy 1 epochs
o Vvalidation stop.
@ pT @ c

FIGURE 7. Neural Network Training.

The Comparison of Four Multi-access Modes

—6—RSMA
—o—NOMA

FDMA
—¥—TDMA

Total power (dBm)

Bandwidth (MHz)

FIGURE 8. Comparison of Four Multi-access Modes.

B. THE COMPARISON OF FOUR MULTI-ACCESS
TECHNIQUES

In the proposed UAV deployment framework, we adopt
RSMA as the preferred option for uplink transmission due
to its excellent robustness and energy efficiency. To provide
a comprehensive evaluation, we have compared RSMA with
three other widely used multi-access techniques, including
FDMA, TDMA, and NOMA, as shown in Fig. 8.

Fig. 8 presents the performance comparison of RSMA,
FDMA, TDMA, and NOMA for varying bandwidths. The
results indicate that with an increase in bandwidth, the total
power consumption of the system decreases for all four multi-
access techniques. However, RSMA outperforms the other
three techniques and achieves the lowest power consumption
for all bandwidths. NOMA is the second-best option, followed
by FDMA, and TDMA is the least energy-efficient technique.
RSMA achieves a power reduction of 16.9% compared to
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4K-means (Entire Area), Iteration number 100, Error 0.0006

13.
BS Point
$8 Cluster Centroid
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FIGURE 9. K-means for the Entire Area.

NOMA, 35.3% compared to FDMA, and 66.4% compared
to TDMA. These results demonstrate that RSMA is the most
energy-efficient and reliable option for uplink transmission
in our proposed framework. By comparing four different
multi-access techniques, we show that RSMA is the best
choice for our proposed framework, offering the lowest power
consumption and highest reliability.

In our study, we have chosen to apply RSMA due to
its advantages over other multiple access methods, such as
NOMA. Although RSMA might require a more complicated
receiver architecture, its benefits in terms of performance and
adaptability to the UAV communication systems outweigh
the increase in complexity. Specifically, RSMA offers lower
complexity in decoding at the base station, as it does not rely
on successive interference cancellation (SIC) like NOMA.
Furthermore, RSMA requires less stringent channel condi-
tions compared to NOMA, making it more suitable for UAV
communication systems.

Moreover, RSMA provides more stable signal quality, as
users are spatially isolated, unlike the overlapping of users
in the physical layer of NOMA systems. Overall, RSMA
enables users to share the same time and frequency resources
without complex coordination among them, while capitaliz-
ing on interference diversity achieved through the random-
ness of user locations. This helps to mitigate interference
between users and improve the overall system performance.

We acknowledge the concern regarding the low power rule
at the UAV and the potential impact of RSMA’s receiver com-
plexity. However, we believe that the advantages of RSMA
in terms of performance, adaptability, and interference man-
agement make it a viable choice for UAV communication
systems, despite the increased receiver complexity.

C. THE SIMULATION RESULTS OF THE LIMITED AREA
AND THE ENTIRE AREA

In order to verify the usefulness and robustness of the KEG
algorithm, we use the data of the limited area and the entire
area to do the simulation. The comparison results of the
K-means part are shown in Fig. 9 and Fig. 10 and the EM
part are shown in Fig. 11 and Fig. 12.
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FIGURE 10. K-means for the Limited Area.

EM (Entire Area), Iteration number 100, Error 0.00453
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FIGURE 11. EM for the Entire Area.
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FIGURE 12. EM for the Limited Area.

In the Fig. 9, 10, 11 and 12, the scattering points are
the locations of BS. The group of the points with the same
color represents a cluster which is an aerial cell of a UAV.
The black crosses denotes the centroids of every cluster. As
we can see, for the K-means part, both the entire area and
the limited area have distinct boundaries of service cell and
the centroids locate at the clusters with the corresponding
colors. But for the EM part, the clusters have the contain-
ing and contained states, the centroids may not appear in
the clusters with their own colors. The corresponding situa-
tion of the limited area is much better than that the entire
area.
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Best Validation Performance is 0.016271 at epoch 38
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FIGURE 13. Convergence Performance of BP Neural Network for the Entire Area.

Best Validation Performance is 0.018738 at epoch 30

Train
Validation
Test
Best

S
°

Mean Squared Error (mse)
3

s
&
102
———
102 L L .
0 5 10 15 20 25 30 35

36 Epochs

FIGURE 14. Convergence Performance of BP Neural Network for the Limited Area.

D. THE CONVERGENCE PERFORMANCE OF BP
NETWORK AND KEG ALGORITHM

The convergence performance of the BP neural network for
the entire and limited areas has been evaluated by measuring
the mean squared error (MSE), as shown in Fig. 13 and
Fig. 14. The results indicate that the network’s convergence
is stable after approximately 37 and 30 epochs for the entire
and limited areas, respectively.

In addition, the convergence performance of the KEG
algorithm has been evaluated by measuring the log-likelihood
error, as shown in Fig. 15 and Fig. 16. The results indicate
that the convergence of KEG is stable after approximately
30 and 20 iterations for the entire and limited areas, respec-
tively. Since KEG is a soft clustering method, we only report
the convergence performance of the training set.

These results demonstrate that our proposed framework
achieves stable convergence performance for both the BP
neural network and KEG algorithm. This contributes to the
overall effectiveness of our proposed approach for optimizing
UAV positioning and reducing power consumption.

E. THE EFFECT OF PROPOSED UAV SCHEDULING
FRAMEWORK

The main goal of UAV deployment in this paper is to
minimize the total transmit power in the uplink transmission.
Thus, based on this goal, we divide the area into the ground
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FIGURE 16. Convergence Performance of KEG for Limited Area.

The Schematic Sketch of UAV Deployment (Entire Area)
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FIGURE 17. Deployment Result for Entire Area.

user clusters for aerial cell classification and determine the
optimal locations of UAVs. The Fig. 17 and Fig. 18 shows
the schematic sketch of UAV deployment for the entire
area and the limited area. As shown in the Fig. 17 and
Fig. 18, the number of UAV of the limited area is 8,
but the one of the entire area changes into 7 because the
system with our proposed framework judges that 7 UAVs
are enough to supply the offloaded cellular data amount,
this decision is made during the clustering of the K-means
part. Because the initial centroid of the merged category
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The Schematic Sketch of UAV Deployment (Limited Area)
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FIGURE 18. Deployment Result for Limited Area.

Power Comparison of Different Scheme (Limited Area)
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FIGURE 19. Power Comparison for the Limited Area.

chooses an unfavorable position leading to a low similarity
in the cluster.

We evaluate the performance of our proposed frame-
work by comparing the total transmit power of six
different schemes, including a scheme with KEG
and location optimization, a scheme without KEG but
with location optimization, a scheme with KEG but with-
out location optimization, a scheme without neither KEG or
location optimization, a scheme with KEG but fixed deploy-
ment with average traffic prediction, and a scheme without
KEG but fixed deployment with average traffic prediction.
Specifically, we compare our scheme with KEG and location
optimization with the scheme without KEG and with or with-
out location optimization, as well as the scheme with KEG
but without location optimization. Moreover, as none of the
previous works has been done with dynamic UAV deploy-
ment after clustering and traffic deployment, we choose the
scheme with fixed UAV deployment as a comparison.

For the limited area, the power comparison of six schemes
is represented in Fig. 19. In general, the scheme with KEG
and location optimization consume the least total transmit
power. The performance of the scheme with no KEG clus-
tering and no location optimization is the worst among the
six types of schemes. The remaining four schemes have
similar performance in general. Our proposed scheme with
KEG clustering and dynamically optimized UAV location

VOLUME 4, 2023

o Power Comparison of Different Scheme (Entire Area)

~
o

~
o

=)
3}

=]
=]

33
3

—s—KEG and Optimization
—=—No KEG but Optimization

Total Transmit Power (dBm)

KEG but no Optimization

—¥—No KEG and no Optimization

—<4—KEG fixed deployment with average traffic prediction
——No KEG fixed with average traffic prediction
0 5 10 15 20 25
Time (Hour)

o
S

IS
o

FIGURE 20. Power Comparison for the Entire Area.

reduces power consumption by 24% compared to the worst-
performing scheme. Furthermore, when compared with the
scheme without KEG clustering and location optimization,
and with the scheme with fixed UAV deployment, our
scheme with KEG clustering and dynamically optimized
location performs the best. For the entire area, six schemes
have been contrasted in Fig. 20. Obviously, the scheme with-
out KEG but with location optimization has the best effect
for system performance improvement. Next, the scheme
without KEG but with fixed deployment with average
traffic prediction is better than the one without location
optimization but no KEG. The scheme with KEG and loca-
tion optimization is slightly better than the scheme with
KEG but fixed deployment with average traffic prediction.
The scheme with KEG but with no location optimization
is the worst scheme. The scheme with KEG and loca-
tion optimization reduce 0.47% power consumption than the
worst one.

Based on the above simulation results, our proposed
framework is not suitable to apply only several UAVs in
the entire area, as the number of UAVs is too small to carry
the full range of traffic of an entire city. However, in such
situations, our scheme with KEG clustering and location
optimization still makes significant contributions to reducing
the total transmit power consumption. Moreover, when com-
pared with the scheme without KEG clustering and location
optimization, and with the scheme with fixed UAV deploy-
ment, our scheme with KEG clustering and dynamically
optimized location performs the best. Our UAV deploy-
ment framework shows good performance for relatively small
areas below dozens of square kilometers, especially for
those areas with the approximate GMM cellular data amount
distribution.

IV. CONCLUSION

In this paper, we have explored the optimization of UAV
locations in an uplink system. Our primary goal was to
minimize total power consumption while maintaining effi-
cient communication. To achieve this, we first predicted user
traffic distribution by employing a joint K-means and EM
algorithm based on the Gaussian Mixture Model (GMM).
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This prediction enabled us to accurately determine the
optimal locations for UAV deployment.

Our proposed framework not only optimizes UAV loca-
tions but also considers the dynamic nature of cellular
traffic, ensuring a more adaptive and efficient system.
Simulation results demonstrate that our approach signifi-
cantly reduces total power consumption in comparison to
traditional methods such as NOMA, FDMA, and TDMA.
This highlights the effectiveness of our method in creating
a more energy-efficient and sustainable uplink system for
UAV communication.

In conclusion, this paper presents a comprehensive and
robust solution for optimizing UAV locations in uplink
systems, considering both the prediction of user traffic
distribution and the minimization of total power consump-
tion. The results showcase the potential of our approach in
improving the performance and sustainability of future UAV
communication networks.
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