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ABSTRACT The use of filter banks for implementing multicarrier spread spectrum systems leads to a
class of effective waveforms that are highly resilient to partial-band interferers. Such waveforms can be
also designed to keep the peak-to-average power ratio (PAPR) of the resulting signal at a minimum level.
The use of multiple spreading gain vectors (known as multicodes), on the other hand, is an effective method
for increasing the data rate in spread spectrum systems, in general. This paper presents a detailed analysis
of a class of filter bank multicarrier spread spectrum (FBMC-SS) waveforms and demonstrates an effective
receiver implementation of them when multicodes are applied. Application of the developed multicode
waveform for communications over high-frequency (HF) skywave channels is also explored, and the
benefits that it provides are studied both numerically, through computer simulations, and experimentally,
by examining the receivers performance over a variety of skywave links.

INDEX TERMS Filter bank multicarrier, spread spectrum communications, HF communications, multicode
methods.

I. INTRODUCTION

DIRECT sequence spread spectrum (DS-SS) and
frequency hopping spread spectrum (FH-SS) are two

classical spread spectrum methods that were originally
developed to establish interference-resistant communica-
tions; see [1] and references therein. Multicarrier spread
spectrum (MC-SS) systems were proposed later and widely
studied in the 1990s; see [2] and references therein.
While most of the MC-SS systems make use of the cele-
brated orthogonal frequency division multiplexing (OFDM)
for signal spreading across frequency/subcarriers, a few
researchers, [3], [4], [5], have noted that the use of filter
banks for signal spreading may lead to a more robust system
with higher resistance to partial-band interference.
More recently, our team has revisited the filter bank multi-

carrier spread spectrum (FBMC-SS) waveform and explored
its implementation details, [6], [7]. One particular use case
that we have found for the FBMC-SS waveform, with many

advantages over the existing waveforms, is communications
through high-frequency (HF) skywave channels, [8], where
reflections of the electromagnetic waves from layers of iono-
sphere are used to establish communications over hundreds
or thousands of kilometers. In recent years, this method
of communications have been found useful for variety of
applications, including Internet of Things [9], low-latency
communications [10], and many disaster scenarios [11], [12].
One particular feature of HF channels that makes FBMC-

SS a perfect match to this application (when compared to
other spread spectrum techniques) is the presence of many
narrow-band interferers over any band of transmission that is
selected. The filter bank’s unique ability to isolate portions
of the band become instrumental in rejecting such narrow-
band interferers without affecting the rest of the spectrum. In
addition, low peak-to-average power ratio (PAPR) is another
desirable feature that transmit signals in HF modems have to
adhere to, given the high-power requirement of the respective
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transmitters. The early study of FBMC-SS waveform has
shown that effective designs can be applied to keep its PAPR
at a low level, [13].
On the other hand, the presence of partial-band interfer-

ers along with the fact that typical FBMC-SS signals at
the receiver input fall below the thermal noise, makes the
task of packet detection and synchronization to an incom-
ing FBMC-SS signal a non-trivial task. Conventional packet
detectors, e.g., [14], [15], [16], [17], that rely on standard
matched filters perform poorly in such scenarios. Fortunately,
the very particular form of FBMC-SS signal construction
allows one to develop a modified matched filter that rejects
strong interferers blindly while performing the matched fil-
tering operation. The proposed detector that has been named
normalized matched filter (NMF) was first presented in [18].
More detailed study of the NMF and its adoption for develop-
ment of a full receiver structure has been recently presented
in [19]. This new implementation that has been named
the NMF-based receiver is different from the conventional
receivers in previous works [6], [7] that were based on an
analysis filter bank (AFB). The results presented in [19] show
that the NMF-based receiver, when compared to its AFB
counterpart, leads to a reduced complexity and for certain
channel conditions may have a superior performance.
Another line of development of FBMC-SS is presented

in [20]. In this work, the use of multicodes for increasing
the data rate of FBMC-SS has been discussed. The multi-
codes that have been introduced in this work are chosen such
that the low PAPR of the original design of FBMC-SS, [13],
is preserved. It should be also noted that the particular form
of FBMC that has been mostly adopted by us [6], [7], [18],
[19], and others [14], [15], [16], [17], makes use of sub-
carrier bands that are non-overlapping. This implementation
of FBMC is often referred to as filtered multi-tone (FMT),
in the broader class of filter bank communications; e.g.,
see [21]. Taking note of this, in the rest of this paper, we
make use of the more specific term FMT-SS (instead of
FBMC-SS).
The goal of this paper is to further explore the multicode

method of [20] and develop details of the respective receiver
structures, following the conventional AFB-based receiver
of [6], [7] and the NMF-based receiver that has been recently
developed in [19]. More particularly, this paper makes the
following contributions:

• A review of FMT-SS that aims at revealing its rele-
vant aspects to the new developments in this paper is
presented.

• The multicode method that was first introduced in [20]
is further developed, emphasizing on efficient receiver
structures for both the AFB-based and NMF-based
implementations.

• Complexity analyses of both the AFB-based and
NMF-based receivers are presented. This study leads
to the finding that the NMF-based receiver offers a
lower complexity than that of the AFB-based receiver.

• New simulation results revealing a few less under-
stood performances of the AFB-based and NMF-based
receivers and how they compare against one another are
presented.

• To validate an application of the developed designs, an
extensive set of over-the-air test results over a number
of HF skywave links are presented.

The rest of this paper is organized as follows. A brief
review of FMT-SS method is presented in Section II. This
review includes the FMT-SS signal synthesis, at the trans-
mitter, and methods of signal analysis and information
recovery, at the receiver. Some details of the AFB-based
and NMF-based receiver that are needed as background for
the new developments in the rest of the paper, and are not
available in the current publications, are also presented. The
multicode method that we first presented in [20] is summa-
rized at the beginning of Section III. The rest of this section
is devoted to a number of new developments, including effi-
cient structures for both the AFB-based and NMF-based
receivers. A complexity analysis of both the AFB-based and
NMF-based receivers is presented in Section IV. Simulation
results that compare the two receivers are presented in
Section V. Experimental results that we have performed
across a broad range of HF skywave links are presented
in Section VI and compared against our theoretical and the
related simulation results. The concluding remarks of the
paper are made in Section VII.
Notations: Our presentation is a mix of continuous-time

and discrete-time signals. We use x(t) when reference is
made to a continuous-time signal, and x[n] when referring
to a discrete-time signal. The signal samples are obtained
by making use of a proper synchronization technique, such
as the one discussed in [19]. Continuous-time formulations
are adopted for presentation of the fundamental concepts
and theoretical analysis in Section II and the beginning of
Section III. We then switch to discrete-time formulations to
provide insight to the detailed implementation of the relevant
signal processing algorithms in the remaining parts of the
paper. Scalars are upper- and lower-case non-bold letters.
Arrays are bold lower-case letters and represented as column
vectors. Matrices are bold upper-case letters. The superscripts
(·)∗, (·)T and (·)H represent complex conjugate, transpose,
and Hermitian transpose, respectively. Linear convolution is
denoted by ‘�’. The notations E[·], �[·], and �[·] refer to the
statistical expectation, the real part, and the imaginary part
of a variable, respectively. We use I to denote the identity
matrix.

II. REVIEW OF FMT-SS
A. TRANSMITTER
In an FMT-SS system the transmit signal is synthesized as

x(t) = s(t) � g(t). (1)

where

s(t) =
∑

n

s[n]δ(t − nT), (2)
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FIGURE 1. FMT-SS transmitter, synthesis filter bank (SFB).

s[n] is the sequence of data symbols, T is the sym-
bol duration, and g(t) is a multi-band pulse-shaping filter
expressed as

g(t) =
K−1∑

k=0

γkhk(t). (3)

In (3),

hk(t) = h(t)ej2π fkt. (4)

where h(t) is a prototype filter which determines the spec-
tral footprint of each subcarrier. There are K subcarriers,
and fk are the subcarrier center frequencies. Subcarriers are
assigned individual complex-valued spreading coefficients γk
with unit magnitude, i.e., |γk| = 1, and are often optimized
for minimizing the PAPR, [13]. Accordingly, the transmit
signal (1) is generated using a synthesis filter bank (SFB),
as in Fig. 1. It is also worth noting that in FMT the subcarri-
ers center frequencies fk are chosen such that the filter bank
subbands are non-overlapping in the frequency domain, [6].

B. AFB-BASED RECEIVER
In an AFB-based receiver, an estimate of the transmit
sequence is generated by passing the received signal through
a bank of filters matched to each subcarrier, multiplying
each branch by some combining coefficient wk, and sum-
ming all of the branches together, as in Fig. 2. Accordingly,
the receiver output is expressed as

ŝAFB(t) =
K−1∑

k=0

wkh
∗
k(−t) � y(t). (5)

Here, the combiner coefficients wk play different roles. First,
they undo the phase rotations introduced by the spread-
ing gains γk at the transmitter. Second, assuming a flat
gain across each subcarrier band, an additional factor equal
to the inverse of the respective channel gain is included

FIGURE 2. FMT-SS receiver, analysis filter bank (AFB).

FIGURE 3. NMF-based receiver.

in each coefficient wk. Moreover, as discussed in [6], the
combiner coefficients wk take into account the signal-to-
noise level at each subcarrier and accordingly strike a
balance between symbol recovery and noise suppression.
Accordingly, the process in (5) is often referred to as
maximum ratio combining (MRC); see [6] for details.
Both the transmitter and receiver structures in

Figs. 1 and 2, respectively, are implemented effi-
ciently in discrete-time using polyphase structures as in
[21, Sec. 5.4-5.5] and [22, Sec. 4.3]. Such implementation,
at the receiver, clearly, involves the use of synchronization
and channel estimation methods whose details can be found
in the literature; e.g., see [19].

C. NMF-BASED RECEIVER
An NFM-based receiver may be divided into two separate
parts: (i) NMF part; and (ii) an MRC part. Fig. 3 depicts a
block diagram of such a receiver.
Fig. 4 provides the details of the NMF part of Fig. 3.

Here, for convenience of explanation, the presentation fol-
lows that of an AFB structure, similar to Fig. 2, however, as
discussed in [18], a frequency domain implementation may
be preferred. As indicated in Fig. 4, the NMF is a cascade
of three stages: (i) the AFB; (ii) the power normalization;
and (iii) the phase correction and combiner. The AFB stage
separates the received signal y(t) into K subcarrier compo-
nents. In FMT-SS, by design, these subcarrier components
belong to mutually exclusive bands, hence, are uncorrelated
with one another. The power normalization stage normal-
izes the signal power in each subcarrier band to unity. At
the phase correction and combiner stage, phase corrections
are made by removing the phase rotations introduced by the

444 VOLUME 4, 2023



FIGURE 4. Detail of NMF implementation. There are a total of K branches. Only the k th branch is shown here.

spreading factors γk, before combining. Alternatively, these
phase corrections may be moved to the MRC part of Fig. 3,
i.e., absorbed into the MRC coefficients, as in (5).
To understand how NMF works, we first note that if

the power normalization blocks are removed from Fig. 4,
it implements a standard matched filter of the transmit
pulse-shaping filter g(t), viz.,

g∗(−t) =
K−1∑

k=0

γ ∗
k h

∗
k(−t). (6)

A key point which helps one in a better understanding of
the NMF and parts of the developments in the rest of this
paper is an analysis of the combined response of the transmit
pulse-shaping filter g(t) and its matched version g∗(−t) at
the receiver, i.e.,

η(t) = g(t) � g∗(−t). (7)

One form of such an analysis has been presented in [6]. In the
sequel, we first present a summary of this analysis of [6]
and, later, we provide additional interpretations of it that
relate to the NMF and multicode method that is presented
in the later parts of this paper.
A straightforward analysis of (7), presented in [6],

leads to

η(t) = β(t)ρ(t) (8)

where ρ(t) = h(t) � h(−t), by design, is a Nyquist pulse
whose peak appears at t = 0, and

β(t) =
K−1∑

k=0

ej2π fkt. (9)

One may notice that β(t) is the summation of K complex
sine-waves all of the magnitude unity. Hence, the Fourier
transform of β(t) is effectively a sampled version of a rect-
angular pulse in the frequency domain, as demonstrated in
Fig. 5. In a typical design of the FMT-SS, the pulse-shape
h(t) is chosen to be a square-root Nyquist pulse with roll-off
factor α = 1. Under this condition, the distance between the
subcarrier center frequencies fk is equal to 2/T; see [6] for
the details. This is what we have also assumed here and

FIGURE 5. Demonstration of the Fourier transform of β(t). Courtesy of [6].

FIGURE 6. An example of β(t). Courtesy of [6].

reflected in Fig. 5. This implies that β(t) is a train of sinc
pulses spaced in time at the interval T/2. At t = 0 and
integer multiples of T , all the components of β(t) have zero
phase and, thus, add up to the value K. At the points where
t is an odd multiple of T/2, all the components of β(t) have
phase of π , thus, add up to the value of −K.
An example of β(t) for the case where K = 16 is presented

in Fig. 6. Inserting this result in (7) and taking note that ρ(t)
is a Nyquist pulse with the roll-off factor α = 1, one will find
that, for the present parameters, η(t) consists of a sequence
of three sinc pulses as shown in Fig. 7.
The presence of a multipath channel c(t), when combined

with the transmit pulse-shaping filter g(t) and its matched
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FIGURE 7. An example of η(t).

version g∗(−t) at the receiver, results in an equivalent
channel response that may be expressed as

ceq(t) = c(t) � η(t). (10)

Accordingly, ceq(t) replicates multiple copies of η(t), each
determined by the magnitude and time-delay of the respec-
tive path in c(t). An effective receiver should combine the
signal energy from these paths to arrive at an optimum/near-
optimum detection strategy. One may note that the wider the
bandwidth of transmission (equivalently, the larger the num-
ber of the subcarriers, K), the narrower the sinc-pulses in
η(t) will be. This results in a higher resolution in separating
the channel multipaths at the matched filter output, hence,
leading to a more effective combining of the multipaths and,
thus, possibly designing a better detector.
We now divert our attention back to the NMF-based

receiver structure in Fig. 3. In the absence of interference
and under a high signal-to-noise ratio condition, the nor-
malization stage equalizes the channel at all the subcarriers,
assuming a flat gain over each subcarrier band. On the other
hand, in a situation where some of the subcarrier bands
are affected by some strong interferers, the normalization
step suppresses such interferences, leading to an improve-
ment in the receiver performance. To get some insight to the
performance of the NMF, here, we present an experiment
where the NMF attenuates four out of sixteen subcarrier
bands by a set of random gains uniformly distributed in the
range 0 to 0.5, while the rest of the subcarrier bands hold the
gain of unity. A result of running this experiment is presented
in Fig. 8. As seen, the general shape of the matched filter
response that we saw in Fig. 7 is preserved here. The observ-
able differences are (i) a reduction in the magnitude of the
major pulses (three of them) in the response; and (ii) some
random variation in the rest of the response. Obviously, the
reduction of the magnitude of the major pulses is a conse-
quence of the fact that some of the sine-wave components
in β(t) have been attenuated as a result of power normal-
ization. The variation of the side lobes (i.e., the rest of the

FIGURE 8. The real part of convolution of g(t) with an NMF response.

response), on the other hand, is due to the fact that the
rectangular function in Fig. 5 is replaced by a distorted one.

III. FMT-SS WITH MULTICODES
The use of multicodes in code division multiple access
(CDMA) systems, to increase data rate with little impact
on transmit power, is well-known and widely adopted in
practice, [23], [24], [25]. This originates and is closely
related to the classical method of orthogonal/biorthogonal
code modulation, [26].
In the context of FMT-SS modulation, the multicodes may

be introduced by taking the following steps. The spreading
gain vector γ = [γ0 γ1 · · · γK−1]T is replaced by a set
of orthogonal gain/code vectors a0, a1, · · · , aM−1, where
M is an integer less than or equal to K. Accordingly, the
pulse-shaping filter g(t) varies from symbol-to-symbol and,
hence, the transmit signal may be expressed as

x(t) =
∑

n

s[n]gn(t) (11)

where gn(t) is from a set of pulse-shapes that vary depend-
ing on the selected gain vector. Obviously, compared to the
conventional FMT-SS, this construction of the transmit sig-
nal allows transmission of more bits per symbol interval, as,
in addition to s[n], additional bits may be coded into the
selection of the gain vector. For instance, if s[n] is binary
and M = 8, four (coded) bits will be carried within each
symbol interval of the synthesized transmit signal x(t).

Although, in general, s[n] may be chosen from any
phase-shift keying (PSK) or quadrature amplitude modula-
tion (QAM) alphabet, in a typical spread spectrum system
(including, FMT-SS), s[n] is often limited to binary values.
This is because for a detection performance, this allows one
to minimize the power spectral density of the transmit signal.
For the rest of this paper, we assume that s[n] is binary and
is taken from the alphabet {+1,−1}. With this choice, one
may note that blocks of 1 + log2 M coded bits are mapped
to the set of biorthogonal vectors {±a0,±a1, . . . ,±aM−1}.
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For this case, the construction of the transmit signal x(t) is
named biorthogonal signaling, [26].

A. FMT-SS WITH BIORTHOGONAL SIGNALING
Obviously, there are many choices/variations for the set of
orthogonal vectors {a0, a1, . . . , aM−1}. Among them, a par-
ticular choice of interest is the one that minimizes the PAPR
of the synthesized signal x(t). The problem of minimization
of PAPR in the conventional FMT-SS system, i.e., without
multi-coding, has been addressed in [13] and shown how
the spreading gains γk can be optimized. The optimization
algorithm developed in [13] brings down PAPR to a value
in the vicinity of 4.5 dB or smaller.

It turns out that a judicious choice of the orthogonal
vectors {a0, a1, . . . , aM−1} that still preserves the minimum
value of PAPR that is reported in [13] exists. This choice
that was first reported in [20], sets

am =

⎡

⎢⎢⎢⎢⎣

γ0ej
2πm
K ×0

γ1ej
2πm
K ×1

...

γK−1ej
2πm
K ×(K−1)

⎤

⎥⎥⎥⎥⎦
, for 0 ≤ m ≤ M − 1, (12)

where the spreading gain parameters γ0 through γK−1 are
those of the conventional FMT-SS and, thus, have been
optimized for achieving minimum PAPR.
One may note that the added factors to the gain parameters

in (12) are the discrete Fourier transform (DFT) coefficients.
Taking note of this and the fact that |γk| = 1, for k =
0, 1, . . . ,K − 1, it is straightforward to show that

aHmam′ =
{
K m′ = m
0 m′ �= m.

(13)

That is, the vectors am are indeed orthogonal with one
another. Next, for completeness of our discussion here, we
summarize some of our results from [13] and [20] to explain
why the selection of the spreading gain vectors according
to (12) preserves the low PAPR of a conventional FMT-SS
design.
The key point in minimizing the PAPR in [13] is to first

note that g(t) may be factored as

g(t) = h(t)γ (t) (14)

where

γ (t) =
K−1∑

k=0

γke
j2π fkt. (15)

It is further noted that since the prototype filter h(t) is a
narrowband square-root raised-cosine filter, hence, contains
no significant peak, the PAPR of x(t) is dictated by any large
peak in γ (t). One then may argue that PAPR minimization
of x(t) can be achieved by minimizing the crest factor of
γ (t), for which a solution is reported in [27].

In the case of the synthesized signal x(t) in (11), the
pulse-shaping filter gn(t) varies from symbol to symbol. The
pulse-shaping filter gn(t) are chosen from the set

g(m)(t) = h(t)γ(m)(t), for m = 0, 1, . . . ,M − 1, (16)

where

γ(m)(t) =
K−1∑

k=0

γke
j 2πkm

K ej2π fkt. (17)

Noting that in (17), the extra coefficient ej
2πkm
K is effectively

a linear phase and the subcarrier frequencies fk are linearly
spaced with a spacing of 2/T , it is straightforward to show
that

γ(m)(t) = γ

(
t + mT

2K

)
. (18)

That is, for any m, γ(m)(t) is a time shifted version of γ (t).
Hence, it keep the same crest factor and, as a result, no
noticeable change in PAPR is observed by switching from
a conventional FMT-SS to the one enhanced by multicodes.
This point has been confirmed through numerical simulations
in [20].
Also, for our future reference, using (13) and recalling

that h(t) is a square-root Nyquist filter, one will find that
∫ ∞

−∞
g(m)(t)g

∗
(m′)(−t)dt =

{
K m′ = m
0 m′ �= m.

(19)

Next, we proceed with introducing two difference meth-
ods of signal processing steps that are required for the
information recovery at the receiver.

B. AFB-BASED RECEIVER
An AFB-based detector/receiver may be constructed by mak-
ing a modification to the FMT-SS receiver structure in Fig. 2.
This modified structure is presented in Fig. 9. Here, the com-
biner coefficients wk are set ignoring the DFT coefficients
in the spreading gain vectors a0, a1, . . . , aM−1. The subse-
quent IDFT block adds these coefficients and calculates all
the outputs hypothesizing that any of the M spreading code
vectors has been used. Assuming the spreading gain vec-
tor that has been used by the transmitter was am, the m′-th
output of the IDFT block will be

ŝm′ [n] =
∑K−1

k=0
|ck|2
σ 2
vk

e−j
2π(m−m′)

K k

∑
k

|ck|2
σ 2
vk

s[n] + ṽm[n] (20)

where σ 2
vk is the variance of noise plus interference at the

kth subcarrier band and ṽm[n] is the term arising from the
channel noise. The derivation of (20) is straightforward and
follows the MRC equations derived in [6].

The decision device in Fig. 9 checks all the values at its
input (the outputs of IDFT), finds the one that is closest to
+1 or −1, and accordingly decides on the spreading gain
vector am and the value of s[n], hence, the transmitted bits.
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FIGURE 9. AFB-based receiver when biorthogonal signaling in adopted.

C. NMF-BASED RECEIVER
Here, similar to the presentation in Section II-C, we begin
with exploring the outcome of passing the received signal
through a standard matched filter, i.e., Fig. 4, without the
power normalization block. In that case, (7) is replaced by
the set of match filtered functions

η(m)(t) = g(m)(t) � g∗(−t)
= β(m)(t)ρ(t) (21)

where

β(m)(t) = β

(
t + mT

2K

)
. (22)

It should be obvious that due to the time shift mT
2K in (22),

here, the positions and the magnitudes of the sinc pulses
that were presented in Fig. 7 change dependent on the pulse-
shape index m, i.e., the transmitted information bits.
Fig. 10 presents a few examples of η(m)(t). Obviously, the

receiver can identify the parameter m, hence, the respective
information bits, by exploring the positions and magnitudes
of the sinc pulses at the matched filter output. Mathematical
equations that formalize such detection in an optimal manner
is presented in the sequel.
Starting with the transmit signal x(t), in (11), and taking

into account the channel response c(t), the output of the
NMF may be expressed as

xNMF(t) =
∑

n

s[n]θn(t − nT) � c(t) + v(t) (23)

where v(t) is the term that arises from the channel noise,
and

θn(t) = gn(t) � q(t) � g∗(−t). (24)

Here, q(t) represents the power normalization part of the
NMF; see [19] for details.
Recalling the signal construction (11), one may note that

depending on the additional bits transmitted along with the

FIGURE 10. A few examples of η(m)(t).

data symbol s[n], θn(t) belongs to the pulse-functions set

θ(m)(t) = g(m)(t) � q(t) � g∗(−t), (25)

for m = 0, 1, . . . ,M − 1.
Next, we note that in a practical implementation, the pro-

cessing is performed on the signal samples rather than their
continuous-time counterparts. We also note that the span of
the pulse-functions θ(m)(t) over time is finite. Such a finite
pulse in discrete-time may be represented by a column vector
θ (m) which, following (25), may be expressed as

θ (m) = GSMFQg(m) (26)

where g(m) is column vector of samples of g(m)(t), Q is a con-
volution matrix for implementing the power normalization
step, and GSMF is the convolution matrix for implementing
the standard matched filter g∗(−t).
With these points in mind, if we concentrate on the sam-

ples of xNMF(t) over the span θn(t− nT) and represent that
by the column vector xNMF[n], one will find that

xNMF[n] = s[n]CGSMFQgn + x′
NMF[n] + v[n] (27)
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where C is the convolution matrix arising from the samples
of the channel response c(t), x′

NMF[n] represents contribu-
tions from the symbols adjacent to s[n], and v[n] is the noise
vector associated with v(t).

To simplify the following derivations, we note that the
presence of x′

NMF[n] in (27) has very little impact on the
detection of the information carried by the first term on the
right-hand side. This is because both x′

NMF[n] and the first
term are sparse vectors with almost no significant terms
in common. With this understanding, x′

NMF[n] is dropped
from (27), and the result is rearranged as

xNMF[n] = s[n]GSMFCQgn + GSMFw[n] (28)

where in switching the order of GSMF and C we have noted
that these are convolutional matrices. Moreover, in (28), v[n]
is replaced by GSMFw[n], where w[n] is a random vector
with independent and identically distributed (i.i.d.) elements.
This follows from the fact that, in the NMF, power normal-
ization whitens the channel noise plus interference, leading
to a vector w[n] with i.i.d. elements.
Multiplying (28) through, from left, by the Moore-Penrose

pseudo inverse of GSMF, which is defined as, [28],

G+
SMF = (

GH
SMFGSMF

)−1
GH

SMF (29)

we get

yNMF[n] = G+
SMFxNMF[n]

= s[n]CQgn + w[n] (30)

Taking note that, in (30), the noise vector w[n] contains
a set of i.i.d. elements, and making use of the dual of (19),
i.e., gH(m)g(m′) = Kδmm′ , one will find that that the following
detection rule may be applied

gH(m)Q
HCHyNMF[n] =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

κ + gH(m)Q
HCHw[n],

if gn = g(m)

gH(m)Q
HCHw[n],

if gn �= ±g(m)

−κ + gH(m)Q
HCHw[n],

if gn = −g(m)

(31)

where κ = gH(m)Q
HCHCQg(m). It is not difficult to show that

because of the construction of g(m), κ is independent of the
parameter m. Moreover, κ is real and positive.
Following (31), to determine the binary value s[n] and the

best match of gn to any of the members of the set {g(m)}
and, hence, the associated information bits, the detection
algorithm presented in Table 1 may be applied.

Next, we take the following steps to simplify the compu-
tation of parameter κ(m) in Table 1. To this end, we first note
that gH(m)Q

HCHyNMF[n] = gH(m)Q
HCHG+

SMFxNMF[n]. Hence,
κ(m) may be also calculated as

κ(m) = �
[
gH(m)Q

HCHG+
SMFxNMF[n]

]
. (32)

We also recall that the matrices G+
SMF, C

H and QH have
Toeplitz form and when multiplied to a column vector, their

TABLE 1. Detection algorithm of the NMF-based receiver.

role is to perform a convolution. On the other hand, we note
that the pulse-shape vector g(m) has a limited number of
elements at its middle that are significant in amplitude, and
the rest converge to zero as they become distant from the
center. One may, thus, argue the Toeplitz matrices G+

SMF, C
H

and QH (after some size adjustment) may be replaced by
circulant matrices G̃+

SMF, C̃
H and Q̃H whose first columns

are the same as those of G+
SMF, C

H and QH, without any
significant impact on the calculated value of κ(m).

With the above argument, one may choose to evaluate the
values of κ(m), in Table 1, as

κ(m) = �
[
gH(m)Q̃

HC̃HG̃+
SMFxNMF[n]

]
. (33)

We recall that circulant matrices, by definition, are square
matrices. Hence, G̃+

SMF, C̃
H and Q̃H are all of the same size.

Obviously, the length of vectors xNMF[n] and g(m) should
also match this size. Furthermore, we assume that this size
has been selected large enough so that the calculated values
of κ(m) will be accurate.
Next, we note that circulant matrices are commutable in

multiplication. Hence, (33) may be rearranged as

κ(m) = �
[
gH(m)G̃

+
SMFQ̃

HC̃HxNMF[n]
]
. (34)

Recalling that any circulant matrix Ã can be decomposed
as Ã = FH
aF , where F is the normalized DFT matrix,
such that FHF = I, and 
a is a diagonal matrix whose
diagonal elements are obtained by taking the DFT of the
first column of Ã, [29], it is not difficult to show that (34),
may be rearranged as

κ(m) = �
[
gH(m)G̃

+
SMFFH
H

q 
H
c xf,NMF[n]

]
(35)

where xf,NMF[n] = FxNMF[n]. The result, here, shows that
the matched filtering operation by the channel response and
power normalization steps may be added in the frequency
domain. Furthermore, taking note that a cost effective imple-
mentation of NMF is when it is implemented in the frequency
domain, the additions of channel matched filtering and power
normalized matched filtering can be performed at a minimum
cost.
To continue, we define x̃NMF[n] = FH
H

q 
H
c xf,NMF[n],

and note that, here, x̃NMF[n] is the time domain signal vec-
tor after adding the channel and power normalized matched
filtering to xNMF[n]. With this definition (35) simplifies to

κ(m) = �
[
�H

(m)̃xNMF[n]
]
. (36)

VOLUME 4, 2023 449



HAAB et al.: MULTICODE SIGNALING IN A FBMC-SS SYSTEM AND ITS APPLICATION

FIGURE 11. A demonstration of sparsity of a set of vectors η(m) = g(m) � gSMF, for
m = 0, 1, . . . , M − 1, and M = 20.

where �(m) = (G̃+
SMF)

Hg(m). We also note that, here,

G̃+
SMF = (

G̃H
SMFG̃SMF

)−1
G̃H

SMF

= G̃−1
SMF. (37)

Hence, one finds that

�(m) =
(
G̃−1

SMF

)H
g(m). (38)

Unfortunately, there is an ambiguity in the expression at
the right-hand side of (38) that does not allow its direct
evaluation. This ambiguity is discussed in the Appendix, at
the end of this paper. In the sequel, we proceed with an
alternative derivation that lead to a near optimum choice of
�(m) without any ambiguity.

Recall that x̃NMF[n] only covers signal samples originating
from the information symbol s[n] and channel noise. The rest
of the symbols are included in x′

NMF[n] which was removed
because of the reasons mentioned earlier.
Next, to simplify the analysis and the details that we intend

to present here, we assume an ideal channel c(t) = δ(t)
and remove the channel effect (including the channel noise)
and apply the standard matched filter to the portion of the
transmit signal s[n]gn. The result will be the signal vector

x̃SMF = s[n](gn � gSMF) + (w � gSMF). (39)

Here, depending on the choice of gn, the convolution gn �

gSMF is a member of a set of M vectors that are discrete time
versions of the continuous-time functions η(m)(t) of (21). As
the results in Fig. 10 show, these functions are sparse across
time and are non-overlapping. Numerical evaluation of the
set of vectors η(m) = g(m) � gSMF, for m = 0, 1, . . . ,M − 1
reveals that such sparseness also holds for them. Fig. 11
show the magnitudes of a set of vectors η(m) for the case
where M = 20. The fact that these vectors are sparse and
non-overlapping across time can be clearly seen in Fig. 11.
The results presented in Fig. 11 reveals the following

points:

1) The significant elements of η(m) expand over a range
of two symbol intervals. This means there may be
some inter-symbol interference (ISI) across time over
the adjacent symbols.

2) Careful examinations of the results reveal that ISI only
occurs when the parameter m is the same for the adja-
cent symbols. Otherwise, the sparse elements of the
vectors η(m) do not overlap, hence, no ISI will be
present.

3) Considering the observation 2), ISI may be avoided by
applying some code design that forces the values of the
parameter m to be different across adjacent symbols.

We take note that adding the channel impact and power
normalization in NMF will result in some loss of the sparsity
of the vectors η(m). However, after addition of the matched
responses CH and QH, as specified in (32), most of the
sparsity is recovered. We examine the impact of this loss of
sparsity numerically through computer simulations later.
Following the observations made above, in the NMF-based

receiver, the implementation is completed by taking the
following steps.

i) The NMF output samples are calculated and the vector
xNMF[n] is formed from the samples at the center point
of the current symbol, s[n]. This vector should cover
a duration of 2T seconds. Note that, here, xNMF[n] is
effectively the element of the vector x̃NMF[n] around
its center.

ii) Making use of xNMF[n] and correlating with the
significant elements of the vectors η(m), for m =
0, 1, . . . ,M− 1, leads to the decision parameters κ(m).

iii) Following the detection algorithm in Table 1, the deci-
sion parameters κ(m) are used to obtain an estimate of
s[n] and the information bits carried by gn.

Note that, here, the sparsity of the coefficients of η(m)

is the key point in reducing the complexity of the above
implementation.

IV. COMPLEXITY COMPARISONS
Both the AFB-based and NMF-based receivers make use
of the NMF and other similar signal processing steps to
complete the tasks of packet arrival detection, and carrier
and timing synchronization. The task of channel estimation
requires the same steps in both receivers. The major dif-
ference is the signal processing steps used for information
recovery. For this, the AFB-based receiver follows the struc-
ture in Fig. 9. This involves an analysis filter bank, an
IDFT, and the decision device. The NMF-based receiver,
on the other hand, makes use of the NMF that has already
been implemented for previous tasks, followed by Steps (ii)
and (iii) of the previous section. Step (iii) is effectively the
decision device of Fig. 9. Hence, the comparison between
the two receiver boils down to comparing Step (ii) of the
NMF-based receiver with the AFB followed by the DFT
operation in the AFB-based receiver. Given the sparsity of
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the coefficients (four of them) that contribute to the evalua-
tion of the decision parameters κ(m), one may find that the
NMF-based receiver generally has a lower complexity.

V. SIMULATION RESULTS
The performance of both the NMF-based and AFB-based
receivers are compared through MATLAB simulations under
different HF channel conditions. These simulations begin by
generating a discrete-time FMT-SS signal with multicode
signaling applied as in Section III-A. Each generated signal
contains 1024 random multicode data symbols. The proto-
type filter h(t) is a square-root raised-cosine pulse-shape with
a roll-off factor α = 1, truncated to a period of N = 6 sym-
bol intervals. The generated transmit signal is then passed
through a multipath channel, and an AWGN with the one-
sided noise power spectral density No is added to the received
signal.
Taking note that the signal of interest has a bandwidth

of 2K/Ts (spanned over the range −K/Ts < f < K/Ts),
and is sampled at the Nyquist rate fNyq = 2K/Ts, one finds
that the added noise has the power/variance of σ 2

v = 2K
Ts
No.

Accordingly, the SNR is defined as the ratio of the received
signal power (denoted by σ 2

r ) over the noise power σ 2
v , viz.,

SNR = σ 2
r

σ 2
v

. (40)

Furthermore, assuming that each multicode symbol carries B
bits per symbol, one finds that, here, the energy per bit can
be expressed as Eb = σ 2

r Ts/B. This leads to the following
relationship between SNR and Eb/No:

Eb/No = 2K

B
· SNR. (41)

It should be further noted that, here, Eb/No is defined at the
receiver input, prior to any matched filtering.
Following the original development of FMT-SS for HF

skywave channels, [13], we will use the wide-band HF sky-
wave channel model defined in [30] for the presented results.
Although it is customary to use the Watterson channel model
for narrow-band HF waveform development, [31], the large
bandwidth required by FMT-SS necessitates a channel model
which adequately describes the behavior of HF channels for
wide-band waveforms, i.e., with a higher resolution in the
time domain. The channel model of [30] describes a wide-
sense stationary uncorrelated scattering (WSSUS) model,
where each mode of the channel is modeled by a number
of discrete taps. The average power of the channel taps are
set such that a specific power-delay profile (PDP) reflecting
those of the measured channels are generated. Each chan-
nel tap changes randomly over time following a Gaussian
stochastic process, i.e., according to a Rayleigh fading model.
The reader may refer to [30] for further details.
As noted in [13], there are no standardized channel param-

eters for modeling the wide-band HF skywave channels.
In [32], the suggested channel parameters vary consider-
ably depending on the time of day, ionospheric conditions,

TABLE 2. Simulated model HF channel parameters.

and latitude of the HF link. Here, we resort to the channel
parameters suggested in our previous works pertaining to the
measured channels that we had observed, [13], [20]. Minor
modifications have been made to better reflect our more
recent measured results. We refer to these specific scenar-
ios as (i) day-time “quiet” (DT-Q), (ii) day-time “moderate”
(DT-M), and (iii) night-time “disturbed” (NT-D) cases. These
cases are summarized in Table 2. The parameters αr and �r

determine the shaping of the channel modes; the reader is
directed to [30] for details. One may note that the delay
between the modes of the DT-M case is set to the symbol
period Ts, to reflect a worst-case ISI scenario.

In line with the previous development of FMT-SS for HF
channels, we set the symbol rate to 1/Ts = 1 kHz. The num-
ber of subcarriers is set to K = 64. An interfering signal
which is 30 dB above this signal level is applied over 1/4 of
the subcarrier bands. In the HF skywave domain, the band-
widths of the interfering signals are usually relatively narrow,
on the order of 3 kHz, [33], and the interfering signals appear
spread out randomly across the whole transmission band.
Hence, for the results presented here, the interfering signals
are placed over a random set of the subcarriers for each
iteration. A RAKE receiver is implemented to take care of
the two channel modes in the case of DT-M channel. We
have also adopted the symbol scrambling method discussed
in [34] to minimize ISI effects. The presented BER curves are
generated by averaging the simulated BERs over 1000 inde-
pendent channel realizations. We assume that the receiver
is perfectly synchronized with the received signal both with
respect to the carrier frequency and the timing of center of
the data symbols. We also assume that the channel is known
to the receiver perfectly. This is to mask out the performance
losses that incur due to channel state information estimates.
The over-the-air (OTA) results that are presented in the next
section accounts for these effects.
The simulated BER results of the NMF-based and

AFB-based receivers for the DT-Q case are presented in
Fig. 12, for the choices of B = 1, 2, 4 or 6 bits/symbol.
Recall that the case B = 1 reduces to BPSK signaling with
a single spreading gain vector, i.e., no orthogonal signal-
ing. We observe that the performance of both receivers is
identical. A 3 dB loss is present when the number of bits
per symbol is increased from 1 to 2, with lower subsequent
loss when moving to higher values of B. An alternative
method of presenting these results is to plot BERs in terms
of Eb/No, using (41) for converting SNR to Eb/No. Such
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FIGURE 12. BER results of the DT-Q channel.

FIGURE 13. BER results of the DT-M channel.

presentation leads to a set of plots similar to those presented
in [26, Fig. 4.4-2], confirming the accurracy of the results
in this paper. Here, we have chosen to presents the BERs in
terms of SNR, to make the comparisons with the over-the-
air results in the next section more convenient and, also, to
emphasize on the very low (negative) SNR values that the
receiver operates at.
The simulated BER curves for the DT-M case are

presented in Fig. 13. These results are very similar to those in
Fig. 12. This indicates that the implemented RAKE receivers
effectively capture the energies from the two modes of the
channel. A fraction of decibel loss, here, is perceived to be
due to a small residual ISI between the two modes. This ISI
has been minimized by making use of the symbol scrambling
method of [34].
Fig. 14 presents BER results for the NT-D channel. The

observation here is that while the NMF-based receiver can
handle this channel with little loss when compared to the
DT-Q channel, the AFB-based receiver incurs 1 dB of loss.
This loss is attributed to fact that the NT-D channel has a
delay spread that is an order of magnitude larger than those

FIGURE 14. BER results of the NT-D channel.

of the DT-Q and DT-M channels; see Table 2. According to
the analysis presented in [8], such delay spread is the main
source for the performance loss of the AFB-based receiver.
The NMF-based receiver, on the other hand, is able to capture
the large delay spread of the channel through the channel
matched filter, e.g., CH in (32).

VI. OVER-THE-AIR EXPERIMENTAL RESULTS
To further verify the performance characteristics of FMT-SS
with multicode signaling, a series of test campaigns were
conducted. These over-the-air (OTA) tests utilize commer-
cially available off-the-shelf hardware to transmit and receive
FMT-SS signals over a number of HF skywave links. The
test signals contained known FMT-SS packets with known
random data, such that the observed BER for each packet
of the demodulated received signal could be recorded. Here,
we present a selected set of BER results from these tests
for the NMF-based FMT-SS multicode receiver. Note that
we omit the results of the AFB-based receiver for brevity,
taking note that the results are not much different from those
of the NMF-based receiver.
We have examined three HF-skywave links: (i) a short-

range link; (ii) a mid-range link; and (iii) a long-range link.
A summary of these links, including the date and time of
the experiments is presented in Table 3. The BER results of
these experiments, over the SNR range −20 to −6 dB, are
presented in Figs. 15–17, for short-range, mid-range, and
long-range links, respectively. Here, channel estimates are
obtained for each packet separately, by making use of the
known symbols in the preamble of each packet. Also, chan-
nel variation across each packet is tracked through scattered
pilots that are inserted after each 7 data symbols. More
details of the packet structure that we have used can be
found in [34]. Plots are in a form of scattered plots, where
each point reflects the results from each packet. Because
of insufficient statistics in each packet (carrying a relatively
small number of multicode symbols - 1024 symbols, while
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TABLE 3. Summary of the examined HF-skywave links.

FIGURE 15. Results of Link 1.

FIGURE 16. Results of Link 2.

looking at BERs of as low as 10−3) and poor channel esti-
mates due to operating at very low SNR values, the BERs
are scattered over a relatively wide range.
The full-line plots in Figs. 15–17 are those of the sim-

ulated plots, presented in Figs. 12–14. The scattered plots
clearly follow the simulated plots, however, due to the addi-
tional error introduced by the channel estimation error, some
degradation is observed; the average of scattered plots, for
most of the results, indicate a shift to right, when compared
to the simulated results. Recall that for the simulated results,
it was assumed that the channel was known perfectly.

FIGURE 17. Results of Link 3.

VII. CONCLUSION
This paper presented a detailed analysis and further devel-
opment of a class of filter bank multicarrier spread spectrum
(FBMC-SS) waveforms. The emphasis of the paper was
on the use of multicodes for increasing the data rate. The
new developments covered detailed implementations of two
receiver structures: the AFB-based and NMF-based receivers.
We presented methods that minimize the implementation of
these two receivers and found that the NMF-based offers
a lower complexity. Application of the developed multi-
code waveform for communications over high-frequency
(HF) skywave channels was studied, and the benefits that
it provides were explored both numerically, through com-
puter simulations, and experimentally, by examining the
receivers performance over a variety of skywave links. From
the results presented, we conclude that multicode signaling
should be adopted in FBMC-SS systems requiring enhanced
data throughput, and that the required changes to the trans-
mitter and receiver structures may be implemented with a
reasonable additional cost.

APPENDIX A
COMPUTATIONAL AMBIGUITY OF (38)
We note that the rows of G̃SMF are circularly shifted copies
of the samples g∗(t) (i.e., the time reversed of the standard
matched filter gSMF(t) = g∗(−t)), scaled properly while con-
verting from the continuous-time to the discrete-time. We
also note that (38) may be rearranged as

�(m) = (
G̃H

SMF

)-1
g(m). (42)
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Hence, columns of the matrix G̃H
SMF are the scaled samples

of g(t). Similarly, the elements of the vector g(m) contains
scaled samples of g(m)(t). Moreover, recalling (16), one may
note that the construction of g(m) follows the same form as
construction of columns of G̃H

SMF with the difference that

the spreading gains γk are replaced by γkej
2πkm
K .

Next, using the identity Ã = FH
aF that was men-
tioned earlier (see the text above equation (35)), one will
find that (42) may be rearranged as

�(m) = FH
−1
g gf,(m) (43)

where gf,(m) = Fg(m), i.e., the DFT of g(m). Also, the diag-
onal elements of 
g are obtained by taking the DFT of the
first column of G̃H

SMF. What makes the evaluation of (38)
ambiguous, hence, not possible to evaluate, relates to the fact
that there are many zeros in both the vector gf,(m) and the
diagonal elements of 
g, leading to number of ambiguous
zero divide by zero operations.
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