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ABSTRACT In this paper, the problem of active eavesdropper detection is considered for a cell-free
massive multiple-input multiple-output (m-MIMO) system which is attacked by an active eavesdropper
within the uplink training phase, also called pilot spoofing attack. Two methods based on log-likelihood-
ratio tests (LLRT), one in a centralized and the other in a decentralized fashion, are proposed to detect the
signal abnormality. The methods take advantage of a special protocol in which the legitimate users switch
to an off-mode irregularly, without significantly affecting the spectral efficiency of the data transmission.
The protocol is directly applicable to environments with low to moderate mobility, and can be extended
to high mobility through a simple rearrangement of available pilot sequences among users if needed.
More importantly, the proposed methods impose low fronthaul overhead which is imperative for a cell-
free m-MIMO system with a large number of access points (APs). A closed-form expression for the
joint probability density function (PDF) of the processed received signals conditioned on the alternative
hypothesis, which is essential for the implementation of LLRT-based detection methods, is also derived.
Through an asymptotic analysis, it is shown for the proposed methods that the detection and false-alarm
probabilities approach to one and zero, respectively as the number of APs goes to infinity. Numerical
results reveal that both methods significantly outperform a recent approach in terms of false-alarm rate
with negligible degradation in the per user uplink spectral efficiency.

INDEX TERMS Cell-free massive MIMO, physical layer security, pilot spoofing attack, active eavesdrop-
per detection.

I. INTRODUCTION

CELL-FREE massive multiple-input multiple-output (m-
MIMO) systems have been recently introduced as a

promising technology for the next generation of wireless
communication networks [1], [2], [3], [4], [5], [6], [7], [8],
[9], [10], [11], [12], [13], [14]. These systems employ a large
number of access points (APs) which are distributed over
a wide area without partitioning the network into bounded
cells. The APs are connected to a central processing unit
(CPU) via a fronthaul network of high-speed links. This type
of dense heterogeneous network offers several advantages,
e.g.: avoiding the need of frequent requests for handover,
providing and taking advantage of shadowing diversity, and

alleviating the mutual coupling effect of multiple collocated
antennas.
In spite of these advantages, cell-free m-MIMO systems

remain vulnerable to possible attacks by eavesdroppers
(Eves) who would maliciously attempt to overhear confiden-
tial messages sent to legitimate users. Specifically, an Eve
can first transmit the pilot signal of a target user, within the
uplink training phase, to spoof APs to estimate the channel
gains of that user as a linear combination of its true channel
gains and those of Eve. Based on estimated channel gains,
the APs then collectively form a beamformer associated with
the target user which partially covers Eve’s channel. Hence,
Eve is able to receive data symbols intended for the target
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user and overhear its messages. This unauthorized attack by
an Eve on a legitimate user is called pilot spoofing attack in
the literature [3]. In order to shield itself from a pilot spoof-
ing attack, the cell-free m-MIMO system must first be able
to detect its occurrence, a procedure referred to as active
eavesdropper detection (AED), which is the main focus of
this work.

A. REVIEW OF LITERATURE
Only a few works have addressed AED in the context of
cell-free m-MIMO systems. In [3], the authors use a simple
method based on total power (TP) for this purpose. In the TP
method, each AP measures the received signal power from
each user and sends this information to the CPU where an
estimation of the total received power by all APs is first com-
puted. Then, a decision about the presence of a counterfeit
pilot signal is made by comparing the value of the estimated
TP to a threshold, taken as the expected value of TP in the
absence of Eve. Although the TP method admits of a simple
implementation, it exhibits a high false-alarm rate and relies
on the precise estimation of large-scale fading (LSF) gains,
which is difficult to realize in a practical wireless network
environment.
In [15], an alternative method, based on the minimum

description length (MDL) criterion [16], is proposed for
AED in a special type of multigroup multicasting cell-free
m-MIMO system. However, any sensible attempt to mod-
ify and apply this method to a standard cell-free m-MIMO
system will need to address the following drawbacks: each
user must send its pilot sequence in succession, while the
other users keep silent, which significantly reduces the per
user spectral efficiency (SE); implementation with N APs
requires an eigenvalue decomposition with complexity order
of O(N3), which poses a significant computational burden
for a cell-free m-MIMO system with large N; a user must
simultaneously transmit a random pilot signal in addition
to its assigned pilot signal, which under a transmit power
constraint reduces the effective signal-to-noise ratio (SNR)
available at the APs for channel estimation. An approach
based on random matrix theory has been recently proposed
in [17] which follows the same protocol as [15].

Besides, both TP and MDL methods are faced with
communication challenges inherent to any centralized AED
approach. Firstly, the fronthaul overhead for a network set-
ting with N APs, K users, and pilot length τp is on the
order of O(NKBL) and O(τpNKBL) per detection cycle for
the TP and MDL methods, respectively, where BL is the
number of bits used for the representation of signal values
communicated to the CPU. This overhead, which grows lin-
early with the number of APs, can be quite high for large
N. Secondly, even choosing an appropriate value of BL may
be challenging since the transmit power by Eve is unknown.
In the literature, there exist several other AED methods

that were not specifically designed for application to cell-
free m-MIMO systems, and whose extension to such systems

would pose major challenges, in terms of adaptability and
high overhead on fronthaul links.
For instance, authors in [18] utilize an AED method for

a time division multiple access (TDMA) system in which
the base station serves users one-by-one. This assumption
is not valid for cell-free m-MIMO systems where all users
should simultaneously be served by APs. Another method,
which has been recently proposed in [19], uses a protocol
in which a user performs AED based on estimated channels
fed back from the base station. However, the use of channel
feedback in a cell-free m-MIMO system incurs a very high
overhead due to the large number of APs.
Some AED approaches adopt a training phase with two

stages to detect a pilot spoofing attack in multi-antenna
wireless systems [20], [21]. The key idea is to divide the
pilot sequence into two segments which are then sequentially
transmitted with different power levels. Through proper lin-
ear combining of the signals received in each stage, this
transmission strategy allows to isolate the spoofing pilot
transmission for improved AED. However, the orthogonal-
ity among pilot sequences will be affected if the system
employs a fixed set of orthogonal pilots. Moreover, apply-
ing this strategy to cell-free m-MIMO would increase the
fronthaul overhead by an order of magnitude, similar to the
method in [15].
A different type of AED methods which also performs the

training phase in two stages are developed in [22], [23]. In
these methods, the second stage is employed to transmit a
random sequence that facilitates AED. However, the method
in [22] is limited to a single user, while [23] relies on the
assumption that the number of legitimate users and Eves are
equal.
In [24], an MDL-based AED method is specifically

proposed for TDD/SDMA systems in which each legiti-
mate user combines its pilot with a random signal while
Eve is unaware of this manipulation. The method requires
an iterative algorithm to identify which legitimate user(s)
is attacked. In [25], the authors propose an approach for
AED of a single legitimate user by identifying directions
of arrival in the spatial spectrum domain. However, this
method requires the use of long pilot sequences as well
as adequate angular separation between the legitimate user
and Eve.
For some of the aforementioned works, the decision metric

design requires channel state information that might not be
easily accessible during the detection process. For example,
the LSF gains between the users and the base station should
be known for the implementation of the detectors introduced
in [21], [23]. In the case of [21], the LSF gains between
the Eve and the base station have to be known too. In the
context of cell-free m-MIMO systems, this type of approach
would be particularly challenging due to the large number
of geographically distributed APs.
Below, we elaborate on two challenges related to AED,

that are specific for cell-free m-MIMO rather than collocated
m-MIMO systems [26], [27], [28], [29], [30], [31], [32]:
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First, in a cell-free m-MIMO system, the majority of the
signal processing tasks that require to collectively use the
information signals received at the APs, must be imple-
mented in the CPU [1], [2], [33]. Hence, a large amount of
information should be exchanged between APs and the CPU
which might exceed the capacity of fronthaul links [34], [35],
[36]. Besides, since there exists a large number of fronthaul
links, the total power consumption can reach such a high
level as to defeat the spectral efficiency gains [2]. Therefore,
it is essential to reduce the fronthaul load induced by signal
processing tasks such as AED. In contrast, for a collocated
m-MIMO system, the signal processing tasks can easily be
performed at the base station since all information signals
are locally available. Second, the signals received by antenna
elements in a collocated m-MIMO system all experience the
same LSF gain [27, p. 31]. However, this is not true for a
cell-free m-MIMO system due to the different geographical
locations of APs. Hence, the signals received by each AP
may experience quite different LSF gains [1], [2], [33], [34],
[35], [36]. Therefore, a signal processing technique designed
for a collocated m-MIMO system does not usually achieve
the optimal performance if it is directly applied to a cell-free
m-MIMO system. For the problem of AED, the statistically
optimal processing techniques requiring the use of the LSF
gains must consider this difference in modelling.

B. CONTRIBUTIONS
The absence of a more sophisticated method for AED in
cell-free m-MIMO systems motivates us to further study this
problem and develop two log-likelihood ratio test (LLRT)-
based methods. Specifically, the main contributions of the
paper are as follows:

• A special protocol in which the legitimate users spo-
radically switch to an off-mode, without significantly
affecting the spectral efficiency of the data transmission,
is introduced to facilitate AED in a cell-free m-MIMO
system undergoing a pilot spoofing attack. The proposed
protocol can simultaneously detect attacks on multiple
users operating in the network (Section III). Moreover,
it is directly applicable to environments with low to
moderate mobility, and can be extended to high mobil-
ity through a simple rearrangement of available pilot
sequences among users if needed (Section III-C).

• Two novel AED methods are conceived, that take advan-
tage of the above transmission protocol without relying
on channel state information. Both methods use the
LLRT as the detection metric, but differ from the imple-
mentation perspective, i.e.: the first one performs AED
in a centralized manner, while the second is decentral-
ized (Sections III-A and III-B). The proposed methods
only require statistical information about channel gains,
as opposed to instantaneous estimates. Besides, the
fronthaul overhead of the proposed centralized and
decentralized methods are on the order of O(qNKBL)
and O(NKp) where q is a positive integer and 0 < p < 1
is a real number (Sections III-B and IV-C).

• A closed-form expression for the joint probability den-
sity function (PDF) of the processed received signals
conditioned on the true hypothesis, which is essential
for the implementation of LLRT-based detection meth-
ods, is derived based on the distributions of the large-
and small-scale fading gains (Lemma 1).

• For the proposed methods, an asymptotic analysis1

is carried out to derive conditions under which the
ideal operating point2 of receiver operation characteris-
tic (ROC) curves is attainable. Specifically, it is shown
(see Theorem 1) that for the centralized method the ideal
point can be achieved as the number of APs increases,
which is confirmed numerically. For the decentralized
method, it is shown that if each AP operates in a partic-
ular region of the ROC plane, the final detection made
by the CPU can also attain the ideal operating point (see
Theorem 2). Furthermore, the results of Theorem 2 are
generic for any decentralized AED method meant to be
applied in cell-free m-MIMO systems.

• The results of numerical simulations reveal that
the proposed methods significantly outperform the
established TP, MDL [15], and energy-ratio-detector
(ERD) [37] methods in terms of detection performance
metrics (Figs. 11–13). The advantages of the proposed
methods, in terms of fronthaul overhead, power
efficiency, and SE degradation, are also discussed
(Section IV-C).

The rest of the paper is organized as follows: The cell-free
m-MIMO system model and AED problem are formu-
lated in Section II. The transmission protocol and proposed
AED methods along with their mathematical analysis, are
developed in Section III. The simulation methodology and
results are presented and discussed in Section IV. A conclu-
sion is drawn in Section V. Finally, the proofs of key results
are included in Appendix.
Notation: Capital and small boldface letters indicate matri-

ces and vectors, respectively. We use sans serif font for
random quantities (e.g., x and x) and normal font for
their possible values or realizations. The real and com-
plex Gaussian random variables x and z with means μ
and variances σ 2 are indicated by x ∼ N (μ, σ 2) and
z ∼ CN (μ, σ 2), respectively. The complex Gaussian ran-
dom vector x with mean vector m and covariance matrix R
is denoted by x ∼ CN (m,R). P(E) stands for the proba-
bility of event E . The notation E denotes the complement
of event E . The symbols N, R and C denote the sets of
non-negative integers, real numbers, and complex numbers
respectively. ||.||2 denotes the �2-norm of its vector argu-
ment. In is an identity matrix of size n. E{x} and V{x}
denote the expectation and variance of random variable x ,
respectively. [a1; a2; · · · ; an] denotes the vertical concatena-
tion of column vectors a1, a2, . . . , an. K \ {k} denotes the

1. Other types of analytical approach such as secrecy rate analysis or
designing a countermeasure approach fall outside of the scope of this paper.

2. That is, the point at which the detection and false alarm probabilities
are equal to 1 and 0, respectively.
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TABLE 1. List of main symbols.

subset that results from excluding element k from K. The
function Q(z) is defined as Q(z) = 1√

2π

∫∞
z exp(− x2

2 )dx.

II. SYSTEM MODEL AND PROBLEM STATEMENT
In this section, we introduce the cell-free m-MIMO system
model and formulate the AED problem under pilot spoofing
attack. Unless otherwise mentioned, the model used and main
assumptions made here are similar to those in [1], [3].

A. CELL-FREE M-MIMO SYSTEM MODEL
We consider a cell-free m-MIMO system consisting of
N single-antenna APs3 connected to a common CPU via
fronthaul links. The APs simultaneously serve K < N
single-antenna users distributed across a relatively large geo-
graphical area. It is assumed that the channel gains between
the APs and the users remain constant within a time-
frequency coherence element with dimension τc = �TCBC�,
where TC and BC denote the channel coherence time and
coherence bandwidth, respectively. Specifically, the compos-
ite channel gain between user k ∈ K = {1, . . . ,K} and AP
n ∈ N = {1, . . . ,N} is modeled as follows:

gnk = ß
1
2
nkhnk, (1)

where ß
1
2
nk and hnk are the large-scale and small-scale

fading gains, respectively. The former is defined as ßnk =
ank10 znk/10, where ank is the average path-loss, znk ∼
N (0, σsh) is the shadow fading magnitude in dB, and σsh > 0
is the shadowing standard deviation; while the latter follows
the Rayleigh model, i.e., hnk ∼ CN (0, 1). We assume that

3. In the cell-free m-MIMO literature, the adjective massive refers to
using a large number of distributed APs, as opposed to a large number of
collocated antennas.

the large-scale fading gains ß
1
2
nk can be treated as constants

over a time interval of TL, which is much greater than the
coherence time TC of the small-scale fading, i.e., TL = �TC
where � ∈ N, and � � 1. In a typical application, the coher-
ence time TC could be on the order of milliseconds while TL
is two to three orders of magnitude greater [38], [39]. A list
of main symbols used throughout of the paper is provided
in Table 1.

Let ϕk ∈ C
τp denote the vector of τp pilot symbols trans-

mitted by the kth user, where ||ϕk||22 = 1. We shall first
assume (Sections II-A and II-B) that K ≤ τp < τc, so that
orthogonal pilot vectors can be assigned to each user, i.e.,
ϕHk ϕl = 0 for all k 
= l. It is worthwhile to mention that
the condition K ≤ τp can be satisfied with large number of
users K in low- to moderate-mobility environments. Based
on calculations in [27, p. 23], it can be shown that τc reaches
values in excess of a thousand in a typical urban environ-
ment where 4 ≤ TC ≤ 9ms, BC = 300kHz, and the user
speed varies between 30km/h and about 70km/h. For these
environments, we can still assign 5 to 10 percent of τc to
the pilot symbols to serve over hundred mobile users. Note
that number of users typically varies between 40 and 80 in
a cell-free m-MIMO system deployed over a square area
of 1km2 [1]. Subsequently (Section III-C), we shall extend
our proposed methods to a high-mobility environment, i.e.,
where K > τp and some users must share pilots.

The received signal by the nth AP can be expressed as

rn = √
τpρp

K∑

k=1

gnkϕk + wn, (2)

where ρp is the transmit power of the individual users, which
is normalized by the noise power, and wn ∼ CN (0τp , Iτp) is
a complex additive noise vector.

B. AED UNDER PILOT SPOOFING ATTACK
In this work, we consider a situation in which an active Eve
attempts maliciously to overhear user k̄ ∈ K.4 It is assumed
that Eve has access to the vectors ϕk’s for all k ∈ K as
the set of pilots is public and standardized. During the pilot
training phase, Eve transmits the pilot vector ϕk̄ to spoof
APs. In this scenario, the received signal by the nth AP can
now be expressed as

rn = √
τpρp

K∑

k=1

gnkϕk + √
τpρρe gneϕk̄ + wn, (3)

where ρρe is the unknown normalized transmit power of Eve

and gne = ß
1
2
nehne is the channel gain between Eve and the

nth AP, which is modeled as in (1). We assume that the
transmit power of Eve ρρe is unknown at the receiver and
therefore modeled by a uniform continuous PDF with mean
of ρp and variance σ 2

e .
As observed in (3), the pilot signal vector launched by

Eve can spoof APs to estimate the channel gains of user k̄ as

4. The CPU is assumed to be free of any attacks by an external nuisance.
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FIGURE 1. Division of interval TL into � time slots TC and allocation of q � � off-mode time slots to a given user k .

a linear combination of its true channel gains, i.e., {gnk̄}Nn=1
and those of Eve {gne}Nn=1. In turn, these biased estimates will
compel the APs to partially beamform the signals intended
for user k̄ toward Eve. This unwanted process enables Eve
to overhear maliciously the message intended for user k̄.
Detection of this pilot spoofing attack, which can be regarded
as an abnormality in the received signals by APs, is a key
step toward providing secure communication in a cell-free
m-MIMO system.

III. PROPOSED AED METHODS
In this section, we propose two methods for detecting a
spoofing attack by an Eve during the uplink training phase
in a cell-free m-MIMO system. Both AED methods use
the LLRT as the detection metric, which is optimal in the
sense of maximizing the detection probability for a given
admissible rate of false alarm [40]. In the first method, the
detection process is carried out by the CPU in a centralized
fashion, while in the second method, a decentralized detec-
tion approach via APs is adopted. In both methods, the final
decision on whether an abnormality occurs or not is made
by the CPU.
The two methods take advantage of the following opera-

tional procedures, or protocol, which we propose to employ
for the transmission of consecutive pilot symbol vectors of
the legitimate users:

• Channel estimation with pilot symbol vectors is per-
formed every TC, simultaneously for all but possibly
one user (see below). Note that within a time slot of
length TC, channel estimation and data transmission in
both uplink and downlink directions are performed.

• During a time interval TL = �TC, each user should
switch q ≥ 1 times to an off-mode of duration TC,
by refraining from transmitting pilot symbols and data.
That is, Kq out of the � non-overlapping time slots of
duration TC available within the interval TL are selected
and assigned to the K users, i.e., q distinct time slots
for each user (see Fig. 1).

• The Kq chosen time slots can be assigned through a
deterministic or random scheme to different users. The
latter scheme can provide a more secure assignment of
time slots at the cost of a more complex scheduling.

• We assume that Eve does not have access to the indices
of the Kq time slots. One possible approach to achieve
this condition is by using a common random num-
ber generator at the legitimate users and the CPU,

and unpredictably sending a new confidential random
seed from the CPU to the users via a secure broad-
cast channel [41], [42]. Other more sophisticated (and
secure) approaches, wherein each user generates non-
overlapping random patterns for the off-time slots and
communicate them to the CPU, are also feasible (see
Remark 1).

Remark 1: To avoid Eve to have access to indices of time
slots, one can partition the interval TL = �TC (see Fig. 1)
into S = min(τp,K) subintervals of equal length (but not
necessarily contiguous) and assign each user, or group of
users sharing the same pilot for the case where K > τp,
a subinterval 1 ≤ s ≤ S. The subinterval indices can be
assigned randomly to the users (in S! possible ways), and
sent to them at the beginning of training phase. Then, each
user chooses randomly a pattern of off-mode time slots out
of

(��/S
q

)
and send indices (of the selected off-mode time

slots) to the CPU via APs during an uplink transmission
phase. In the case K > τp, the random number generators of
users assigned with the same pilots must use a same seed.
Therefore, the total number of possible patterns, which is
a design parameter, is equal to S!

(��/S
q

)
. This number can

be quite large for practical values of system parameters,
which in turn, renders the inference of the correct pattern by
Eve almost impossible in advance of pilot transmission. For
example, this number varies between 3 × 1019 and 6 × 1019

by selecting q = 1 for an operating system with K > τp =
S = 20 and 250 ≤ � ≤ 500.
Remark 2: Since the parameter � is sufficiently large in

practice, i.e., � � q, the per user SE is negligibly affected
by allocating a small fraction of the time slots to each user’s
off-mode. Specifically, for typical values of �, e.g., 250 ≤
� ≤ 1000, and q ≤ 5 the corresponding reduction in SE is
q
�

≤ 2%.
Remark 3: We emphasize that off-mode switching by

legitimate users allows APs to not only improve AED
performance by isolating Eve’s signal (see (4) below),
but also recognize which user is being attacked by Eve.
Moreover, since the occurrence of off-mode time slots is in
principle unbeknown to Eve, the latter cannot imitate an off-
mode switching that is synchronous with that of the target
user.
Remark 4: The existence of a secure channel is also con-

sidered in the physical security problems addressed in the
literature. For example, the ERD as a well-known detector
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for pilot spoofing attack, assumes that there exists a secure
channel to feedback some data from the base station to a
legitimate user during the detection process [37].
Remark 5: One might argue that what would happen if

Eve only launch the attack for only a fraction of time slot
rather than the whole TL time interval. Let us imagine Eve
does not want to send pilots during κ time slots out of �
within a time interval TL. Moreover, let us denote dq as the
distance between the first and the last off-mode time slots
and define dq = 0 for q = 1. Since Eve is not aware of the
pattern of off-mode time slots, we assume that it chooses
randomly a subset of time slots. Hence, the probability of
choosing an interval that involves all q off-mode time slots
is upperbounded as

Pc ≤
{

0, κ < dq,
κ−dq
(�κ)

, κ ≥ dq

Note that the proposed method has a high probability of
detection (even when q = 1) and Eve requires not to send
pilots in all q time intervals to avoid being detected. Now,
we consider a scenario where dq = 0, � = 100, and κ = 30.
Pc has a value of close to zero. This also decreases Eve’s
spectral efficiency by 30%. Note that the achievable EVe’s
SE is already affected due to the interference between the
transmitted pilot by the legitimate user.
The above protocol assumes that K ≤ τp which, as

explained earlier, may limit its application to low- to
moderate-mobility environments. The extension of the pro-
tocol to high-mobility environments, where K > τp will be
discussed in Section III-C.

A. CENTRALIZED AED
Let the successive off-mode time slots of a desired (legiti-
mate) user k ∈ K be indexed by t = {1, 2, . . . , q}. Moreover,
let E denote the condition that Eve is targeting one of the
users, say k̄ ∈ K, in the time slot t. Following the signal
model given in (3), the received signal by the nth AP can
be written as follows:

rn[t] =

⎧
⎪⎪⎨

⎪⎪⎩

√
τpρp

∑K
l=1
l 
=k

gnl[t]ϕl

+ √
τpρρegne[t]ϕk̄ + wn[t], if E√

τpρp
∑K

l=1
l 
=k

gnl[t]ϕl + wn[t], if not E
(4)

The goal is to determine whether Eve, if present, is targeting
desired user k or not at time slot t. To this end, we define
binary hypotheses H1 and H0 as follows:

• H1: Eve is present and targets user k, i.e., k̄ = k.
• H0: Eve is either absent or, if present, does not target
k, i.e., k̄ 
= k.

During each off-mode time slot t, the nth AP finds the pro-
jection of rn[t] on ϕk and sends the resulting scalar projection
ynt = ϕHk rn[t] to the CPU where detection will be carried out
based on all received ynt’s. From a detection perspective, the
scalar projections ynt’s include sufficient information for the
AED; besides, sending ynt’s from APs to the CPU, imposes a

low overhead on the fronthaul links which is a critical issue
for cell-free m-MIMO systems. Depending on whether H1
occurs or H0, two possibilities are considered for the scalar
projection ynt:

ynt =
{√

τpρρegne[t] + vnt, H1
vnt, H0

(5)

where vnt = ϕHk wn[t] ∼ CN (0, 1) is a complex additive
noise term uncorrelated over the AP and time slot indices,
i.e., n and t.
Remark 6: Clearly, the signals rn[t]’s in (4) could be used

instead of their scalar projections ynt’s in (5), to detect
the abnormality through the LLRT metric by using more
information. By doing so, however, the fronthaul overhead
would be unacceptably increased by a factor of τp per detec-
tion cycle where typically τp ≥ K � 1 [3]. Moreover,
finding some closed-form expressions for conditional PDFs
of rn[t] given H1 and H0 is not generally an easy task since
it requires K-fold integration of a τp-variate normal distri-
bution with correlated components. Besides, the proposed
methods derived under the projection model in (5) achieves
notable performance in terms of detection and false-alarm
probabilities (see Section IV).
Remark 7: The detection process for a desired user k ∈ K

is performed independently of other legitimate users k′ ∈
K \ {k}, via processing the received signals collected dur-
ing the q off-mode time slots of user k. Hence, the AED
methods, working under the proposed protocol, can identify
simultaneous attacks launched by multiple Eves on multiple
legitimate users for a maximum duration of TL. This prop-
erty allows us to simplify our analysis to the case where the
system is comprised of one legitimate user (herein identified
as user k) and one Eve.
After receiving all ynt’s, the CPU first assembles them

into a long vector:

y = [y1; y2; . . . ; yN], yn = [yn1, yn2, . . . , ynq]T . (6)

Then, the following LLRT metric will be calculated by the
CPU [40]:

�(y) = ln fy(y|H1)− ln fy(y|H0)
H1
><H0

ln η, (7)

where y is a realization of y, and η ∈ R is the threshold
value. As seen from (5), the conditional PDF fy(y|H0) can
be readily derived since y is a circularly symmetric complex
Gaussian vector under hypothesis H0. Specifically, we have

fy(y|H0) = 1

πqN
exp

{
−‖y‖2

}
. (8)

Under hypothesis H1, y is a mixed complex normal-
lognormal vector with N independent random subvectors
yn each one consisting of q dependent random elements
due to their sharing of a common large-scale fading gain

ß
1
2
ne, as seen from (5). By using this fact, we shall first

derive the conditional PDF fyn(yn|H1, ρe) and then, invoke
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the independence of the yn’s to obtain fy(y|H1, ρe) via the
multiplicative rule, i.e.,

fy(y|H1, ρe) =
N∏

n=1

fyn
(
yn|H1, ρe

)
. (9)

Finally, we can obtain the conditional PDF fy(y|H1) via
integration as [43]

fy
(
y|H1

) =
∫

ρe

fy
(
y|H1, ρe

)
fρρe(ρe)dρe. (10)

For simplicity in our mathematical analyses, we assume that
the average path loss ane associated with Eve’s channel is
deterministic and normalized to unity from now on. In our
study, the parameter ane only represents the average path loss
due to spatial propagation. Hence, for the sake of simplifying
derivations, it makes sense to assume that this parameter is
deterministic. It should be noted that in this section, while we
set ane to 1, we still use the general channel gain model (1)
wherein shadow fading is considered through the lognormal
random variable znk. The generalization to the random case
can be obtained by using the PDF fane(ane) and refining (10) as

fy
(
y|H1

) =
∫

ane

∫

ρe

fy
(
y|H1, ane, ρe

)

× fane(ane)fρe(ρe)danedρe. (11)

Specifically, analytical and simulation results for the random
case based on the refined model in (11) show a very similar
trend to the normalized case (Section IV-C), as reported in
Section IV-D.
Lemma 1 provides a closed-form expression for

fyn(yn|H1, ρe) in terms of a finite summation including
weighted functions of zeros of a Hermite polynomial
[44, p. 890].
Lemma 1: The conditional PDF of the mixed complex

normal-lognormal vector yn = [yn1, yn2, . . . , ynq]T can be
expressed as

fyn
(
yn|H1, ρe

) = 1

πq+ 1
2

×
I∑

i=1

ωi

�q(xi)
exp

{−‖yn‖2

�(xi)

}

+ RI,n(ξ), (12)

for some real number ξ , where

�(x) = 1 + τpρe exp{b σshx}, b =
(√

2 ln 10
)
/10,

RI,n(ξ) = π−qI!
2I(2I)!

∂2I
[
�−q(ξ) exp

{−‖yn‖2/�(ξ)
}]

∂ξ2I
,

ωi =
√
π2I−1I!

(IHI−1(xi))2
,

xi is the ith zero of the Hermite polynomial HI(x) with
degree I, greater than one.5

Proof: See Appendix A.

5. The Hermite polynomial HI(x) is constant for I = 0 and does not
have any zeros. Hence, ωi is not well defined for I = 1.

Remark 8: Note that RI,n(ξ) in (12) is a residual term
that can be neglected under appropriate conditions (see
Remark 9 below). Therefore, the PDF fyn(yn|H1, ρe) can
be approximated by a closed-form expression consisting of
a finite sum of weighted exponential functions. That is,
fyn(yn|H1, ρe) ≈ f̂yn(yn|H1, ρe) where

f̂yn
(
yn|H1, ρe

) = 1

πq+ 1
2

I∑

i=1

ωi

�q(xi)
exp

{−‖yn‖2

�(xi)

}

. (13)

The main reason behind using the above approximation lies
in the fact that a closed-form expression of the conditional
PDF fyn(yn|H1, ρe) will be required for our analyses in
Theorem 1 (below). Using the integral form of the PDF
fyn(yn|H1, ρe) renders these analyses intractable.
Remark 9: Since random vectors yn’s are independent

with respect to index n, the multiplication rule of indepen-
dent PDFs can be applied to obtain the conditional PDF of
y by using f̂yn(yn|H1, ρe). However, it is possible that the
multiplication of approximated PDFs might bring about a
large difference between the approximated and true PDF of
y. To investigate this concern, we conduct a Monte Carlo
simulation for the average relative error between the exact
and approximate conditional PDFs of y in Section IV-B and
observe that the relative error is quite negligible for a prac-
tical range of parameters σsh, ρe, and q when I ≥ 70. Based
on this observation, we can use the expression in (13) and
approximate the conditional PDF of y as

f̂y(y|H1, ρe) =
N∏

n=1

f̂yn
(
yn|H1, ρe

)
. (14)

So far, the left-hand side (LHS) of the LLRT in (7) is
specified, while it is still necessary to determine the threshold
value η. Let Pd and Pf respectively denote the probabilities
of detection and false alarm, defined as

Pd = P(�(y) > ln η |H1), (15)

Pf = P(�(y) > ln η |H0). (16)

In practice, η should be chosen such that a high Pd is
achieved while keeping Pf close to zero. This can be done,
prior to system deployment, by calculating or measuring
both probabilities for different values of η and sketching
the receiver operation characteristic (ROC) in the PfPd-
plane [40], [45]. In the next section, several ROC curves
corresponding to different values of N are provided where
it can be observed that Pd and Pf go to one and zero,
respectively as the number of APs, i.e., N increases with-
out bound. This result can also be shown by an asymptotic
analysis summarized as Theorem 1 where ρe is assumed to
be deterministic.
Theorem 1: Let Pd|ρρe and Pf|ρρe be the detection and false-

alarm probabilities, respectively, conditioned on ρρe = ρe.
Write the threshold value in (7) as η = η−N

0 for some η0 > 0.
If

LH1 < ln η0 < UH0, (17)
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where

LH1 = ln

(√
π

ϒq

)

− q
(

1 + τpρe exp
{
b2σ 2

sh/4
})

(

1 − ϒq+1

ϒq

)

,

UH0 = ln

(√
π

�q I

)

− q(1 − ψ),

ϒq =
I≥2∑

i=1

ωi

�q(xi)
, �q = max

i

ωi

�q(xi)
, ψ = min

i

1

�(xi)
,

then

lim
N−→∞Pd|ρρe = 1, lim

N−→∞Pf|ρρe = 0.

Proof: See Appendix B
Remark 10: It should be noted that assumption (17)

requires UH0 − LH1 > 0 to be fulfilled for different val-
ues of ρe, q, and σsh. In Section IV-B it is shown that this
condition is readily satisfied for different values of q and
σsh, except when ρe is too small.
Remark 11: The analytical expression for �(y) in (7) is

intractable when ρρe is random, which renders difficult a
similar proof for the general case. Although the results of
Theorem 1 hold true under the assumption that ρe is deter-
ministic, simulations conducted in Section IV-C indicate that
they still hold when ρρe is random. Moreover, it can be under-
stood from Theorem 1 that in order to approach an ideal
performance for AED, i.e., having a high Pd|ρρe and a low
Pf|ρρe , the absolute value of ln η should increase with the
number of APs, i.e., N. This result is also confirmed in
Section IV-C.

B. DECENTRALIZED AED
Although the centralized method can approach the ideal point
(0, 1) in the PfPd-plane by increasing the number of APs, it
may suffer from two issues in practice. Firstly, the fronthaul
overhead is high as the number of APs is large in a cell-free
m-MIMO system. Specifically, the fronthaul overhead of the
centralized method during the time interval TL, which is on
the order of O(qNKBL) where BL is the number of bits used
for the representation of signal values communicated to the
CPU, grows linearly with N as each AP must send sev-
eral bits to the CPU. Secondly, due to the unknown power
of Eve, choosing an appropriate value of BL to minimize
the fronthaul overhead without degrading AED performance
remains challenging. To alleviate these difficulties, we pro-
pose a decentralized method which can be performed in three
steps:

• The nth AP uses the signal vector yn to detect the
abnormality via the LLRT. To this end, each AP uses
the given PDF in (13).

• If the AP detects an abnormality, it informs the CPU
about the presence of a possible pilot spoofing attack.

This can be simply done by sending a one-bit message
through the fronthaul links.6

• The CPU first collects all one-bit signals sent by the APs
which have detected a possible abnormality. Then, the
CPU decides whether a pilot spoofing attack occurred
or not based on a majority-decision principle.

• Different strategies can be adopted by the CPU to make
the final decision on the presence of a spoofing attack.
Generally, the one-bit messages received from the dif-
ferent APs can be weighted (by a factor reflecting to
the quality of this information), summed and compared
to a global threshold. While this practice may improve
the final detection performance, it would require the
APs to send additional information to the CPU (e.g.,
strength of signals ynt, noise power level) which, in turn
increases the fronthaul overhead. In this work, we use
a special case of this general approach, i.e., majority
voting, to make the final decision at the CPU.

Let pd and pf be the detection and false-alarm probabilities
of an AP, respectively, for a given threshold. The fronthaul
overhead complexity imposed by the decentralized method
is on the order of O(NKpd) when an attack is launched by
an Eve while it is on the order of O(NKpf) when there is no
attack. Comparing with the centralized method, the fronthaul
overhead decreases by a factor of qBL/pf when no attack
occurred and qBL/pd when an attack is launched.
Next, we conduct an asymptotic analysis, similar to the

centralized AED, to see the impact of N over the detection
and false-alarm probabilities. To this end, we need to re-
define Pd and Pf for the decentralized AED since the final
decision is made by the CPU based on the received bits
(not the signals yn) from the APs. Specifically, we define
Pd and Pf as the probabilities of observing at least N2 one-bit
messages at the CPU7 when H1 and H0 are true, respectively.
The following theorem reveals that the ideal point (0, 1) in
the PfPd-plane is achievable as the number of APs goes to
infinity.
Theorem 2: If pd >

1
2 and pf <

1
2 , then, we have

lim
N−→∞Pd = 1, lim

N−→∞Pf = 0.

Proof: See Appendix C
Remark 12: The conditions pd >

1
2 and pf <

1
2 in the

theorem should be fulfilled to approach the ideal point (0, 1)
in the PfPd-plane as N increases. The feasibility of these
conditions is examined in Section IV-B where it is shown
that there exist points of the ROC curves which lie in the
square region defined by pd >

1
2 and pf <

1
2 in the pfpd-plane.

6. In this work, the overhead is evaluated in terms of required information
bits. In practice, such bits must be embedded as payload in larger messages
along with header and framing bits, so that in fact, each information bit
requires the transmission of γ > 1 bits. The exact value of γ depends on
higher layer protocols, which falls outside the scope of this work. Without
loss of generality in our comparison, we herein set γ = 1.

7. In order to avoid confusion in decision when the number of APs
is even, an AP can be turned off during the detection cycle or the CPU
discards a received bit by an AP.
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C. EXTENSION TO HIGH-MOBILITY ENVIRONMENTS
(K > τP)
In this subsection, we discuss how the proposed protocol
can be extended to a high-mobility environment through a
rearrangement of available pilots if needed.

Let us assume that the number of users exceeds the number
of available orthogonal pilots, i.e., K > τp, so that pilot
reuse is necessary. Let Kmax denote the maximum number
of users sharing a common pilot sequence, referred to as a
group in the following discussion. Under these conditions,
our detection protocol is still applicable since users belonging
to the same group can switch simultaneously to an off-mode
during the same time slot. Note that the system model used
under the constraint K ≤ τp will not be invalidated. The
only task that might be required is the identification of the
specific user within a group being targeted by the attack. If
this is necessary, the following identification strategy can be
incorporated into the proposed protocol.
Once the system recognizes that a group of user associated

to a common pilot is being attacked by a malicious Eve, the
system first removes the pilot of the attacked group from
its pilot set and then, renews its pilot assignment such that
users of the group do not share the same pilot. After the
rearrangement, the system will be able to identify which
user is under attack once Eve has changed its pilot to the
new one. The rearrangement process can be performed in
two ways: the system reshuffles all pilot signals to find
a subset of orthogonal pilots for the group; or a subset of
orthogonal pilots with cardinality Kmax is set aside in advance
and used for the pilot rearrangement. The value of Kmax is
dependent upon the number of users K and pilot length τp.
For example, if the system operates under high mobility
(e.g., v = 108km/h and τc = 750) and needs to support 100
users with Kmax = 4, we require a total of 25 + 4 = 29
pilots to accommodate the rearrangement, which represents
3.87% of τc.

In the problem of active eavesdropping, the ultimate goal
is to maximize the achievable rate of the attacked user while
limiting that of Eve to a low predefined threshold (without
affecting other legitimate users). This goal can be achieved
at the CPU where the power allocation task is performed
by solving a constraint optimization problem [3]. Note that
the optimization problem should be formulated to maximize
the sum rate or the minimum achievable rate of users in the
group under attack. Therefore, if knowledge of the specific
user under attack is not needed, the identification stage can
be excluded from the protocol to reduce the countermeasure
delay.
Based on the above discussion, our analysis of the proba-

bility of detection Pd and false alarm Pf for an Eve remains
valid even if K > τp. Under the latter condition, while some
users will be forced to share a common pilot sequence, they
will simultaneously switch to the off-mode, so that only Eve
is active during the detection phase. Hence, Pd and Pf will
not be affected.

Next, we examine the performance of the identification
strategy when it is applied to the proposed methods. To
this end, we consider a situation in which a particular
user, belonging to a group of users sharing the same pilot
sequence, is being targeted by Eve. Let A denote the event
that the group is correctly detected during a first off-mode
time slot, and let P(A) denote the corresponding probability.
Following the detection, the pilots will be reassigned so that
in the next off-mode time slot for that particular user, there
is no longer ambiguity as to which user is being attacked.
Let Pid denote the probability of correctly identifying the
user during this second off-mode time slot, which can be
expressed as

Pid = Pid|AP(A)+ Pid|ĀP
(Ā), (18)

for the decentralized method. Clearly, the probability P(A)
is equal to Pd (see (15)) and so is Pid|A. The reason for the
latter is that the identification process becomes the same as
the detection process after the pilot rearrangement. Hence,
from Theorem 2 we have

lim
N→∞Pid = lim

N→∞P2
d = 1, (19)

For the centralized method, it can similarly be argued that
lim

N−→∞Pid|ρρe = 1 by using the result of Theorem 1.

IV. SIMULATION RESULTS AND DISCUSSION
In this Section, we first describe the methodology employed
in our simulations. Then, we examine the validity of con-
ditions and approximations made in Section III. Finally, we
present our simulation results which are obtained under the
scenarios of normalized and random path loss.

A. METHODOLOGY
For our simulations with normalized path loss, we consider
the system model given in (3) with composite channel gains
as in (1), where the average path loss ane is set to a deter-
ministic value such that E{ßne} = 1. Since the variances
of the small-scale fading gains and additive noise terms are
set to 1, the parameter ρe in effect represents the average
signal-to-noise ratio (SNR) when the effect of τp is absorbed
into ρe (see (3)-(5)). We consider this case in Figs. 7–11 to
accentuate the effects of the number of APs N and off-mode
time slots q on the system performance. In our experiments
for this case, the unknown ρe is uniformly distributed in the
interval [1.4, 4.9] which yields a mean of 3.15 (or 5dB)
and unit variance. This assumption is only applied to a
subset of the figures, where the aim is to investigate the
effect of some key parameters such as number of APs.
The performance of system is also investigated over the
much wider SNR interval ρe ∈ [−15, 5]dB in Figs. 9–10
and 12–13.
In Theorem 1 and Remark 11, the threshold η for the

centralized method is set as η−N
0 with η0 ∈ [0.01, 500]

(or approximately equivalently ln(η0) ∈ [−4.61, 6.21]). For

VOLUME 4, 2023 161



HOSSEINI et al.: NEW LLRT-BASED METHODS FOR AED IN CELL-FREE m-MIMO

the decentralized AED method, the threshold is chosen as
η = η−1

0 . The chosen range for η0 is sufficiently large
to represent the performance of the proposed methods via
ROC curves, which constitute a complete description for the
performance of an LLRT-based detection approach. To obtain
the ROC curves, we use the following standard procedure
(see, e.g., [40], [46], [47]): For each point on the curve,
which corresponds to a particular value of the detection
threshold, we run several independent simulation runs for the
given parameter setting (SNR, number of APs, etc.), imple-
ment the LRT detectors, and average the detection results
to estimate the probability of detection Pd and probabil-
ity of false alarm Pf for that point. The integrals in (10)
is numerically computed by MATLAB’s built-in function
trapz, since their derivation in closed-form is an intractable
task.
It should be noted that in our simulation runs we do not

directly fix geometrical or transmission parameters of Eve,
but only assume some general knowledge about the statis-
tics of these parameters, e.g., SNR and shadowing variance.
In practice, these statistics can be obtained using stan-
dard, well-understood estimation methods whose description
falls outside the scope of this work. In fact, our simula-
tion methodology is to some extent more general than that
employed in other works (e.g., [20] and [37]), where the
large-scale fading is normalized to 1. Besides, the proposed
detector does not need to know the location of Eve since
the detector is designed based on the statistical knowl-
edge of channel parameters. Moreover, we evaluate the
performance of the proposed detector for both hypotheses,
i.e., the presence and absence of Eve. In each simulation
run of Section IV-D, we change the positions of Eve and
APs randomly and generate the channel gains between Eve
and each one of the APs. Which APs are the closest and
farthest to Eve is in fact irrelevant from the perspective
of our simulations, wherein the collection of data received
by all APs is used to perform the detection, using either
centralized or decentralized AED. It should be noted that
in practice, large-scale fading parameters (e.g., path loss
exponent or shadowing variance) are intrinsic properties of
the radio environment which do not change with distance
(in a given geographical area) [39]. That is, the distances
affect the gains computed from these parameters, but not the
parameters themselves.

B. VALIDITY OF KEY ASSUMPTIONS AND
APPROXIMATIONS
In this subsection, we investigate the validity of the approx-
imations in (14), as well as the conditions invoked in
Theorems 1 and 2.

First, we start by conducting Monte Carlo simulations to
corroborate the accuracy of the approximated conditional
probabilities in (14) for different parameter values. To this
end, the following average relative error is used as accuracy
metric:

FIGURE 2. Average relative error between the approximated and true conditional
PDFs of y versus N for different values of q (ρp = 5dB, τp = 16).

FIGURE 3. UH0 − LH1 versus ρe (in dB) (I = 70).

1

J

J∑

j=1

∣
∣
∣
∣
fy
(
y(j)|H1, ρe

) − f̂y
(
y(j)|H1, ρe

)

fy
(
y(j)|H1, ρe

)

∣
∣
∣
∣. (20)

For the computation of fy(y|H1, ρe), we employ the integra-
tion form of the PDF of yn, i.e.,

fyn
(
yn|H1, ρρe

) = 1

πq+ 1
2

×
∫ ∞

−∞
1

�q(ξ)
exp

{−‖yn‖2

�(ξ)
− ξ2

}

dξ, (21)

and f̂y(y|H1, ρe) is obtained by means of (13)-(14), and
superscript j refers to a realization. Fig. 2 displays the aver-
age relative error versus N for different values of q, the
number of off-mode time slots, and σsh, the shadowing stan-
dard deviation. As seen from Fig. 2, the average relative
error is negligible for a wide range of parameter values and
increases with the shadowing standard deviation. Note that
the curves, plotted for σsh = 4dB, are fitted by polynomial
functions to smooth fluctuations for a finer representation.
Second, we examine the validity of the condition UH0 −

LH1 > 0 in Theorem 1 for different values of q and σsh. Fig. 3
depicts the value of UH0 −LH1 versus ρe for different choices
of these parameters. As seen from the figure, the condition
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FIGURE 4. Pd versus N for different values of η0 (Centralized AED, Pf ≈ 0, q = 1,
ρp = 5dB, σsh = 8dB, τp = 8).

can be readily satisfied except for values of ρe < 4dB when
τp = 4. Next, we validate the selection of η = η−N

0 as a
threshold value for the centralized method, which according
to Theorem 1 allows to approach the ideal point (0, 1) in the
PfPd-plane. To this end, we present a plot of Pd versus N
in Fig. 4 by choosing different values for η0, which satisfy
the bound given in Theorem 1 (we note that Pf ≈ 0 for
the plotted curve). It is evident from the figure that for a
larger value of η0, Pd approaches faster to the ideal point
1 as N increases. Specifically for η0 > 0.02, the proposed
centralized method achieves the ideal point for N on the
order of 102.
Third, we examine the condition pd > 1/2 and pf < 1/2

given in Theorem 2. To this end, Fig. 5 depicts this region in
pfpd-plane (the shaded area) as well as ROC curves associated
with an AP for different values of q and σsh. As seen from
this figure, there exist points of the ROC curves which lie
in the cross-hatched square. These observations along with
results of Theorem 2 indicate for the decentralized method
that the ideal point (0, 1) in the PfPd-plane can be achieved
as N goes to infinity. In Fig. 6, we show a 3D plot of Pf and
Pd versus N for different values of η0, selected such that
pd > 0.5 and pf < 0.5. It can be seen that the projections of
all curves onto the PfPd-plane converge to the ideal point
(1, 0) as N increases, which is consistent with the result
of Theorem 2. We note however that the convergence rate
of the curves depends on the value of η0. In particular, for
η0 < 1.4 or η0 > 2.2, the value of either pd or pf is about
0.5 which explains the slower convergence.

C. SIMULATION RESULTS FOR NORMALIZED PATH
LOSS
In this subsection, we compare the performance of the
centralized and decentralized AED methods for a cell-free
m-MIMO system. To this end, we consider the system model
in (5) with normalized path loss for Eve, i.e., ane = 1. Fig. 7
displays the ROC curves of the centralized and decentralized
methods for different number of APs N8 when the number

8. The number of APs varies typically between 60 to 100 in cell-free
m-MIMO systems [1].

FIGURE 5. ROC curves of an AP for different values of q and σsh. The region
associated with Theorem 2 is shown as the shaded area. (τp = 8).

FIGURE 6. Pd versus N and Pf for different values of η0 (Decentralized AED, q = 1,
ρp = 5dB, σsh = 8dB, τp = 8).

FIGURE 7. ROC curves of AED methods for different number of APs (q = 1,
ρp = 5dB, σsh = 8dB, and the effect of τp is absorbed).

of off-mode time slot per user is minimum, i.e., q = 1.
As seen from Fig. 7, the probability of detection Pd, for a
given Pf, approaches to 1 as the number of APs increases,
for both methods. This result is consistent with the theoreti-
cal analysis in Section III. Moreover, the centralized method
outperforms the decentralized one for given Pf and N. For
instance, when Pf = 0.02 and N = 39, the corresponding
values of Pd are 0.99 and 0.75, respectively. This is explained
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FIGURE 8. ROC curves of the decentralized method for different number of
off-mode time slot q (ρp = 5dB, σsh = 8dB, and the effect of τp is absorbed).

FIGURE 9. Pd versus ρe for different values of q. (N = 99, ρp = 5dB, Pf ≤ 0.001, and
the effect of τp is absorbed).

by the fact that in the centralized method, the CPU uses N
signal samples to detect the abnormality while each AP in
the decentralized method uses only q = 1 sample.
In order to improve the performance of the decentral-

ized method, one can use more samples, i.e., select q > 1
to enhance the detection performance at each AP. Fig. 8
depicts the ROC curves of the decentralized method for dif-
ferent values of q. As observed, the performance improves
significantly by increasing the value of q from 1 to 5. For
example, Pd varies from 0.73 to 0.99 for given Pf = 0.02,
N = 39, as q is increased from 1 to 5.

Next, we compare the performance of the proposed AED
methods when Eve changes its transmission power ρe while
APs use the previous uniform distribution, with mean 5dB
and unit variance, to model the unknown ρρe. Fig. 9 depicts
Pd versus ρe for different values of off-mode time slots q
when the number of APs N is fixed to 99. The parameter
η0 is selected by solving

max
η0

Pd(η0),

s.t. Pf(η0) ≤ 10−3, (22)

FIGURE 10. Pd versus ρe when Eve transmits over half of time slots within TL.
(N = 69, q = 2, ρp = 5dB, Pf ≤ 0.001, τp = 32).

FIGURE 11. False alarm probability Pf versus the number of APs N for the TP
approach and the proposed centralized method (the effect of τp is absorbed).

where η0 ∈ [0.01, 500] and ρe = −15. For the decentralized
method, the threshold η is the same at all APs. As seen
from Fig. 9, the performance of both methods improves as
q increases and that a value of Pd exceeding 0.9 can be
achieved at ρe = −6dB for the centralized method and
ρe = 0dB for the decentralized one.

Here, we conduct a simulation in which Eve is assumed
not to send a pilot during a fraction of time interval TL.
Specifically, Eve does not send the pilot within half of off-
mode time slots. The results are displayed here in Fig. 10. As
seen from the figure, the detection performance is affected
over low values of SNR since the system sees noise during
half of the time slots. However, the performance does not
change and is still excellent over high SNR values.
Now, we compare the performance of the proposed meth-

ods with the TP scheme [3]. Fig. 11 illustrates the false
alarm probability Pf versus N when the detection probabil-
ity is Pd ≥ 0.98 for both methods. It is seen that for the
proposed centralized method, Pf decays rapidly towards 0 as
N increases while it remains constant for the TP approach.
In its decentralized form, the proposed method also signif-
icantly outperforms the TP approach. Interestingly, the TP
approach has a better performance when it is implemented
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FIGURE 12. Pd versus ρe for different methods implemented in the centralized
fashion (N = 99, ρp = 5dB).

FIGURE 13. Pd versus ρe for different methods implemented in the decentralized
fashion (N = 99, ρp = 5dB).

in a decentralized way. This result is not surprising since
the false alarm probability of the TP approach for a single-
antenna AP is less than 0.5 (i.e., pf ≈ 0.45). Therefore, Pf
for the decentralized implementation of TP decreases as the
number of APs increases (see Theorem 2).9

Now, we compare the detection performance of the
proposed centralized method and that of a slightly modified
version of the MDL-based approach used in [15] and the
ERD approach [37]. Specifically, while the original MDL-
based approach is developed for a multigroup multicasting
cell-free m-MIMO system, here it is modified such that
there exists only one user in each group; from now on,
this modified version is referred to as MDL. As mentioned
in Section I, the MDL approach requires all users in the set
K \ {k} to remain silent during the detection process of user
k. Moreover, a fraction of the available power, denoted here
by �, is allocated for the transmission of a random sequence
linearly combined with the user pilot sequence. For the ERD

9. The result of Theorem 2 is generic for detectors implemented in a
decentralized manner.

approach, we consider the same protocol as the MDL, i.e.,
all users keep silent except for the active one. Furthermore,
the CPU calculates an average energy based on the received
signals by all APs and send it to the APs via fronthaul links.
The APs modulate the received quantity as a signal of length
τp and transmits the resultant signal to the active user, who
decides whether there exists an attack or not.
Fig. 12 displays Pd versus ρe for the proposed centralized

method and the ERD and MDL approaches. The detector’s
threshold of the proposed method and the ERD approach
is chosen to achieve Pf = 0.001 (see (22) and [37] for the
proposed method and ERD, respectively), while Pf is nearly
zero for the MDL approach.10 As seen from Fig. 12, the
performance of all methods is enhanced by increasing the
pilot length τp. It can be seen that the centralized method sig-
nificantly outperforms the MDL and ERD approaches even
when q is equal to the minimum value of one.
The total number of bits communicated per detection cycle

via fronthaul links for the LLRT method is on the order of
O(qNKBL), while for both the MDL and ERD approaches
this number is O(τpNKBL). Hence, the MDL and ERD
approaches impose a higher overhead on the fronthaul links
than the proposed centralized method since τp is usually
greater than q by an order of magnitude. Regarding the SE
degradation, the proposed protocol of the LLRT method and
that of the MDL approach impose reduction factors q/� and
(K− 1)/�, respectively. Since the number of users in a cell-
free m-MIMO system is typically much larger than q, the
proposed centralized method degrades the SE to a lesser
extent than the MDL approach.
Now, we compare the performance of the proposed decen-

tralized method with that of ERD in Fig. 13. Note that the
MDL cannot be implemented in a decentralized manner for a
single-antenna system, which is the case in this paper. Also,
the detector’s threshold for both methods is set to achieve
Pf ≤ 0.001. As seen from Fig. 13, the performance of the
proposed decentralized method is distinctly superior to that
of ERD.
Finally, we investigate the effect of time-varying channel

on Pd and Pf for the centralized method. To this end, we first
consider this effect as loss of orthogonality among users’
pilots and model it as an additive Gaussian noise whose
variance is proportional to Doppler frequency and coherence
time, i.e.,

γ fc(ν/ν0)TC, (23)

where γ is a constant, fc is the carrier frequency, ν is the
velocity, ν0 is the velocity of light. Then, we plot Pd and Pf
versus velocity in Fig. 14, where the detector threshold is
optimized when ν = 100km/h. As seen from the figure, both
Pd and Pf are not affected up to ν = 150km/h. However, Pf
starts increasing as the velocity goes beyond 150km/h.

10. The MDL approach does not require a detector’s threshold and both
Pd and Pf almost simultaneously improve or worsen as parameters N, τp,
and � change. Hence, Pf can hardly be adjusted to a specific value.
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FIGURE 14. Pd and Pf versus ν for the centralized method (τp = K = 24,
fc = 1.9GHz, TC = 1ms, N = 99, q = 1, γ = 1, ρe = −5dB, ρp = 5dB).

FIGURE 15. ROC curves of AED methods for different number of APs and random
path loss: (a) centralized, (b) decentralized (q = 1, σsh = 8dB, and τp = 16).

D. SIMULATION RESULTS FOR RANDOM PATH LOSS
Now, we consider the case where path loss is random where
we use the path loss model in [48, p. 511] with locations
of Eve and APs uniformly distributed over the square area
[ − 0.5, 0.5] × [ − 0.5, 0.5] km2, which is a typical range for
operation in cell-free m-MIMO systems. For this particular
configuration, the PDF of d2

ne can be modeled as follows:

fd2
ne
(z) = g(z,min(1, z))− g(z,max(0, z− 1)), (24)

where

g(z, u) = 2 sin−1
(√

u

z

)

− 2
√
u+ 2

√
z− u+ u, (25)

for 0 < z ≤ 2. Besides, the transmission power of Eve
(in mW) is uniformly distributed in the interval [100, 200].
In order to calculate the noise power, the system band-
width, noise temperature, and noise figure are set to 20MHz,
290Kelvin, and 9dB, respectively.

In this subsection, we investigate the effect of random path
loss on the performance of the proposed approaches. To this
end, Fig. 15 depicts ROC curves of centralized and decen-
tralized AED methods for different values of N. Generally,
a similar trend as in the case of the normalized path loss is
observed for both approaches, i.e.: the probability of achiev-
ing the desired point (0, 1) in the PfPd-plane increases as

FIGURE 16. ROC curves of the decentralized method for different number of
off-mode time slot q (σsh = 8dB, and τp = 16).

FIGURE 17. Pd versus ρe for different methods implemented in the centralized and
decentralized fashions (N = 99).

N grows, and the performance of the centralized method is
superior to that of the decentralized one.
For the decentralized method, the desired point (0, 1) in

the PfPd-plane can also be approachable by increasing the
number of off-mode time slots q. Fig. 16 displays the ROC
curves of the decentralized method for different values of q
and, when N is equal to 53 and 99. As seen from this figure,
for a small and fixed value of Pf, Pd increases monotonically
with q. For instance, for Pf = 0.02 and N = 99, Pd increases
from 0.62 to 0.94 when q increases from 1 to 5.

Finally, we compare the performance of the proposed
methods with that of the MDL and ERD in Fig. 17.
Here, a methodology similar to the normalized case (see
previous subsection) is considered. As seen from Fig. 17,
the proposed methods outperform significantly the MDL and
ERD approaches.

E. COMMENTS ON THRESHOLD SELECTION IN
PRACTICE
A practical matter is with the choice of the proper threshold η
in (7) under practical operating conditions. In this regard, our
presented simulation studies are quite useful as they provide
guidelines about the behavior of the detector for different
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parameter settings (i.e., SNR, number of APs, pilot length,
and number of off-mode time slots) and radio propagation
conditions (i.e., small-scale and small-scale fading). From the
simulations, we obtain ROC curves which provide a useful
range for the operating points of the detector in practice.
Also, it should be mentioned that any such simulation

study relies on nominal parameter values and channel mod-
els that are likely to differ (to some extent) from the true
conditions of operation. This is why in practice, follow-
ing implementation, any properly engineered detector system
needs to be calibrated under real operating conditions. This
does not affect in any way the signal processing operations
of the detector, but simply how to adjust the threshold under
practical conditions of operation. This type of calibration
is employed in nearly all applications of statistical detec-
tion, from ship or whale detection in sonar systems [46], to
aircraft detection in modern radars [47].

V. CONCLUSION
In this work, the problem of AED in a cell-free mas-
sive m-MIMO system was considered. Two methods based
on LLRT, one in a centralized and the other in a decen-
tralized fashion, were proposed to detect the abnormality.
A closed-form approximate expression for the joint PDF
of the processed received signals conditioned on the true
hypothesis, which is essential for the implementation of
LLRT-based detection methods, was also obtained. Through
an asymptotic analysis, it was shown for the proposed meth-
ods that the detection and false-alarm probabilities approach
to one and zero, respectively as the number of APs goes
to infinity. Numerical results revealed that both methods
significantly outperform a recent approach in terms of false-
alarm rate with negligible degradation in the per user spectral
efficiency.

APPENDIX A
PROOF OF LEMMA 1
We first define yn = [yn1, yn2, . . . , ynq]T as a mixed com-
plex normal-lognormal vector with q statistically dependent
random variables. However, when conditioned on a given

value of the large scale fading, i.e., ß
1
2
ne = α, these ran-

dom variables become independent. By using this fact, the
conditional PDF fyn(yn|H1, ρe) can be obtained as follows
[43, p. 103]:

fyn
(
yn|H1, ρe

) =
∫ ∞

0
f
ß

1
2
ne

(α|H1)fyn

(

yn|ß
1
2
ne = α,H1, ρe

)

dα

=
∫ ∞

0
f
ß

1
2
ne

(α|H1)

q∏

j=1

fynj

(

ynj|ß
1
2
ne = α,H1, ρe

)

dα,

(26)

where

f
ß

1
2
ne

(α|H1) = 2√
πbσsh

1

α
exp

{
−4 ln2(α)

b2σ 2
sh

}

, α ≥ 0

and

fynj

(

ynj|ß
1
2
ne = α,H1, ρe

)

= 1

π
(
1 + τpρeα2

)

× exp

{

− |ynj|2
1 + τpρeα2

}

.

Replacing the PDFs in (26) with their explicit expressions
and making the change of variable ξ = 2

bσsh
ln(α), we

arrive at

fyn
(
yn|H1, ρe

) = 1

πq+ 1
2

×
∫ ∞

−∞
1

(
1 + τpρe exp{bσshξ}

)q

× exp

{ −‖yn‖2

1 + τpρe exp{bσshξ} − ξ2
}

dξ.

(27)

The above integral can be expressed in terms of a finite sum-
mation by applying the Gauss-Hermite quadrature method
[43, p. 890]:

fyn
(
yn|H1, ρe

) = 1

πq+ 1
2

×
I∑

i=1

wi
�q(xi)

exp

{−‖yn‖2

�(xi)

}

+ RI,n(ξ),

(28)

where wi’s are weight factors expressible as in the lemma
statement. This completes the proof of lemma.

APPENDIX B
PROOF OF THEOREM 1
For a fixed value of ρe, we first define the LLR

�(y|ρe) = ln fy(y|H1, ρe)− ln fy(y|H0). (29)

Then, we define the events

EH1,ρρe = {�(y|ρe) > ln η |H1},
EH0,ρρe = {�(y|ρe) > ln η |H0}. (30)

Then, for a fixed value of ρe, the detection and false-alarm
probabilities can be written as

Pd|ρρe = P
(EH1,ρρe

)
, Pf|ρρe = P

(EH0,ρρe

)
.

To prove the theorem, we shall first derive a lower bound
and an upper bound on the conditional probabilities Pd|ρρe
and Pf|ρρe , respectively; we will then take limit on the derived
bounds as N → ∞ under the assumption LH1 < ln η0 < UH0 .

Upon substitution of the explicit expressions
of fy(y|H1, ρe) (see (13)-(14)) and fy(y|H0) =
π−qN exp{−∑N

n=1 ‖yn‖2} into the LHS of (29), we
can express the random LLR
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�(y|ρe) =
N∑

n=1

ln

(
I∑

i=1

wi
�q(xi)

exp

{ −1

�(xi)
‖yn‖2

})

+
N∑

n=1

‖yn‖2 + N ln

(
1√
π

)

. (31)

To derive lower and upper bounds on �(y|ρe), we use
the following inequalities, where ai,bi, and c are arbitrary
positive real numbers:

ln

(
I∑

i=1

ai

)

− c

∑I
i=1 aibi∑I
i=1 ai

≤ ln

(
I∑

i=1

ai exp(−cbi)
)

(32)

≤ ln

(

I max
i

[
ai exp(−cbi)

]
)

≤ ln

([

I max
i

ai

][

exp

(

−c min
i

bi

)])

= ln

(

I max
i

ai

)

− c min
i

bi, ai, bi, c > 0

(33)

where (32) is due to Jensen’s inequality11 [49, p. 197].
Applying the inequalities in (32) and (33) to the right-hand
side (RHS) of (31), we obtain the bounds on the LLR as
follows:

� L(y|ρe) ≤ �(y|ρe) ≤ � U(y|ρe), (34)

where

� L(y|ρe) =
(

1 − ϒq+1

ϒq

)

YN + N ln

(
ϒq√
π

)

, (35)

� U(y|ρe) = (1 − ψ)YN + N ln

(
�q I√
π

)

, (36)

ϒq =
I∑

i=1

ωi

�q(xi)
, �q = max

i

ωi

�q(xi)
, ψ = min

i

1

�(xi)
,

YN =
N∑

n=1

‖yn‖2 = ‖y‖2. (37)

Now, we define the following events:

E L
H1,ρρe

= {� L(y|ρe) > ln η |H1},
E U
H0,ρρe

= {� U(y|ρe) > ln η |H0}. (38)

From (34), (30) and (38), we conclude that

EH1,ρρe ⊇ E L
H1,ρρe

, EH0,ρρe ⊆ E U
H0,ρρe

.

Then we have

Pd|ρρe ≡ P
(EH1,ρρe

) ≥ P
(E L

H1,ρρe

)
,

Pf|ρρe ≡ P
(EH0,ρρe

) ≤ P
(E U

H0,ρρe

)
. (39)

11. Let � be a real concave function with domain D. For given xi ∈
D ⊆ R and ai > 0 where i = 1, 2, . . . n, we have: �(

∑
i aixi∑
i ai

) ≥
∑
i ai�(xi)∑

i ai
.

Using the expressions for � L(y|ρe) in (35), � U(y|ρe)
in (36), and η = η−N

0 , we rewrite the two inequalities in (39)
as follows:

Pd|ρρe ≥ P

(

YN >
Nϒq

ϒq − ϒq+1

ln

( √
π

ϒqη0

)∣
∣
∣
∣H1

)

= 1 − P

(

YN ≤ Nϒq

ϒq − ϒq+1

ln

( √
π

ϒqη0

)∣
∣
∣
∣H1

)

, (40)

Pf|ρρe ≤ P

(

YN >
N

1 − ψ
ln

( √
π

�q Iη0

)∣
∣
∣
∣H0

)

, (41)

where in deriving (40), we used the fact that ϒq+1 < ϒq

which follows from �(xi) > 1 and ωi > 0, and in deriv-
ing (41), we used the fact that ψ < 1. For later use, we
denote

μH1
= E

(
‖yn‖2 |H1

)
, μH0

= E

(
‖yn‖2 |H0

)
,

σ 2
H1

= V

(
‖yn‖2 |H1

)
, σ 2

H0
= V

(
‖yn‖2 |H0

)
.

It can be verified by using (6) and (5) that

μH1
= q

(
1 + τpρρe exp{b2σ 2

sh/4}
)
, μH0

= q. (42)

From (37) and the fact that yn’s are independent, we obtain

E(YN |H1) = NμH1
, E(YN |H0) = NμH0

,

V(YN |H1) = Nσ 2
H1
, V(YN |H0) = Nσ 2

H0
.

Then, after shifting YN by its corresponding means, we
can recast (40) and (41) as

Pd|ρρe ≥ 1 − P

(

YN − NμH1 ≤ N

[
ϒq

ϒq − ϒq+1

ln

( √
π

ϒqη0

)

− μH1

] ∣
∣
∣H1

)

,

(43)

Pf|ρρe ≤ P

(

YN − NμH0 > N

[
1

1 − ψ
ln

( √
π

�q Iη0

)

− μH0

] ∣
∣
∣H0

)

. (44)

For any η0 satisfying LH1 < ln η0 < UH0 (see Theorem 1
for the two bounds here), it can be verified that the RHS
of the inequality inside the probability in (43) is negative
and the RHS of the inequality inside the probability in (44)
is positive. By applying the Chebyshev’s inequality to (43)
and (44), we obtain the proper lower and upper bounds as
follows:

Pd|ρρe ≥ 1 − σ 2
H1

N
[

ϒq
ϒq−ϒ

q+1
ln
( √

π

ϒqη0

)
− μH1

]2
, (45)

Pf|ρρe ≤ σ 2
H0

N
[

1
1−ψ ln

( √
π

�q Iη0

)
− μH0

]2
. (46)

Obviously, the RHSs of (45) and (46) go to one and zero,
respectively, as N approaches to infinity. Hence, it follows
that

lim
N−→∞Pd|ρρe = 1, lim

N−→∞Pf|ρρe = 0.
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APPENDIX C
PROOF OF THEOREM 2
Let S be the sum of the bits received by the CPU. From the
definitions of detection and false-alarm probabilities for the
decentralized AED method, we have

Pd = 1 − P

{

S <
N

2

∣
∣
∣H1

}

, (47)

Pf = P

{

S ≥ N

2

∣
∣
∣H0

}

. (48)

Note that E{S |H1} = Npd and E{S |H0} = Npf.
In order to find a lower and an upper bound for (47)

and (48), respectively, we apply Hoeffding’s inequalities12

[50, p. 122] to the RHSs of (47) and (48) and arrive at

Pd = 1 − P

{

S − Npd < −N
(

pd − 1

2

) ∣
∣H1

}

≥ 1 − P

{

S − Npd ≤ −N
(

pd − 1

2

)
∣
∣H1

}

≥ 1 − exp

⎧
⎪⎨

⎪⎩
−

2
(
N
(
pd − 1

2

))2

N

⎫
⎪⎬

⎪⎭
, (49)

Pf = P

{

S − Npf ≥ N

(
1

2
− pf

) ∣
∣H0

}

≤ exp

⎧
⎪⎨

⎪⎩
−

2
(
N
(

1
2 − pf

))2

N

⎫
⎪⎬

⎪⎭
. (50)

Taking the limit as N goes to infinity in (49)-(50), we can
arrive at the conclusion of the theorem.
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