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ABSTRACT This paper considers a multi-user multiple-input multiple-output (MU-MIMO) system with
independent phase noise (PN) at user terminals (UTs) due to non-synchronous noisy local oscillators. The
conventional factor graph of MU-MIMO involves an observation factor with multiple high-dimensional
variables in the form of multiplication and summation. In this work, the MU-MIMO factor graph is
represented by introducing auxiliary variables, which enables the decomposition of the observation factor
into several simpler sub-factors and then use different message passing techniques to obtain approximate
marginals. Specifically, belief propagation and expectation propagation (BP-EP) are used for the linear
factors for random walk process, modulation and coding, while mean field (MF) is used for non-linear
factor in exponential form. To reduce the computational complexity, the non-Gaussian MF messages
are approximated to be Gaussian by using the second order Taylor expansion at its belief obtained in
the previous iteration. The proposed receiver has a quadratic computational complexity per symbol per
iteration. Simulation results show that the performance of the proposed receiver is better than existing
methods and is close to the matched filter bound (MFB) in terms of the bit error rate (BER).

INDEX TERMS MU-MIMO, phase noise, hybrid message passing, joint channel estimation and detection,
iterative receiver.

I. INTRODUCTION

PHASE noise (PN) is introduced by the unstable circuitry
of local oscillators during up-conversion of baseband

signals to passband and vice versa. PN is one of main lim-
iting factors in wireless communications as it may severely
degrade system performance. The effect of PN has been
continuously studied [1], [2]. Most uplink MU-MIMO detec-
tion methods are based on the linear observation model
y = Hx + w, which assumes ideal hardware components.
When PN is modelled as a Random Walk (Wiener) pro-
cess as in [3], [4], [5], the presence of PN results in a
non-linear observation model. Conventionally, the non-linear
observation model with PN can be linearized by using the
first-order Taylor expansion and resolved by the soft-input
extended Kalman smoothing (Soft-input EKS) algorithm to
track time-varying PN over a frame. Soft-input EKS has been

studied for MIMO systems [6], [7], [8], [9]. Alternatively,
it is straightforward to aggregate the PN and channel as
an equivalent time-varying channel and then use the exist-
ing joint channel estimation and detection approaches [10],
[11], [12], [13], [14].
In this work, we consider the uplink MU-MIMO with non-

synchronous PN at UTs. Particularly, we focus on developing
an iterative receiver with an efficient algorithm for joint PN
estimation, channel estimation and detection. The optimum
maximum a posteriori (MAP) detection requires to explic-
itly compute the posteriori distribution of the transmitted
symbols of interest, which involves marginalizing out contin-
uous parameters (i.e., PN and channel) and discrete variables
(i.e., transmitted symbols of other UTs) from a joint dis-
tribution, given the observations, which is computationally
intractable. In recent years, message passing techniques have
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been widely applied to receiver designs. Belief propagation
(BP) is the exact inference when factor graphs have tree
structures. BP works well when the graphs have large loops.
BP is commonly used when all the involved variables are
discrete or Gaussian in linear systems [15], [16]. However,
BP becomes intractable when both continuous and discrete
variables are involved. In this case, we may need to use
approximate inference techniques such as expectation prop-
agation (EP) [20] and variational message passing (VMP)
sometimes called mean field (MF) [18]. The convergence of
VMP is guaranteed and it has simple message updating rules
for conjugate-exponential models. EP can be regarded as an
approximation to BP, which may have faster convergence
speed. To deal with complex problems, combinations of these
inference techniques can be used, so that their advantages
can be exploited while drawbacks be avoided. For example,
BP, EP and MF have been jointly used to design receivers,
such as the work based on BP-MF [12], [21], BP-EP [22]
and BP-MF-EP [5], [19]. Inspired by these hybrid message
passing schemes and with the aid of auxiliary variables, we
extend the work in [10] to MU-MIMO systems. By intro-
ducing auxiliary variables, the time-varying variables (PN
and transmitted symbols) and quasi-static channel are sep-
arated in different factors, of which the incoming/outgoing
messages are computed by different message passing rules.
Specifically, BP is used to deal with the PN process, modula-
tion and coding, EP is used to approximate Gaussian mixture
and MF is used to deal with the factors in exponential form.
To reduce the computational complexity, the MF messages
of PNs are approximated as Gaussian by using the second-
order Taylor expansion at its belief obtained in the previous
iteration.
Notation: The lower and upper case of bold letters rep-

resents column vectors a and matrices A, respectively. The
boldness of letters distinguishes vectors/matrices a/A with
scalars a. The superscripts (·)�, (·)T and (·)H represent conju-
gate, transpose and conjugate transpose, respectively. A � B
represents the Hadamard product of matrices A and B.
The symbol ∝ denote the equality of functions up to a
scale factor. The real/imaginary part of a complex number
x is denoted by Re[x]/Im[x]. A complex Gaussian random
variable x with mean μx and variance vx is represented
by x ∼ CN (x;μx, vx). 〈f (x)〉p(x) denotes the expectation
of a function f (x) with respect to a density p(x), i.e.,
〈f (x)〉p(x) = ∫

x f (x)p(x)dx. The incoming message from a
factor node f to a variable node x as mf→x(x) and the
message out of a variable node x to a factor node f as
nx→f (x). The arrow above messages such as �mf→x(x) indi-
cates the direction of message. The belief of a variable x
is the product of the incoming and outgoing messages, i.e.,
b(x) = mf→x(x) · nx→f (x).

II. SYSTEM MODEL
Consider a coded M × N uplink MU-MIMO system with
M denoting the number of BS antennas and N the number
of single-antenna UTs, as shown in Fig. 1. At the nth UT,

FIGURE 1. Block diagram of a coded MU-MIMO system. � and �−1 denote random
interleaver and de-interleaver, respectively.

information bits an are encoded and interleaved into a code
sequence cn (we assume individual encoders, interleavers
and modulators at UTs). Then cn is divided into a num-
ber of length-Q sub-sequences ctn = [ctn,1, c

t
n,2, . . . , c

t
n,Q] and

each ctn is mapped into a symbol xtn ∈ A. The symbol
alphabet A = {α1, α2, . . . , α2Q} represents a 2Q-ary constel-
lation point sets with

∑2Q
i=1 αi = 0 and 2−Q ∑2Q

i=1 |αi|2 = 1.
Each constellation point αi corresponds to a binary vec-
tor (label) bi = [bi,1, bi,2, . . . , bi,Q]. Assume independent
PNs at each UT θt = [θ t1, θ

t
2, . . . , θ

t
N]T , perfect timing and

frequency synchronization, UTs send a N×1 symbol vector
xt = [xt1, x

t
2, . . . , x

t
N]T for each channel use, the received

signals at the tth time interval at the mth BS antenna can
be modelled as

ytm = hm
(
ejθ

t � xt
)

+ wtm,∀t ∈ [
Tp + 1,Tc

]
(1)

where hm = [hm1, hm2, . . . , hmN] represents the channel
gains between K UTs and the mth BS antenna and is static
within a length-Tc coherence block, Td denotes the length
of data (Tp = Tc −Td denotes the length of pilots for initial
channel estimation), wtm ∼ N (0, σ 2

w) denotes the additive
white Gaussian noise (AWGN) at the mth BS antenna, and
the PN θ tn is modelled as a random-walk (Wiener) process,

θ tn = θ t−1
n +�t

n, (2)

where the PN increment is real-valued white Gaussian, i.e.,
�t
n ∼ N (0, σ 2

�n
). The variance of the PN increment σ 2

�n

determines the quality of the oscillators referred to [28].
In practice, σ 2

� ≈ 10−3 − 10−2 in rad2 suggests strong
PN whereas σ 2

� ≈ 10−5 − 10−4 indicates moderate-to-weak
PN [23]. In the rest of paper, we consider the same quality
of oscillators at UTs, i.e., σ 2

� = σ 2
�n
,∀n.

Based on the received signal model in (1) and the phase
noise model in (2), we aim to estimate the transmitted sym-
bol vector xt at a low complexity under unknown PN and
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FIGURE 2. Factor graph of (3) with fo in (7).

imperfect estimation of the channel. We achieve this by
developing a message passing-based algorithm that itera-
tively refines the estimates of the transmitted symbols xt,
the PN θt and the channel matrix H. Note that the AWGN
variance σ 2

w is unknown in practice but can be accurately esti-
mated using preambles [27]. An approach based on BP-VMP
was proposed for joint decoding, phase noise estimation and
AWGN precision (the reciprocal of the variance) estimation
over the AWGN channel [23]. In this paper, we assume σ 2

w
is known to focus on the treatment of PN and channel esti-
mation and refer interested readers to [23] for the approach
to estimate σ 2

w.

A. PROBABILISTIC MODEL
Based on the received signal model in (1), the joint
probability of X,�,H,Y can be factorized as

p(X,�,H,Y)

= p(X,�,H|Y)p(Y)

∝
Td∏

t=1

p
(
xt, θt,H|yt)

∝
Td∏

t=1

p
(
yt|xt, θt,H)

p
(
xt, θt,H

)

∝
Td∏

t=1

p
(
yt|xt, θt,H) N∏

n=1

Td∏

t=1

p
(
θ tn|θ t−1

n

) Td∏

t=1

P
(
xt

)
p(H)

∝
Td∏

t=1

M∏

m=1

p
(
ytm|xt, θt,hm

)

︸ ︷︷ ︸
fo

Td∏

t=1

p
(
θ tn|θ t−1

n

)

︸ ︷︷ ︸
f�

Td∏

t=1

P
(
xt

)
p(H),

(3)

where H � [h1, . . . ,hM], X � [xTp+1, . . . , xTc ],
� � [θTp+1, . . . , θTc ], Y � [yTp+1, . . . , yTc ], fo �
CN (ytm;hm(ejθt � xt), σ 2

w), f� � N (θ tn; θ t−1
n , σ 2

�).

B. FACTOR GRAPH REPRESENTATION WITH AUXILIARY
VARIABLES
Define the following auxiliary variables

ctn = ejθ
t
nxtn, (4)

ztmn = hmnc
t
n, (5)

τ tm = 	nz
t
mn, (6)

the observation factor fo can be further factorized as

fo = fyfτ fzfc, (7)

where

fc = p
(
ctn|xtn, θ tn

) = δ
(
ctn − ejθ

t
nxtn

)
, (8)

fz = p
(
ztmn|hmn, ctn

) = δ
(
ztmn − hmnc

t
n

)
, (9)

fτ � p
(
τ tm|ztm

) = δ
(
τ tm −	nz

t
mn

)
, (10)

fy � p
(
ytm|τ tm, σ 2

w

)
= CN

(
ytm; τ tm, σ 2

w

)
. (11)

Fig. 2 shows the factor graph of (3) with fo defined in (7).
Note that in this factor graph, the circles represent variable
nodes and the squares represent factor nodes.

III. ITERATIVE RECEIVER WITH HYBRID MESSAGE
PASSING
The nature of message passing facilitates the iterative
receiver design, which generally consists of a soft MIMO
detector and N soft decoders. The detector and the decoders
work iteratively and exchange extrinsic information in terms
of log-likelihood ratios (LLRs) of coded bits. In this work,
the proposed algorithm enables the soft detection scheme to
compute the posteriori LLRs of coded bits given the estimate
of channel and PN. Considering the discrete nature of the
coded symbols, Gaussian assumption for the channel and
the Gaussian approximation to PN, it is expected to come
up with some messages in Gaussian mixture form and some
other messages in exponential form that is computational
intractable. We adopt the approximate inference combining
BP-EP to update the former as in [5], [22] and the MF to
update the latter as in [5], [21]. We firstly denote the prior
LLR of the coded bits at the nth soft decoder as La(ctn,q),
the soft mapping operation below is needed to carry out
to obtain the prior p.m.f of transmitted symbols Pa(xtn) as
below ([24], [25]):

�

Pa
(
xtn = αi

) =
Q∏

q=1

1

2

(
1 + b̃i,qtanh

(
La

(
ctn,q

)
/2

))
, (12)

where

b̃i,q =
{+1, bi,q = 0

−1, bi,q = 1
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Then the message of xtn from fM can be written as

mfM→x
(
xtn

) =
∑

αi∈A

�

Pa
(
xtn = αi

)
δ
(
xtn − αi

)
. (13)

Assume the message of xtn from fc is Gaussian, i.e.,

mfc→x
(
xtn

) = CN (
xtn; �μxtn , �vxtn

)
, (14)

the belief p.m.f of xtn is approximated as follows:

Px
(
xtn = αi

) = 1

K
�

Pa
(
xtn = αi

)
exp

{−|αi − �μxtn |2
�vxtn

}

, (15)

and K is a normalization constant.

A. MESSAGE PASSING FOR DETECTION
This subsection provides the details of the soft detection
scheme for computing the posteriori LLRs of the coded
bits given the assumptions below about the estimates of the
channel and PN. The update of channel and PN estimates
will be explained in the latter subsections. Based on the
factor graph illustrated in Fig. 2, to compute the message of
xtn from fc, we start with making the following assumptions
for initial messages:

b
(
θ tn

) = CN
(
θ tn; θ̂ tn, vθ tn

)
, (16)

nh→fz(hmn) = CN
(
hmn; �

μhtmn,
�

vhtmn

)
, (17)

nz→fz

(
ztmn

) = CN (
ztmn; �μztmn , �vztmn

)
. (18)

Given (16)(15) and fc defined by (8), the message of ctn
to fz can be obtained by

nc→fz

(
ctn

) =
∑

xtn∈A
Px

(
xtn

)
δ
(
ctn − ejθ̂

t
nxtn

)
, (19)

the BP message of ztmn from fz can be computed as follows:

mBP
fz→z

(
ztmn

) = 〈
fz
(
ztmn

)〉
nc→fz (ctn)nh→fz (hmn)

=
∑

xtn∈A
Px

(
xtn

)|xtn|−1CN
(
ztmn; �

μhmne
jθ̂ tn xtn, |ejθ̂

t
n xtn|2�

vhtmn

)
.

(20)

This BP message is in a form of Gaussian mixture. For
the convenience of computing the backward message of ztmn
to fz, i.e., nz→fz(z

t
mn) = mfτ→z(ztmn) with low complexity,

we project this Gaussian mixture-form BP message into
Gaussian via EP as below (we note that such Gaussian
approximation has been widely shown effective in the
message passing inference, e.g., [10]):

b
(
ztmn

) = Projg
{
mBP
fz→z

(
ztmn

)
nz→fz

(
ztmn

)}

� CN (
ztmn; ẑtmn, vztmn

)
, (21)

where

ẑtmn =
∑

xtn∈A
ψztmn

(
xtn

)
μztmn

(
xtn

)
, (22)

vztmn =
∑

xtn∈A
ψztmn

(
xtn

)(|μztmn
(
xtn

)|2 + τztmn

(
xtn

)) − |ẑtmn|2,

(23)

and

μztmn

(
xtn

) = |ejθ̂ tnxtn|2�

vhmn �μztmn + �vztmn
�

μhmne
jθ̂ tnxtn

|ejθ̂ tnxtn|2vhmn + �vztmn
, (24)

τztmn

(
xtn

) = |ejθ̂ tnxtn|2�

vhmn�vztmn
|ejθ̂ tnxtn|2�

vhmn + �vztmn
, (25)

ψztmn

(
xtn

) = 1

KPx
(
xtn

)|ejθ̂ tn |2|xtn|−1. (26)

and K is a normalization constant. Note that |ejθ̂ tnxtn|2 = 1
due to the modulation constraint |xtn|2 = 1. In addition,
the EP approximation may result in negative vztmn , which
will significantly degrades the algorithm performance. To
avoid the negative variance problem, we replace vztmn with
its absolute value |vztmn |, then the mean and variance of the
EP message

mEP
fz→z

(
ztmn

) = CN
(
ztmn; �

μztmn,
�

vztmn

)
(27)

are given by
�

vztmn = 1/
(
1/vztmn − 1/�vztmn

); (28)
�

μztmn = �

vztmn
(
ẑtmn/vztmn − �μztmn/�vztmn

)
, (29)

which is the message of ztmn passing to the factor fτ , i.e.,

nz→fτ

(
ztmn

) = mEP
fz→z

(
ztmn

)
. (30)

Given the observation ytm and assume the AWGN variance
σ 2
w is known, the BP message of τm to the factor fτ is

nτ→fτ

(
τ tm

) = CN
(
τ tm; ytm, σ 2

w

)
. (31)

Then, the message of ztmn to fz can be updated as follows:

nz→fz

(
ztmn

) = mBP
fτ→z

(
ztmn

)

=
〈

δ

(

τ tm −
∑

n

ztmn

)〉

nτ→fτ (τ tm)
∏

n′ 
=n
nz→fτ

(
zt
mn′

)

= CN
⎛

⎝ztmn; ytm −
∑

n′ 
=n

�

μzt
mn′
, σ 2

w +
∑

n′ 
=n

�

vzt
mn′

⎞

⎠

� CN (
ztmn; �μztmn , �vztmn

)
. (32)

The message from fz to ctn can be updated as follows:

mBP
fz→c

(
ctn

) = 〈
δ
(
ztmn − hmnc

t
n

)〉
nz→fz(ztmn)nh→fz (hmn)

= 1

|ctn|2vhmn + �vztmn
exp

{

−|�μztmn − ctn
�

μhmn |2
|ctn|2�

vhmn + �vztmn

}

∝ CN
(

ctn;
�μztmn

�

μ
∗
hmn

|�μhmn |2
,
�vztmn + �

vhmn
|�μhmn |2

)

� CN (
ctn; �μctmn , �vctmn

)
. (33)
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Note that this message in (33) is Gaussian only when equal
symbol energy modulation (e.g., QPSK) is employed so
that |ctn|2 = |ejθ tnxtn|2 = 1. The computation of (33) only
counts on the messages from the mth observation ytm. In
fact, the message from every BS observation can be utilized
because the PN-impaired data symbol from each UT can be
seen by all BS antennas with different levels of distortion.
Correspondingly, the variable node ctn should be connected
with M fz factors that are associated with all observations
(Fig. 2 only shows the mth observation for simplicity) and
message of ctn from all observed signals are

nc→fc

(
ctn

) = CN
(

ctn;
1

M

∑

m

�μctmn,
1

M

∑

m

�vvtmn
)

,

� CN (
ctn; �μctn , �vctn

)
. (34)

where �μctn � 1
M

∑
m �μctmn and �vctn = 1

M

∑
m

�ctmn. Then, the
BP message of xtn from fc defined in (8) is

mBP
fc→x

(
xtn

) =
〈
δ
(
ctn − ejθ

t
nxtn

)〉

nc→fc(ctn)nθ→fc(θ tn)

=
∫

θ tn

CN
(
ejθ

t
nxtn; �μctn , �vctn

)
N

(
θ tn;μ↑

θ tn
, v↑
θ tn

)
dθ tn

(35)

Here we assume that the message about PN from random
walk to fc is Gaussian, i.e., nθ→fc = N (θ tn;μ↑

θ tn
, v↑
θ tn
) as we

have assumed the belief of PN is Gaussian at the beginning of
this section. It is computationally intractable to compute the
BP message in (35) as it involves integral of θ tn over a com-
plicated exponential expression. Alternatively, we redefine
the factor fc based on (34) as

f ′c � p
(
θ tn, x

t
n| �μctn, �vctn

) ∝ exp

{

−|ejθ tnxtn − �μctn |2
�vctn

}

, (36)

and apply the MF rule to compute the message of xtn from
the factor f ′c as

nx→fM = mMF
fc→x

(
xtn

)

= exp
{〈
log

(
f ′c
)〉
b(θ tn)

}

∝ exp

{∫

θ tn

b
(
θ tn

)
(

−|ejθ tnxtn − �μctn |2
�vctn

)

dθ tn

}

≈ CN (
xtn; �μxtn , �vxtn

)
, (37)

where

�vxtn = �vctn , (38)

�μxtn = ejθ̂
t
n

(

1 − 1

2
vθ tn

)

�μ∗
ctn
. (39)

See Appendix A for the proof. Recall we assumed the belief
of PN in (16). In this approximation, we use the 2nd order
Taylor expansion to approximate ejθ at the PN belief mean θ̂ .
Note that higher-order Taylor approximations can also be uti-
lized, which may lead to smaller residual errors. However,
we found that the improvement in the converged performance

is marginal. We therefore adopt the approximation with the
2nd order Taylor expansion for its simplicity. We also note
that the message of θ tn to the factor f ′c is the belief mes-
sage nθ→fcmfc→θ in MF inference rather than nθ→fc in BP
inference. In the iterative receiver, (38), (39) are the extrin-
sic mean and variance of transmitted symbols, respectively.
To collaborate with a soft decoder, they are de-mapped into
coded bits in LLR form as follows

Ldete

(
ctn,q

)
= Ln

∑
αi∈A0

q
exp

{

−|αi−�μxtn |2
�vxtn

}
∏

q′ 
=q
�

Pa
(
ctn,q′ = bi,q

)

∑
αi∈A1

q
exp

{

−|αi−�μxtn |2
�vxtn

}
∏

q′ 
=q
�

Pa
(
ctn,q′ = bi,q

) ,

(40)

whereA0
q andA1

q are the subsets ofA whose label in position

q, i.e.,(si,q), takes the value of 0 and 1, respectively.
�

Pa(ctn,q)
represents a priori probability of ctn,q = bi,q obtained from
a soft decoder in the last iteration. According to [24], (40)
can be computed as below if quadrature phase shift keying
(QPSK) with Gray mapping is employed

Ldete

(
ctn,1

) = 2
√

2Re
[ �μxtn/�vxtn

]
(41)

Ldete

(
ctn,2

) = 2
√

2Im
[ �μxtn/�vxtn

]
. (42)

Assume a soft decoder performs MAP decoding of a con-
volutional code and outputs extrinsic LLR of coded bits
Ldece (ctn,q) as the a priori input of soft detection La(ctn,q)
(demapped as in (12)). The belief p.m.f of transmitted
symbol Px(xtn) is then obtained by (15).

B. MESSAGE PASSING FOR PHASE NOISE ESTIMATION
Having explained the message passing inference for data
detection, we will now move on to discuss how to estimate
PN. Recall that the defined PN factor fc = δ(ctn−ejθ tnxtn) in (8)
is an exponential function. By using MF rules, the message
of θ tn from f ′c based on the belief of transmitted symbol
Px(xtn) can be approximated to be Gaussian as below:

mMF
f ′c→θ

(
θ tn

) = exp

⎧
⎨

⎩

∑

xtn∈A
Px

(
xtn

)
log

(
f ′c
(
θ tn, x

t
n| �μctn , �vctn

))
⎫
⎬

⎭

≈ N
(
θ tn, μ

↓
θ tn
, �v↓
θ tn

)
, (43)

where

1/v↓
θ tn

= Re
[
rtne

jθ̂ tn
]
, (44)

μ
↓
θ tn
/v↓
θ tn

= Re
[
rtne

jθ̂ tn
(
j+ θ̂ tn

)]
, (45)

rtn = 2

�vctn
μxtn �μ∗

ctn
. (46)

and μxtn = ∑
xtn∈A Px(xtn)x

t
n. See Appendix B for the proof.

Denote md(θ tn) � mMF
f ′c→θ

(θ tn) in the message passing infer-
ence for random-walk process. Using BP rules, the forward
message of θ tn from the factor f�(θ tn, θ

t−1
n ) is computed as
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mf
(
θ tn

) =
〈
f�

(
θ tn − θ t−1

n

)〉

ml
(
θ t−1
n

)
mf

(
θ t−1
n

)

=
∫

θ t−1
n

mf
(
θ t−1
n

)
md

(
θ t−1
n

)
f�

(
θ tn − θ t−1

n

)
d
θ t−1
n
,

(47)

which is a recursive integral. Note that if σ 2
� → 0, we have

f�(θ tn − θ t−1
n ) � δ(θ tn − θ t−1

n ). In fact, this approximation is
reasonable because σ 2

� ≈ 10−3 − 10−2 rad2 in strong PN
scenarios or σ 2

� ≈ 10−5 − 10−4 rad2 in weak-to-moderate
scenarios [23]. With this approximation, the solution of the
recursive integral in (47) is given by

mf
(
θ tn

) ∝ N (
θ tn; �μθ tn , �vθ tn

)
, (48)

with the initial mean and variance of the forward PN mes-
sage assumed to be �μθ0

n
= 0 and �vθ0

n
= 0, respectively.

In fact, the true initial PN is uniformly distributed within
[0, 2π ], but it is absorbed into H during the pilot-based chan-
nel estimation (coarse estimation for the initialize iterative
receiver). Similarly, the backward message of θ tn from the
factor f�(θ t+1

n , θ tn) is computed as

mb
(
θ tn

) ∝ N
(
θ tn; �

μθ tn ,
�

vθ tn

)
. (49)

Then, the belief of θ tn is

b
(
θ tn

) = md
(
θ tn

)
mf

(
θ tn

)
mb

(
θ tn

)

� CN
(
θ tn; θ̂ tn, vθ tn

)
(50)

where

vθ tn = 1/
(

1/�vθ tn + 1/�

vθ tn + 1/v↓
θ tn

)
; (51)

θ̂ tn = vθ tn

(
�μθ tn/�vθ tn + �

μθ tn/
�

vθ tn + �μ↓
θ tn
/v↓
θ tn

)
(52)

C. MESSAGE PASSING FOR CHANNEL ESTIMATION
We use the factor fh to represent the initial coarse estimate
of hmn obtained by pilot-based channel estimation for ini-
tialization of the proposed algorithm, i.e., mfh→h(hmn) =
CN (hmn; ĥmmse

mn , v̂mmsemn ). Recall that EP has been used to
approximate a Gaussian mixture-form BP message to be
Gaussian when handling the message mEP

fz→z in (21)-(27).

Given that nc→fz(c
t
n) = ∑

xtn∈A Px(xtn)δ(c
t
n − ejθ̂

t
nxtn) and

nz→fz = CN (ztmn; �

μztmn ,
�

vztmn), the BP message of hmn from
fz is also a Gaussian mixture,

mBP
fz→h(hmn) = 〈

δ
(
ztmn − hmnc

t
n

)〉
nc→fz(ctn)nz→fz(ztmn)

(53)

Provided that nth→fz
(hmn) = CN (hmn; �

μ
t
hmn,

�

v
t
hmn), the

Gaussian approximated belief of hmn resembles as (21), i.e.,

bt(hmn) = CN
(
hmn; ĥtmn, vthmn

)
, (54)

where

ĥtmn =
∑

xtn∈A
φhmn

(
xtn

)
μhmn

(
xtn

)
, (55)

vthmn =
∑

xtn∈A
φhmn

(
xtn

)(|μhmn
(
xtn

)|2 + vhmn
(
xtn

)) − |ĥtmn|2

(56)

with

μhmn
(
xtn

) = �vztmn
�

μ
t
hmn + �

v
t
hmn �μztmne−jθ̂

t
nxtn

∗

�vztmn + �

v
t
hmn

, (57)

vhmn
(
xtn

) = �vztmn
�

v
t
hmn

�vztmn + �

v
t
hmn

, (58)

φhmn
(
xtn

) = 1

KPx
(
xtn

)CN
(

�

μ
t
hmne

jθ̂ tnxtn; �μztmn , �vztmn + �

v
t
hmn

)
.

(59)

Then the EP message mEP
fz→h(hmn) is given by

mtfz→h(hmn) = CN
(
hmn; �

μ
t
hmn,

�

v
t
hmn

)
, (60)

where
�

v
t
hmn = 1/

(
1/v̂thmn − 1/�

v
t
hmn

)
, (61)

�

μ
t
hmn = �

v
t
hmn

(
ĥtmn/v̂

t
hmn − �

μ
t
hmn/

�

v
t
hmn

)
. (62)

It indicates that the EP mean/variance of hmn varies with
respect to the belief p.m.f of xtn, resulting in time-varying
channel estimates. For the first iteration, the message of
hmn to fz for all t ∈ [Tp + 1,Tc] can be updated by
computing (61), (62) with nth→fz

(hmn) = mt−1
fz→h(hmn), i.e.,

�

v
t+1
hmn = �

v
t
hmn, (63)

�

μ
t+1
hmn = �

μ
t
hmn, (64)

and m
Tp
fz→h(hmn) = mfh→h(hmn). For the following iterations,

we can ignore the factor fh and the message updating is
performed by exact sum-product algorithm as

nth→fz(hmn) =
∏

t′ 
=t
mt

′
fz→h(hmn). (65)

Note that the considered MU-MIMO channel is time invari-
ant but the calculated EP message of each channel hmn
is Gaussian and its mean/variance change in terms of
time. Eq. (65) can be understood that we utilize the messag-
ing from all observations of a coherence block to improve
the accuracy of channel estimation.

D. MESSAGE PASSING SCHEDULING
As the observation carries new information, but all other
messages in the initial states do not carry new information,
we start from the left-most factor fτ in Fig. 2 and update the
messages to the right in a forward-backward manner until
convergence, which is assured by proper initialization of the
messages from the right according to the priori assumptions
about the channel, PN and coded bits. The scheduling and
messages updating of the proposed algorithm is summarized
in Algorithm 1. As mentioned, within every length-Tc coher-
ence block, Tp pilots are inserted at the beginning followed
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Algorithm 1 Proposed Joint PNE-CE-DET Algorithm
INITIALIZATION:
La(ctn,q) = 0, ∀n, q and t ∈ [Tp + 1,Tc]
�μztmn = 0, �vztmn = 1, ∀m, n and t ∈ [Tp + 1,Tc]
θ̂ tn = 0, vθ tn = 1, ∀n and t ∈ [Tp + 1,Tc]
�

μ
t
hmn = (ĤMMSE)mn,

�

v
t
hmn = (V̂MMSE

H )mn, ∀m, n and
t ∈ [1,Tp]

INPUT: observations Y
OUTPUT: Ldete (c

t
n), ∀n, t.

for i = 1 → Niter do
∀n, t: soft map La(ctn,q) to

�

Pa(xtn) by (12)
∀n, t: compute data belief Px(xtn) by (15)
for t = Tp + 1 → Tc do

∀m, n: compute ẑtmn, vztmn by
(22), (23), (24), (25), (26)
∀m, n: compute �

μztmn,
�

vztmn by (28)(29)
∀m, n: update �μztmn , �vztmn by (32)
∀n: compute �μctn and �vctn by (33)(34)
∀n: compute �μxtn and �vxtn by (38)(39)
∀n: compute Le(ctn,q) by (40)

∀n: compute μ↓
θ tn

and v↓
θ tn

by (44)(45)
∀n: compute �μθ tn and �vθ tn by (48)
∀n: compute �

μθ tn and �

vθ tn by (49)
∀n: update θ̂ tn and vθ tn by (51)(52)
∀m, n: compute ĥtmn, vhtmn by (55)(56)(57)(58)(59)

∀m, n: update �

μ
t+1
hmn and �

v
t+1
hmn by (61)(62)

end for t
∀n, t, update La(cn) by MAP decoder

end for i

by Td = Tc − Tp data symbols. We perform the MMSE
approach [26] that takes all Tp pilots as a pilot matrix and the
MMSE channel estimate denoted as ĤMMSE with covariance
V̂MMSE
H are used to initialize the prior Gaussian distribution

of the channel for the bootstrap of the proposed message
passing. During the pilot-based channel estimation, PN is
aggregated with channel as an equivalent time-varying chan-
nel, making the assumption �μ

θ
Tp
n

= 0, �v
θ
Tp
n

= 1 reasonable.
The soft-input soft-output (SISO) MAP decoder provides the
update of the prior LLR of coded bits La(ctn). It is initial-
ized to 0 indicating that the p.m.f of transmitted symbols
is a discrete uniform distribution according to the constella-
tion of the modulation scheme employed and then iteratively
updated by the updates of the prior LLR of coded bits
from the SISO decoder. The computational complexity of
the proposed algorithm is O(MN) per symbol per iteration.

IV. SIMULATIONS
In the simulations, we evaluate the BER performance of the
proposed algorithm and compare it with that of the soft-input
EKS [9], the auxiliary variable-aided hybrid message pass-
ing algorithm (AVA-HMP) [17] and the matched filter bound

FIGURE 3. BER performance versus SNR.

(MFB). Note that BP-MF is used for detection as in [5]
when using soft-input EKS. The PN and channel are aggre-
gated as an equivalent time-varying channel when using the
AVA-HMP that was designed for joint channel estimation
and decoding. The MFB is achieved when the multi-user
interference is completely removed and the channel and PN
are perfectly estimated. In this case, the performance is domi-
nated by the AWGN, and matched filtering yields the optimal
detection performance. The MFB serves as a lower bound
for the error rates for the detectors that aim to cancel the
interference with estimated channel and PN.
The system setup are as follows: medium level of PN at

UTs σ 2
� = 10−4rad2, a rate-1/2 [5, 7]8 convolutional code,

Random interleaver and QPSK with Gray mapping. Tc is
1000. Niter is 10. Channel is following Rayleigh fading.
Tp = max[M,N] pilots are inserted at the beginning of
every coherence block. In Fig. 3, we compare the BER
performance of the proposed algorithm with that of the soft-
input EKS and the MFB with respect to Eb/N0 in 2 × 2,
4 × 4 and 8 × 8 MU-MIMO systems. It can be seen that the
proposed algorithm outperforms EKS and its performance
is more significant in larger MU-MIMO. We note that the
proposed algorithm exhibits a 2dB gap to the MFB, which is
due to the residual multi-user interference and errors in the
channel and PN estimates. Fig. 4 shows that moderate PN
degrades the algorithm by approximately 2dB, as compared
to its limit performance with perfect knowledge of channel
and PN. Our proposed algorithm can provide a gain of about
1dB. This indicates the necessity of modelling and tracking
PN. The BER with different iteration numbers are shown in
Fig. 5. It indicates that the AVA-HMP reaches performance
floor more quickly than the proposed algorithm.

V. CONCLUSION
In this paper, we develop an iterative receiver with an effi-
cient algorithm based on hybrid message passing for joint
phase noise estimation, channel estimation and detection
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FIGURE 4. BER performance versus SNR in 8 × 8 MU-MIMO.

FIGURE 5. BER performance versus iteration in 8 × 8 MU-MIMO.

in uplink MU-MIMO on quasi-static Rayleigh-fading chan-
nel. Simulation results show that our proposed algorithm
outperform Soft-input EKS and the AVA-HMP algorithm.

APPENDIX A
DERIVATION OF EQUATION (37)
For simplicity, we neglect the time and user indices n, t of
variables in the derivation. Assume the PN belief in current
iteration is Gaussian, i.e., b(θ) ∼ N (θ̂ , vθ ),

mMF
fc→x(x) = exp

{∫

θ

b(θ)log(fc( �μc, �vc|θ, x))dθ
}

= exp

{∫

θ

b(θ)log

(

−|ejθx− �μc|2
�vc

)

dθ

}

= exp

{∫

θ

b(θ)

[
Re

[
ejθx �μ∗

c

]

�vc − |x|2
�vc

]

dθ

}

= exp

⎧
⎨

⎩
−|x|2

�vc +
2Re

[〈
ejθ

〉
b(θ)x �μ∗

c

]

�vc

⎫
⎬

⎭

≈ CN ( �μx, �vx), (66)

where

1/�vx = 1/�vc, (67)

�μx/�vx =
〈
ejθ

〉
b(θ) �μ∗

c

�vc , (68)

and the expectation of ejθ w.r.t the PN belief b(θ) ∼ N (θ̂ , vθ )
is approximated by the 2nd order Taylor expansion at the
point of the belief mean θ̂ as follow, i.e.,
〈
ejθ

〉

b(θ)
≈

∫

θ

b(θ)ejθ̂
[

1 + j
(
θ − θ̂

)
− 1

2

(
θ − θ̂

)2
]

dθ

= ejθ̂
[

1 + j
(
θ̂ − θ̂

)
− 1

2

(
θ̂2 + vθ − 2θ̂2 + θ̂2

)]

(69)

= ejθ̂
(

1 − 1

2
vθ

)

. (70)

Substituting (70) into (68),

�μx/�vx ≈ ejθ̂ (1 − vθ ) �μ∗
c

�vc . (71)

APPENDIX B
DERIVATION OF EQUATION (43)
For simplicity, we neglect the time and user indices n, t of
variables in the derivation. Assume the PN belief obtained
in previous iteration is Gaussian, i.e., b(θ) ∼ N (θ̂ , vθ ),

mMF
fc→θ (θ) = exp

⎧
⎨

⎩

∑

x∈A
Px(x)log(fc( �μc, �vc|θ, x))

⎫
⎬

⎭

= exp

⎧
⎨

⎩

∑

x∈A
Px(x)log

(

−|ejθ x− �μc|2
�vc

)⎫
⎬

⎭

= exp

⎧
⎨

⎩

∑

x∈A
Px(x)

⎡

⎣
Re

[
ejθ x �μ∗

c

]

�vc − |x|2
�vc

⎤

⎦

⎫
⎬

⎭

= exp

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

2

�vcRe

⎡

⎢
⎢
⎢
⎢
⎢
⎣
ejθ

∑

x∈A
Px(x)x

︸ ︷︷ ︸
μ̂x

�μ∗
c

⎤

⎥
⎥
⎥
⎥
⎥
⎦

− 1

�vc
∑

x∈A
Px(x)|x|2

︸ ︷︷ ︸
vx

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

= exp

⎧
⎪⎪⎨

⎪⎪⎩

2

�vc μ̂x �μ∗
c

︸ ︷︷ ︸
r

ejθ − vx
�vc

⎫
⎪⎪⎬

⎪⎪⎭

≈ exp
{
Re

[
rejθ

]}
(72)

To facilitate the low-complexity PN estimation, the second-
order Taylor expansion of ejθ at its belief mean θ̂ obtained
in previous iteration is exploited, i.e., ejθ ≈ ejθ̂ + jejθ̂ (θ −
θ̂ )− 1

2e
jθ̂ (θ− θ̂ )2. Then, (72) can be further approximated as

mMF
fc→θ (θ) ≈ exp

{

Re

[

−1

2
rejθ̂ θ2 + rejθ̂

(
j+ θ̂

)
θ

]}
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� N (θ; �μθ , �vθ ), (73)

where

1/�vθ = Re
[
rejθ̂

]
, (74)

�μθ/�vθ = Re
[
rejθ̂

(
j+ θ̂

)]
. (75)
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