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Abstract— In addressing control problems such as regulation
and tracking through reinforcement learning (RL), it is often
required to guarantee that the acquired policy meets essential
performance and stability criteria such as a desired settling
time and steady-state error before deployment. Motivated by
this, we present a set of results and a systematic reward-
shaping procedure that: 1) ensures the optimal policy generates
trajectories that align with specified control requirements and
2) allows to assess whether any given policy satisfies them.
We validate our approach through comprehensive numerical
experiments conducted in two representative environments from
OpenAI Gym: the Pendulum swing-up problem and the Lunar
Lander. Utilizing both tabular and deep RL methods, our experi-
ments consistently affirm the efficacy of our proposed framework,
highlighting its effectiveness in ensuring policy adherence to the
prescribed control requirements.

Index Terms— Computational control, deep reinforcement
learning (RL), learning-based control, policy validation, reward
shaping.

I. INTRODUCTION

THE paradigm of using reinforcement learning (RL) for
control system design has gained substantial traction due

to its ability to autonomously learn policies that effectively
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address complex control problems, relying solely on data and
employing a reward maximization process. This approach finds
diverse applications, spanning from attitude control [1] and
wind farm management [2] to autonomous car-driving [3] and
the regulation of plasma using high-fidelity simulators [4].
However, a significant challenge in this domain revolves
around ensuring that the learned control policy demonstrates
the desired closed-loop performance and steady-state error,
posing a crucial open question in control system design.

It is often argued that accurate knowledge of system
dynamics is necessary to provide analytical guarantees of
stability and performance, which is crucial for industrial
applications [5], [6]. In fact, in this article, we introduce a set
of analytical results and a constructive procedure for shaping
the reward function of approaches based on RL (tabular and
function approximation methods that rely on deep learning).
The goal is to derive a learned policy that is obtained without
the use of a mathematical model of the system dynamics, able
to verifiably meet predetermined control requirements in terms
of desired settling time and steady-state errors.

In the literature, reward shaping, consisting of modifying
the reward function to improve learning or control perfor-
mance, has mostly been used to increase sample efficiency [7],
[8], [9], rather than providing guarantees on the learned policy.
An early example was presented in [7], where an agent
was trained to ride a bicycle exploiting a reward-shaping
mechanism. More recently, reduced sample complexity was
demonstrated in [9] for a modified Upper Confidence Bound
algorithm using shaped rewards. In [8], it was shown that
adding a function of the state to the reward keeps the optimal
policy unchanged if and only if the function is potential-based.
A method to select potential-based functions is presented
and validated analytically in [10], requiring knowledge of an
appropriate Lyapunov function, to guarantee convergence to a
state under the optimal policy. While this result can be used
to solve regulation problems, it does not ensure a specific
settling time. Moreover, finding a Lyapunov function is often
cumbersome for many real-world problems.

When guarantees are given on RL control [6], they are
typically provided in terms of reachability of certain subsets
of the state space [11], [12], or in terms of safety during
learning and/or for the learned policy. Namely, in [11], RL is
used to select a control law among a set of candidates,
using Lyapunov functions to ensure a system enters a goal
region with unitary probability, under certain conditions on
the controllers. In [12], a partially known system model is
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used to improve a safe starting policy through RL, avoiding
actions that bring the system out of the basin of attraction
of a desired equilibrium. Both approaches [11], [12] do not
provide guarantees on the time required to reach the desired
regions. Safety for RL control has been extensively explored
in the literature using various frameworks, such as constrained
Markov decision processes [13], “shields” [14], control barrier
functions [15], and a combination of model predictive control
and RL [16]. Although these techniques ensure the avoidance
of unsafe subsets of the state space, they generally do not
provide guarantees on reaching a specific goal region or on
control performance metrics, such as settling time.

The problem of synthesizing rewards for control tasks is
also the subject of inverse optimal control (IOC) [17], focusing
on estimating the rewards associated with given observations
of states and control inputs, assuming closed-loop stability
and/or policy optimality. Initially aimed at determining control
functions producing observed outputs [18], IOC has since
been connected to RL [19], applied in nonlinear, stochastic
environments [20], and its framework has been used to inves-
tigate the cost design problem [21]. However, to the best of
our knowledge, IOC has not been used specifically to design
reward functions that, when optimized, can guarantee specific
control performance.

Given a regulation or tracking problem with predetermined
stability and performance requirements on steady-state errors
and settling time, we advance the state of the art as follows.

1) We introduce a model-free sufficient condition on the
discounted return associated with a trajectory to deter-
mine if it is acceptable (i.e., it satisfies the control
requirements).

2) We give a sufficient condition to assess whether a
learned policy leads to an acceptable closed-loop tra-
jectory.

3) We provide a procedure to shape the reward function so
that the above conditions can be applied to a system of
interest and that the optimal policy is acceptable.

4) We successfully validate the approach through two rep-
resentative control problems from OpenAI Gym [22]:
the stabilization of a pendulum [23], and performing
landing in the Lunar Lander environment [24].

For reproducibility, the code is available on GitHub [25].
The rest of this article is organized as follows. In Section II,

we formalize the problem of constructing a reward function
for learning-based control. The main results of our approach
are then presented in Section III and validated via numerical
simulations on two representative application examples in
Section IV. Concluding remarks are given in Section V.

II. PROBLEM STATEMENT

A. Problem Setup

We consider a discrete-time dynamical system of the form

xk+1 = f (xk, uk), x0 = x̃0 (1)

where k ∈ N≥0 is the discrete time, xk ∈ X is the state at
time k, X is the state space, x̃0 ∈ X is an initial condition,

Fig. 1. (a) State-space sequence ξ , a trajectory φπ (x̃0), and a goal region G
(see Section II), while a state-space sequence is simply a sequence of points
in the state space X , a trajectory is generated by applying a policy to the
dynamics in (1). (b) Terms of the reward structure in Assumption III.1.

uk ∈ U is the control input (or action) at time k, U is the set of
feasible inputs, and f : X × U → X is the system dynamics.

Furthermore, we let π : X → U be a control policy
and uk = π(xk). Let also X∞ := X × · · · × X , with the
Cartesian product being applied an infinite number of times.
We denote by φπ (x̃0) ∈ X∞ the trajectory obtained by
applying policy π to system (1) starting from x̃0 as initial
state.

We are interested in finding a policy such that the trajectory
generated by it (starting from a given x̃0) reaches a desired
goal region G ⊂ X before some desired settling time ks ∈ N>0
and remains in this region for at least a desired permanence
time kp ∈ N>0 (see Definition II.3 for the rigorous statements).
For example, G could be an arbitrarily small neighborhood of
a reference state, with a radius equal to the admitted steady-
state error. In our main results, we assume G, ks, kp are given;
nonetheless, in Section III (see Remark III.8), we will observe
that kp can be arbitrarily large, and in Proposition A.1 (in
the Appendix), we give a criterion to assess the feasibility of
the settling time constraint when limited knowledge about the
system to control is available.

B. Acceptable State-Space Sequences

We will now introduce concepts that will be used for the
formalization of the proposed approach.
Definition II.1 (State-Space Sequences). A state-space sequ-
ence is a sequence ξ = (xk)k∈[0,+∞) ∈ X∞.

Note that all trajectories are state-space sequences, but the
converse is not true. As a matter of fact, given a state-space
sequence ξ with x0 = x̃0 ∈ X , there is no guarantee that
there exists a policy π such that φπ (x̃0) = ξ . A graphical
representation of these concepts is reported in Fig. 1(a).
Definition II.2 (First Exit Instant). The first exit instant
kexit(ξ) ∈ N>0 of a state-space sequence ξ = (xk)k∈[0,+∞) is
the smallest time instant such that, in ξ , we have xkexit(ξ)−1 ∈ G
and xkexit(ξ) ̸∈ G; if this condition never occurs in ξ , we set
kexit(ξ) = ∞.

Next, we define the set of acceptable state-space sequences,
trajectories, and policies, that is, those that satisfy the perfor-
mance and steady-state specifications.
Definition II.3 (Acceptable State-Space Sequences, Trajec-
tories, and Policies). Given the desired goal region G, the
desired settling time ks, and the desired permanence time kp,
a state-space sequence ξ = (x0, x1, x2, . . .) or equivalently

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



DE LELLIS et al.: GUARANTEEING CONTROL REQUIREMENTS VIA REWARD SHAPING IN RL 3

Fig. 2. Schematic representation of the main assumptions and results in Section III. Green blocks denote assumptions, blue blocks indicate analytical findings,
yellow blocks denote algorithms, and purple blocks refer to the problems being studied. Dashed arrows denote optional steps in the control design. “SSS”
means “state-space sequence”; the symbols in the figure are defined in Section III.

a trajectory φπ (x̃0) = (x̃0, x1, x2, . . .) is acceptable if the
following holds.

1) ∃ k ≤ ks : xk ∈ G (i.e., the state is in G not later than
time ks).

2) kexit(ξ) > kp (i.e., the state does not exit G before time
kp included).

A policy π is acceptable from x̃0 if φπ (x̃0) is acceptable.
It can be immediately verified that there exists at least one

acceptable state-space sequence provided that G ̸= ∅. Indeed,
this state-space sequence is ξ = (x0, x1, . . .) with xk ∈ G for
all k, which can be verified to be acceptable by checking the
two conditions in Definition II.3.

C. Using Reinforcement Learning to
Find Acceptable Control Policies

Following [26] and [27], we employ an RL solution to
automatically identify an acceptable policy for a given initial
condition x̃0 and to do so without the need of knowing the
dynamics f . Namely, let r : X × X × U → R be a reward
function, so that r(x ′, x, u) is the reward obtained by the agent
when taking action u in state x and arriving at the new state
x ′ at the next time instant. Let also Jπ

: X∞ → R be the
(discounted) return function defined as

Jπ (ξ) :=

∞∑
k=1

γ k−1r(xk, xk−1, uk−1) (2)

where ξ ∈ X∞ is a state-space sequence, uk = π(xk), and
γ ∈ [0, 1] is a given discount factor.1 To find an acceptable

1According to this formulation, it is possible to evaluate Jπ on a state-space
sequence that is not a trajectory (which is needed for the theoretical results
presented in Section III); in this case, even though the value of the states are
not generated following policy π , in general, it is still necessary to specify π

to obtain the values of the inputs uk used for the computation of the reward
r . When Jπ is evaluated on a trajectory, for example, Jπ1 (φπ2 ), we will only
consider the case in which π1 = π2.

policy, we set the following optimization problem and solve
it via RL:

max
π

Jπ (φπ (x̃0)) (3a)

s.t. xk+1 = f (xk, uk), k ∈ {0, 1, 2, . . .} (3b)
uk = π(xk), k ∈ {0, 1, 2, . . .} (3c)

x0 = x̃0 ∈ X . (3d)

Thus, the problem we aim to solve can be stated as follows.
Problem II.4. Shape the reward function r so that: 1) it is
possible to determine that a trajectory φπ (x̃0) is acceptable by
assessing the value of Jπ (φπ (x̃0)) and 2) an acceptable policy
from x̃0 (provided it exists) can be found by solving (3).

III. MAIN RESULTS

In Section III-A, we relate acceptable state-space sequences
and their return (solving point 1) in Problem II.4), in
Section III-C, we embed the theory in a constructive procedure
to shape rewards, in Section III-D, we give analogous results
for trajectories, and finally in Section III-E, we show that
acceptable policies can be found using RL algorithms. The
assumptions we make and how they are related are schemati-
cally summarized in Fig. 2.

A. Assessing Acceptable State-Space Sequences

We start by defining the structure of the shaped reward.
Assumption III.1 (Reward Structure). The reward function
can be written as

r(x ′, x, u) = rb(x ′, x, u)+ r c(x ′, x) (4)

where the following holds.
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1) rb
: X × X × U → R is a bounded reward term, that

is, such that there exist finite Uout, Uin, Lout, L in ∈ R
such that

sup
x ′∈X \G, x∈X , u∈U

rb(x ′, x, u) ≤ Uout (5a)

sup
x ′∈G, x∈X , u∈U

rb(x ′, x, u) ≤ Uin (5b)

inf
x ′∈X \G, x∈X , u∈U

rb(x ′, x, u) ≥ Lout (5c)

inf
x ′∈G, x∈X , u∈U

rb(x ′, x, u) ≥ L in. (5d)

2) r c
: X × X → R is a correction term given by

r c(x ′, x) =


r c

in, if x ′ ∈ G
r c

exit, if x ∈ G and x ′ ̸∈ G
0, otherwise

(6)

with r c
in, r c

exit ∈ R. Moreover, it holds that

r c
in ≥ Uout − L in. (7)

In practice, r c
in will typically be a positive reward for being

inside the goal region, while r c
exit will normally be a negative

reward for having left the goal region—refer to Fig. 1(b) for
a diagrammatic representation.
Remark III.2 (Generality of Assumption III.1). Assump-
tion III.1 is not too restrictive. Indeed, if one wants to use a
preexisting reward, it is only required it is bounded [see (5)].
It can then be shaped by adding the correction term r c to it.

We also define the differences

1in := Uin − L in ≥ 0 (8a)
1out := Uout − Lout ≥ 0. (8b)

To assess properties of state-space sequences, trajectories,
and policies from their associated return, we define the return
threshold σ ∈ R and introduce the following definition.
Definition III.3. (High-Return State-Space Sequences, Trajec-
tories, and Policies): A state-space sequence ξ is high-return
if Jπ (ξ) > σ for any policy π . A trajectory φπ (x̃0) is high-
return if Jπ (φπ (x̃0)) > σ . A policy π is high-return from x̃0 if
φπ (x̃0) is high-return.

Of the quantities introduced so far, those that we assume to
be given (i.e., fixed) are G, ks, kp, γ , Uin, Uout, L in, and Lout;
conversely, the quantities to be designed are σ , r c

in, and r c
exit.

Next, we introduce an assumption on the correction terms
in the reward.
Assumption III.4. Assume that

σ ≥
Uout

1− γ
(9)

and, given the desired settling time ks and the desired perma-
nence time kp, assume that

r c
in ≤ −Uin −Uout

1− γ ks

γ ks
+ σ

1− γ

γ ks
(10)

r c
exit ≤ −Uout −

1
γ kp−1

[(
Uin + r c

in

)1+ γ kp−1(γ − 1)

1− γ
− σ

]
.

(11)

In the following proposition, we state a key result that solves
point 1) in Problem II.4.
Proposition III.5. Let Assumptions III.1 and III.4 hold. Then,
high-return state-space sequences are acceptable.

Proof: We will show that, for any policy π , if a state-
space sequence ξ is not acceptable, then it is not high-return
(consequently, if ξ is high-return, then it is acceptable).

ξ can be not acceptable if and only if one of the following
three scenarios occurs (see Definition II.3).

1) ξ is never in the goal region G.
2) ξ is in G for the first time at a time later than ks.
3) ξ exits from G at time kexit(ξ) ≤ kp.

We now consider the three cases one by one and show that,
for any π , if any of them occurs then it must hold that ξ is
not high-return, that is, Jπ (ξ) ≤ σ .

Case 1: In this case, the state-space sequence is never in
the goal region, that is, ∀ k ∈ [0,∞), xk ̸∈ G. Therefore,
only the third case in (6) is fulfilled, for all k, and we obtain
r c(xk, xk−1) = 0 for all k. For any policy π , exploiting (2),
(4), (5a), and (9), we obtain2

Jπ (ξ) =

+∞∑
k=1

γ k−1rb(xk, xk−1, uk−1)

≤ Uout

+∞∑
k=1

γ k−1
=

Uout

1− γ
≤ σ. (12)

Note that, in (12) and in the rest of the proof, the dependency
of Jπ on the specific policy π is made irrelevant by using the
bounds in (5).

Case 2: Defining kenter := (min k s.t. xk ∈ G), we have
that kenter > ks. For the sake of simplicity and without loss of
generality, assume that the state is always in the region G after
kenter (i.e., xk ∈ G,∀ k ≥ kenter).3 For any policy π , from (2),
(4), and (6), we obtain

Jπ (ξ) =

kenter−1∑
k=1

γ k−1rb(xk, xk−1, uk−1)

+

+∞∑
k=kenter

γ k−1[rb(xk, xk−1, uk−1)+ r c
in

]
. (13)

Exploiting (7), and recalling that kenter > ks, from (13),
we obtain

Jπ (ξ) ≤

ks∑
k=1

γ k−1rb(xk, xk−1, uk−1)

+

+∞∑
k=ks+1

γ k−1[rb(xk, xk−1, uk−1)+ r c
in

]
. (14)

2Recall that, for |γ | < 1, the geometric series is
∑
+∞

k=0 γ k
= 1/(1− γ )

and the truncated geometric series is
∑n−1

k=0 γ k
= (1− γ n)/(1− γ ).

3The reason why we do not lose generality is that we are interested in
upper bounding Jπ (ξ) with σ , and the simplifying assumption makes Jπ (ξ)

the largest possible, because the smallest reward obtainable inside G (i.e.,
r c

in + L in) is at least equal to the largest reward obtainable outside G (i.e.,
Uout), because of (7).
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Then, from (14) and exploiting (5), we obtain

Jπ (ξ) ≤ Uout

ks∑
k=1

γ k−1
+ (Uin + r c

in)

∞∑
ks+1

γ k−1

= Uout

ks−1∑
k=0

γ k
+ (Uin + r c

in)γ
ks

+∞∑
k=0

γ k

= Uout
1− γ ks

1− γ
+ (Uin + r c

in)
γ ks

1− γ
.

Exploiting (10), it is immediate to see that Jπ (ξ) ≤ σ .
Case 3: From the definition of kexit (see Section II), we have

xkexit(ξ)−1 ∈ G and xkexit(ξ)
̸∈ G. From (7), the largest Jπ (ξ) is

obtained when the state-space sequence ξ is such that xk ∈ G,
∀k ∈ [1, kexit(ξ)), ξ then exits the region G at kexit(ξ) = kp, and
enters again at time kp + 1. Thus, without loss of generality,
we assume this is the case. Then, we have

Jπ (ξ) ≤

kp−1∑
k=1

γ k−1[rb(xk, xk−1, uk−1)+ r c
in

]
+ γ kp−1(rb(xkp , xkp−1, ukp−1) + r c

exit)

+

∞∑
k=kp+1

γ k−1[rb(xk, xk−1, uk−1)+ r c
in

]

≤ (Uin + r c
in)

kp−2∑
k=0

γ k
+ γ kp

∞∑
k=0

γ k


+ γ kp−1(Uout + r c

exit

)
= (Uin + r c

in)
1− γ kp−1

+ γ kp

1− γ
+ γ kp−1(Uout + r c

exit

)
.

Exploiting (11), we immediately verify that Jπ (ξ) ≤ σ .
Notably, Proposition III.5 does not guarantee the existence

of any high-return state-space sequence. The existence of the
latter is instead guaranteed by Corollary III.7.
Assumption III.6. Let

r c
in > σ(1− γ )− L in. (15)

Corollary III.7. Let Assumption III.1 hold. A sufficient con-
dition for the existence of high-return state-space sequences is
that Assumption III.6 holds. Moreover, a necessary condition
for the existence of high-return state-space sequences is that

r c
in > σ(1− γ )−Uin. (16)

Proof: Let P be the proposition “∃ξ ∈ X∞ : ∀π,

Jπ (ξ) > σ .”
Assumption III.6 ⇒ P: Consider a state-space sequence

ξ⋄ = (x0, x1, . . .) with all xk ∈ G. Then, for any π , from (2),
(6), and (7), it holds that Jπ (ξ⋄) ≥ (r c

in + L in)/(1− γ ).
Exploiting Assumption III.6, we derive that Jπ (ξ⋄) > σ .

(16)⇐ P: To demonstrate this result, we show equivalently
that ¬(16)⇒ ¬P . Using again (2), (6), and (7), for any policy
π , we derive that Jπ (ξ) ≤ (r c

in +Uin)/(1− γ ) for all the
state-space sequences ξ ∈ X∞. If (16) does not hold, we have
Jπ (ξ) ≤ σ,∀ξ ∈ X∞.

We remark that although Assumption III.6 is not a necessary
condition itself for the existence of high-return state-space
sequences, it implies (16) [because of (8a)], which is one.

Remark III.8 (Selection of kp). Equation (11) captures the
only assumption that depends on kp. Given this assump-
tion, it is possible to observe that kp can be set to any
arbitrarily large value, thus not limiting the variety of prob-
lems that can be addressed using the present theoretical
framework.

To summarize, we demonstrated that it is possible to check
if a state-space sequence is acceptable by verifying that it is
high-return. Conversely, there may exist acceptable state-space
sequences that are not high-return, for example, those that exit
(and reenter) G before ks, or those that enter G before ks but
not early enough to collect sufficient rewards to be high-return.
In some cases though, it is possible to prove that acceptable
state-space sequences are high-return, such as those that enter
the goal region not later than a certain time instant (kz) and
never exit it, as formalized by the next proposition.
Assumption III.9 (Dependent on the Choice of kz). Given
some kz ∈ N≥0, with kz ≤ ks, let

r c
in > −L in − Lout

1− γ kz−1

γ kz−1 + σ
1− γ

γ kz−1 . (17)

Proposition III.10. Let kz ∈ N≥0 such that kz ≤ ks.
If Assumptions III.1 and III.9 hold, then state-space sequences
that are in G for the first time at time kz or earlier and have
kexit = ∞ are high-return.

Proof: According to the hypothesis, let ξ = (x0, x1, . . .)

be a state-space sequence such that xk /∈ G for k < kz and
xk ∈ G for k ≥ kz. For all policies π , from (2), (4), and (6),
we obtain

Jπ (ξ) =

kz−1∑
k=1

γ k−1rb(xk, xk−1, uk−1)

+

+∞∑
k=kz

γ k−1[rb(xk, xk−1, uk−1)+ r c
in

]
.

Exploiting (5d) and (5c) yields

Jπ (ξ) ≥ Lout

kz−1∑
k=1

γ k−1
+

(
L in + r c

in

) +∞∑
k=kz

γ k−1

= Lout

kz−2∑
k=0

γ k
+

(
L in + r c

in

)
γ kz−1

+∞∑
k=0

γ k

= Lout
1− γ kz−1

1− γ
+

(
L in + r c

in

) γ kz−1

1− γ
.

Given (17), it follows that Jπ (ξ) > σ . Moreover, say ξ ′ a
state-space sequence that is in G for the first time at some
time k ′z < kz, that is, with xk /∈ G for k < k ′z and xk ∈ G
for k ≥ k ′z. For all policies π , exploiting (7) and the fact that
Jπ (ξ) > σ , we have

Jπ (ξ ′) ≥ Lout

k ′z−1∑
k=1

γ k−1
+ (L in + r c

in)

+∞∑
k=k ′z

γ k−1

≥ Lout

kz−1∑
k=1

γ k−1
+ (L in + r c

in)

+∞∑
k=kz

γ k−1 > σ.
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From (17), we notice that the larger r c
in is, the later

state-space sequences are required to be in G to be high-return.
Moreover, it is again important to remark that while state-space
sequences that enter G within kz time steps always exist, the
same is not necessarily true for trajectories: this depends on
the dynamics of the system being controlled.
Remark III.11 (Tracking). In the results in Section III-A,
it was never assumed that G is a fixed region in the state
space. Indeed, it is possible to carry out the same analysis
by considering a time-dependent goal region Gk and, for
simplicity of computation, the quantities

U := sup
x ′∈X , x∈X , u∈U

rb(x ′, x, u)

L := inf
x ′∈X , x∈X , u∈U

rb(x ′, x, u)

rather than Uout, Uin, and Lout, L in should be used in (5),
respectively. This reformulation can be used to address track-
ing control problems.

Reviewing the findings derived so far, a shaped reward r
needs to satisfy Assumptions III.1, III.4, and III.6 (to exploits
Proposition III.5 and Corollary III.7) and optionally Assump-
tion III.9 (with some chosen kz, to exploit Proposition III.10);
see also Fig. 2. Next, we characterize the relation between
these assumptions and show that they can hold simultaneously.

B. Compatibility of the Assumptions

First, we give the following lemma to aid the selection of r c
in.

Lemma III.12. Given some kz ≤ ks, if Assumption III.9 holds,
Assumption III.6 also holds.

Proof: See the Appendix.
We say that two or more assumptions are compatible if they

can hold simultaneously. To guarantee that high-return state-
space sequences are acceptable (see Proposition III.5) and that
such state-space sequences exist (see Corollary III.7), we need
Assumptions III.1, III.4, and III.6, whose compatibility is
ensured by the following lemma.
Lemma III.13. Assumptions III.1, III.4, and III.6 are com-
patible if

σ >
Uout

1− γ
+

1inγ
ks

(1− γ )(1− γ ks)
. (18)

Proof: See the Appendix.
To guarantee that a class of acceptable state-space sequences

are high-return, we need Assumption III.9 (see Proposi-
tion III.10), whose compatibility with previous ones is ensured
by the following lemma.
Lemma III.14. Given some kz ≤ ks, Assumptions III.1, III.4,
III.6, and III.9 are compatible if

σ >
γ ks

(1− γ )(1− γ ks)
1in +

Uout

1− γ

+
γ ks(1− γ kz−1)

(1− γ )(γ kz−1 − γ ks)

(
γ ks1in

(1− γ ks)
+1out

)
. (19)

Proof: See the Appendix.

C. Constructive Procedure for Reward Shaping

In Algorithm 1, we propose a constructive procedure
that can be applied to shape the reward functions used in

Algorithm 1 Reward Shaping
Input: A goal region G, a desired settling time ks, and a

desired permanence time kp; a bounded reward
function rb, and discount factor γ .

Output: A reward function r satisfying to
Assumptions III.1, III.4, III.6.

1 Uout ← supx ′∈X \G,x∈X ,u∈U rb(x ′, x, u) ; ▷ c.f. Eq. (5a)
2 Uin ← supx ′∈G,x∈X ,u∈U rb(x ′, x, u) ; ▷ c.f. Eq. (5b)
3 L in ← infx ′∈G,x∈X ,u∈U rb(x ′, x, u) ; ▷ c.f. Eq. (5d)
4 σ ← rand

(
Uout
1−γ
+

(Uin−L in)γ
ks

(1−γ )(1−γ ks )
, ∞

)
; ▷ from

Lemma III.13
5 I ←

(
σ(1− γ )− L in, −Uin −Uout

1−γ ks

γ ks + σ
1−γ

γ ks

]
;

▷ c.f. Eqs. (7), (10), (15)
6 r c

in ← rand(I);

7 r c
exit ← rand

(
−∞, ↪→

−Uout −
1

γ kp−1

[
(Uin + r c

in)
1+γ kp−1(γ−1)

1−γ
− σ

])
;

▷ c.f. Eq. (11)
8 build r c as in (6);
9 r ← rb

+ c;

Section III. To provide more flexibility, the procedure takes a
preexisting reward rb as input, bounded according to (5). If no
rb is available, it is possible to set rb

= 0. As Lemma III.13
ensures set I in the algorithm is not empty, the latter always
terminates successfully. Once Algorithm 1 has been used to
obtain a shaped reward r (thus fixing r c

in, r c
in, σ , which remain

constant), it is possible to run an RL algorithm to learn a
suitable control policy, as explained below in Section III-E.

It is to be noted that in some cases the values of r c
in

and r c
exit resulting from Algorithm 1 might be significantly

larger in absolute value when compared to those in rb. This
can lead to a relatively sparse reward function r , that is,
one where relatively large values (in absolute value) are
present but infrequent in the state-action space. Notoriously,
this lack of frequent feedback information can make learning
more difficult, especially when deep RL algorithms are used
(see [28], [29] and references therein). To mitigate this issue,
it is possible to select r c

in and r c
exit as small in absolute value

as possible, while still complying with Assumptions III.1,
III.4, and III.6. Reward-shaping methods that do not make
the reward sparse will be the subject of future work.
Remark III.15 (Advanced Reward-Shaping Algorithm). For
simplicity, in Algorithm 1, we did not include the requirement
captured by (17) on r c

in (used to ensure that a family of
acceptable state-space sequences are high-return, according to
Proposition III.10), as it depends on the time instant kz, which
would be a further parameter to select. This constraint can be
incorporated in Algorithm 1 by first selecting kz ≤ ks (possibly
exploiting knowledge of the system to control), enforcing (19)
at line 4 (Lemma III.14 ensures I is not empty), and using
the right-hand side of (17) as lower bound of I at line 5.

D. Assessing Acceptable Trajectories

In Section III-A, we showed how the value of the return
Jπ (ξ) can be used to assess whether ξ is an acceptable
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state-space sequence. The same theory applies to trajectories
(which, by definition, are state-space sequences).

It is important to remark that, while the existence of high-
return state-space sequences is ensured by Proposition III.7,
it can be much more difficult to establish if there actually exist
policies that generate high-return trajectories. This depends
on the dynamics of the system at hand and the performance
required and is tightly related to the problem of reachabil-
ity [30], with the addition of requirements on the settling time
and the permanence time.

E. Assessing Acceptable Policies in Value-Based
Reinforcement Learning

First, we provide a simple result stating that an acceptable
policy (see Definition II.3) can be found by achieving the
optimum in (3), thus solving point 2) in Problem II.4.
Lemma III.16. Let Assumptions III.1 and III.4 hold. If there
exists a high-return policy π⋄ from x̃0 ∈ X , then the optimal
policy π ⋆ solving the problem objective defined in (3) is
acceptable from x̃0.

Proof: As π ⋆ maximizes the return in (3), then
Jπ⋆

(φπ⋆

(x0)) ≥ Jπ⋄(φπ⋄(x0)) > σ , exploiting Proposi-
tion III.5 (applicable, as Assumptions III.1 and III.4 hold).

Proposition III.5 allows to detect acceptable state-space
sequences by evaluating their return Jπ . However, this is
not normally known in an RL setting, but it is instead
approximated through a value function. In particular, let Q :
X × U → R be the state-action value function associated
with the greedy policy

πg(x) = arg max
u∈U

Q(x, u). (20)

Q is normally updated iteratively with the Bellman operator
so that it converges to the value of Jπg , in the sense that
Q(x, u) ≈ r( f (x, u), x, u)+ γ Jπg(φπg( f (x, u)) [31, Sec. 3].

In the next theorem, we conclude the analysis by showing
how the acceptability of a policy can be evaluated by assessing
the value of Q.
Theorem III.17. Consider a state xk ∈ X at time k. Let
Assumptions III.1 and III.4 hold and assume that

sign
(

max
u∈U

Q(xk, u)− σ

)
= sign(Jπg(φπg(xk))− σ). (21)

If maxu∈U Q(xk, u) > σ , then πg is an acceptable policy from
xk .

Proof: Exploiting (21), maxu∈U Q(xk, u) > σ implies
that Jπg(φπg(xk)) > σ . Thus, it is immediate to apply
Proposition III.5 (using Assumptions III.1 and III.4) to obtain
that φπg(xk) is acceptable.

It is important to clarify that φπg(xk) being an acceptable tra-
jectory means that, by following policy πg: 1) the state-space
sequence will be in G before ks time instants have passed (i.e.,
∃ k ′ ∈ [k, k + ks] : xk ′ ∈ G) and 2) the state will not exit from
G before kp + 1 time instants have passed, (i.e., ∄ k ′′ ∈ [k +
1, k + kp] : xk ′′−1 ∈ G, xk ′′ ̸∈ G). Moreover, we note that (21)
is satisfied if Q is well approximating Jπg , in the sense that∣∣∣∣max

u∈U
Q(xk, u)− Jπg(φπg(xk))

∣∣∣∣ < |Jπg(φπg(xk))− σ |. (22)

Fig. 3. Sketch representation of the environments used in the numerical
validation in Section IV. (a) Pendulum. (b) Lunar Lander. Both the pendulum
and the lander are depicted in their initial states.

Indeed, (22) implies (21) through Lemma A.2 in the
Appendix.4 Equation (22) is fulfilled after a finite number
of iterations if the algorithm used to update the value of Q
is converging asymptotically to Jπg , which has been proved
formally for RL algorithms like state action reward state
action (SARSA) and Q-learning [31]. In the latter, the greedy
policy and the function Q are guaranteed to converge to
the optimal policy and its discounted return J , respectively;
hence, if high-return policies exist, Lemma III.16 guarantees
that the learned policy is acceptable.

IV. NUMERICAL RESULTS

We validate the theory presented in Section III by means
of two representative case studies (and corresponding RL
environments, from OpenAI Gym [22]): Pendulum [23] and
Lunar Lander [24]. The former is a classic nonlinear bench-
mark problem in control theory, whereas the latter is a more
sophisticated control problem with multiple inputs and outputs.
In particular, we first validate Theorem III.17 using Q-learning
to learn a policy that stabilizes a pendulum within a predefined
time; then, we show that the theory also holds when using a
deep RL algorithm, such as Double deep Q network (DQN),
to learn a policy able to land a spacecraft fulfilling desired
time constraints.

In each scenario, the learning phase and deployment phase
are repeated in S ∈ N>0 independent sessions, which are
composed of E ∈ N>0 episodes. Each episode is a simulation
lasting N ∈ N>0 time steps. Moreover, we always use the
ϵ-greedy policy [31] during learning.

For reproducibility, the code is available on GitHub [25].

A. Pendulum

1) Description of the Pendulum Environment: In this envi-
ronment, the objective is to stabilize a rigid pendulum affected
by gravity to the upward position in a certain time, by exploit-
ing a torque applied at the joint. In particular, the pendulum
is a rigid rod, having length l = 1 m, mass m = 1 kg and
moment of inertia I = 1/3 ml2; the gravitational acceleration
is taken equal to g = 10 m/s2. A graphical depiction of the
scenario is given in Fig. 3(a).

4Assuming Jπg (φπg (xk)) ̸= σ . The case that Jπg (φπg (xk)) = σ is,
however, not of interest, as the trajectory φπg (xk) would not be high return.
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a) State: The state at time k is xk := [xk,1 xk,2]
T,

where xk,1 and xk,2 are the angular position and angular
velocity of the pendulum, respectively. To apply Q-learning,
which is a tabular RL method, we discretize the state space
(and the set of acceptable inputs). Namely, the position xk,1
takes values in [−π, π] rad, with [−π,−π/9] discretized into
eight equally spaced values, (−π/9,−π/36] into seven values,
and (−π/36, 0] into five values (analogously for [0, π]). The
velocity xk,2 takes values in [−8, 8] rad/s, with [−8,−1]
discretized into ten values, and (−1, 0] into nine values
(analogously for [0, 8]). xk,1 = 0 and xk,1 = π correspond
to the upward and downward positions, respectively. In each
simulation, the initial condition is chosen as x0 = [π 0]T.

b) Control inputs: The control input uk is a torque
applied at the pendulum’s rotating joint, with values chosen in
[−2, 2] Nm, with the interval [−2,−0.2] discretized into nine
values, and (−0.2, 0] into four values (analogously for [0, 2]).

c) Control problem: Let x ref := [0 0]T denote the
unstable vertical position. The goal region is G := {x ∈
X |

∥∥x − x ref
∥∥ < θ} (∥·∥ being the Euclidean norm), with

θ = 0.42 amounting to 5% of the maximum distance from
the origin, in the state space. We select the desired settling
time as ks = 500 time steps and the desired permanence time
as kp = 1000 time steps (see Section II).

d) Reward: To guarantee the required performance and
steady-state specifications, the reward function is chosen as
in (4), with rb being the standard Gym reward, given by

rb(xk, xk−1, uk−1) = −x2
1,k − 0.1 x2

2,k − 0.001 u2
k−1. (23)

Following Algorithm 1, from (23), we compute that

Uout = max
xk /∈G,xk−1∈X ,uk−1∈U

rb
= −0.1θ2

≈ −0.018

Lout = min
xk /∈G,xk−1∈X ,uk−1∈U

rb

= −π2
− 0.1 · 82

− 0.001 · 22
≈ −16.27

Uin = max
xk∈G,xk−1∈X ,uk−1∈U

rb
= 0

L in = min
xk∈G,xk−1∈X ,uk−1∈U

rb
= −θ2

− 0.001 · 22
≈ −0, 18.

Then, given γ = 0.99 [see (2)], we select σ = 10 000 [see (9)],
and the correction terms in (6) as

r c
in = −Uin −Uout

1− γ ks

γ ks
+ σ

1− γ

γ ks
≈ 1.52 · 104

r c
exit = −Uout −

1
γ kp−1

[
(Uin + r c

in)
1+ γ kp−1(γ − 1)

1− γ
− σ

]
≈ −3.50 · 1010.

e) Parameters: We take S = 5 sessions, E =

10 000 episodes, and N = 1000 time steps. We set the learning
rate to 0.8. For the ϵ-greedy policy, we select ϵ = 0.05.

2) Results of Q-Learning in the Pendulum Environment:
After training is completed for all sessions, we test the
capability of the learned policies to swing up and stabilize
the pendulum within the desired settling time. The results are
portrayed in Fig. 4, showing the distance of the trajectories
from x ref, position, and velocity in time. We observe that the
control problem is solved in all sessions, suggesting that the

Fig. 4. Average (blue line) plus/minus standard deviation (shaded area) of∥∥xk − x ref
∥∥ (top), angular position xk,1 (middle), and angular velocity xk,2

(bottom), obtained by S policies trained with Q-learning in the pendulum
environment. The green solid line (top) indicates the goal region G; the green
dashed line (middle and bottom) indicates neighborhoods of width 2θ centered
in x1,k = x ref

1 = 0 (middle) and in x2,k = x ref
2 = 0 (bottom). The red line

indicates the time instant when the (averaged) trajectory enters the goal region.

optimal policy (which would be an acceptable one, according
to Lemma III.16) has been found. Interestingly, this might
be difficult to detect by looking only at the returns obtained
during training, plotted in Fig. 5. Indeed, the discounted
returns per episode appear to decrease as training progresses.
This happens because, as the agent progressively learns to
enter the goal region and to do so earlier in later episodes,
the chance of it incurring the penalty r c

exit for existing the goal
region increases as the result of random explorative actions,
taken by the ϵ-greedy policy used during learning. Although
this does not prevent learning from converging to the optimal
policy, in practical implementations, this can be avoided by
letting the exploration rate ϵ decay in later episodes. However,
tuning the decay rate is highly problem-dependent and no
general rule can therefore be given here.

In our experiments, learning ended after the planned
episodes. An alternative heuristic method to determine when
to terminate the learning stage is to pause training at regular
intervals, and simulate using the greedy policy in (20). If the
return obtained exceeds σ , the greedy policy is deemed
acceptable (see Proposition III.5), ending learning; otherwise,
training continues.

B. Lunar Lander

1) Description of the Lunar Lander Environment: In a
2-D space, a stylized spaceship must land at a small speed
in a specific area in a predetermined time, in the presence of
gravity, and the absence of friction. The spacecraft has three
thrusters to guide its descent and two supporting legs at the
bottom, as depicted in Fig. 3(b).
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Fig. 5. Average (green line) plus/minus standard deviation (shaded area)
of the discounted returns per episode obtained in S training sessions with
Q-learning in the pendulum environment. The red line indicates the threshold
value σ (see Section III-A). The returns are averaged backward across
episodes using a moving window of 50 samples.

a) State: The state at time k is xk = [pT
k vT

k θk ωk l l
k lr

k]
T,

where pk ∈ R2 is the horizontal and vertical position of the
center of mass (arbitrary units; a.u.), vk ∈ R2 is its horizontal
and vertical velocity (a.u./s), θk ∈ [0, 2π) rad is the orientation
of the lander (with 0 corresponding to the orientation of
a correctly landed spacecraft), ωk is the rate of change of
the orientation (rad/s), l l

k ∈ {0, 1} (resp. lr
k) is 1 if the left

(resp. right) leg is touching the ground. The initial conditions
are given by p0 = [0 1.4]T (consequently, l1

0 = l2
0 = 0),

v0 = [0 0]T, θ0 = 0, and ω0 = 0. The landing area is the
region [−0.2 0.2] × [−0.001 0.001] (horizontal and vertical
intervals, respectively). The terrain topography (beyond the
landing pad) is random in each simulation.

b) Control inputs: At each time step k, the lander can
use at most one of its three thrusters. In particular, we let
um

k ∈ {0, 1} be 1 if at time k the main engine on the bottom of
the spacecraft is used at full power or 0 if it is OFF, and define
ul

k, ur
k ∈ {0, 1} analogously for the left and right thrusters,

respectively. Then, the control input at time k is the vector
uk = [um

k ul
k ur

k]
T, which has four possible values, depending

on which thruster, if any, is used.
c) Control problem: The goal region G is the set of states

where pk is in the landing pad, vk = 0, θk = ωk = 0, and
l l
k = lr

k = 1. Additionally, we select the desired settling time
as ks = 500 time steps and the desired permanence time as
kp = 1000 time steps (see Section II). We also remark that
the simulation stops if the lander touches the ground beyond
the landing pad, or if it lands on the pad at a speed that is too
high. During training only, the simulation is also halted if the
spacecraft lands correctly. Further detail can be found in [24].

d) Reward: The reward function is in the form intro-
duced in (4), with rb generated according to the standard
environment definition [24]. Namely, let r̂ : X × X × U →
R be a function given by

r̂(xk, xk−1, uk−1) := 100(∥pk∥ − ∥pk−1∥)

+ 100(∥vk∥ − ∥vk−1∥)

+ 100(|θk | − |θk−1|)

Fig. 6. Average (blue line) plus/minus standard deviation (shaded area) of
the trajectory obtained by S policies trained with Double DQN in the Lunar
Lander environment. From top to bottom: position on the horizontal axis,
position on the vertical axis, velocity on the horizontal axis, velocity on the
vertical axis. The green lines define the goal region. The red line indicates
when the (averaged) trajectory enters the goal region.

+ 10(l l
k − l l

k−1)+ 10(lr
k − lr

k−1)

+ 0.3 um
k−1 + 0.03 ul

k−1 + 0.03ur
k−1. (24)

Then, rb is given by

rb(xk, xk−1, uk−1) =


100, if β1 is true
−100, β2 is true
r̂ , otherwise

(25)

where β1 and β1 are two mutually exclusive Boolean condi-
tions, namely β1 is true if the spacecraft lands on the ground
and stops, and β2 becomes true if the lander touches any point
of the map with a speed that is too high (i.e., it crashes),
or goes beyond the operating area of the environment, that is,
[−1.5, 1.5] × [−1.5, 1.5]. Following Algorithm 1, from (25),
we derive that Uout = 100, Lout = −100, Uin = 100,
L in = 100. Given γ = 0.99 [see (2)], we select σ = 12 000
[see (9)], and the correction terms in (6) as

r c
in = −Uin −Uout

1− γ ks

γ ks
+ σ

1− γ

γ ks
≈ 3.04 · 103

r c
exit = −Uout −

1
γ kp−1

[
(Uin + r c

in)
1+ γ kp−1(γ − 1)

1− γ
− σ

]
≈ −6.93 · 109.

e) Parameters: We take S = 5 sessions, E =

1000 episodes, and N = 1000 time steps. For the ϵ-greedy
policy, we select ϵ = 0.1. To better stabilize the values of Q
and help prevent overestimation, we use a standard Double
DQN algorithm (a variation of DQN [32]; see [33] for a
detailed description), implemented in TensorFlow 2. For the
neural networks, we used an input layer with eight nodes, two
hidden layers each composed of 128 nodes with rectified linear
unit (ReLU) activation functions, and an output layer with
three nodes and linear activation functions. The networks were
trained using the Adam optimizer [34], with a learning rate of
0.001. Samples collected during training are stored in a replay
buffer and at each training update a batch of 128 samples is
used.
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Fig. 7. Average (green line) plus/minus standard deviation (shaded area)
of the discounted returns per episode obtained in S training sessions with
Double DQN in the Lunar Lander environment. The red line indicates the
threshold value σ (see Section III-A). The returns are averaged backward
across episodes using a moving window of 50 samples.

2) Results of Double DQN in the Lunar Lander Environ-
ment: In this environment, in all sessions, the policies learned
with Double DQN can solve the given control problem,
fulfilling the given control requirements, as shown in Fig. 6.
In Fig. 7, we also report the returns obtained by the learning
algorithm. It is possible to observe that we obtain (averaged)
returns that are over the threshold value σ . In this case, the
large negative returns, which were visible in Fig. 5 for the
Pendulum environment, are not present. The reason is that,
in the Lunar Lander simulation environment, during training
(but not on validation), once the lander stops, the simulation is
halted; therefore, in this case, during training the lander never
exits the goal region once it has entered it.

V. CONCLUSION

One of the most significant challenges holding back the
use of RL for control applications is the lack of guarantees
concerning the performance of the learned policies. In this
work, we have presented analytical results that show how
a specific shaping of the reward function can ensure that a
control problem, such as a regulation problem, is solved with
arbitrary precision, within a given settling time. We have vali-
dated the proposed theoretical approach on two representative
experimental scenarios: the stabilization of a pendulum and
the landing of a simplified spacecraft.

One drawback of the present methodology is that the
shaped reward might be relatively sparse (as discussed in
Section III-C), which could possibly hamper learning when
using deep RL algorithms. Future work will focus on inte-
grating existing techniques [35] (and developing new ones)
for reward shaping, which can deal with the potential sparse
reward problem, on extending the current results to the case
of stochastic system dynamics, and on deriving conditions to
ensure feasibility of a set of control requirements (G, ks, kp)
for a given system, which is highly problem-dependent.

APPENDIX

Let δG(x) := miny∈G∥x − y∥ be the distance between x and
G; let h(x, u) := f (x, u)− x and H := supx∈X ,u∈U∥g(x, u)∥.

Proposition A.1. Consider the system defined in (1), and let H
be finite. If ks < δG(x̃0)/H, there does not exist an acceptable
policy π from x̃0.

Proof: We will show that there does not exist a policy
π such that in φπ (x̃0) there exist some k ′ ≤ ks such that
xk ′ ∈ G. Namely, consider some policy π and the trajectory
φπ (x̃0); note that

δG(x̃0) = min
y∈G

∥∥x̃0 − y
∥∥ = min

y∈G

∥∥x̃0 − xk + xk − y
∥∥

≤ min
y∈G

(∥∥x̃0 − xk
∥∥+ ∥xk − y∥

)
=

∥∥x̃0 − xk
∥∥+min

y∈G
∥xk − y∥. (26)

Rewrite (26) as

min
y∈G
∥xk − y∥ = δG(xk) ≥ δG(x̃0)−

∥∥x̃0 − xk
∥∥. (27)

A necessary condition for obtaining xk ∈ G is that δG(xk) = 0,
which is possible only if∥∥x̃0 − xk

∥∥ ≥ δG(x̃0). (28)

At the same time, it holds that

∥∥x̃0 − xk
∥∥ =

∥∥∥∥∥∥x̃0 −

x̃0 +

k−1∑
j=0

g(x j , u j )

∥∥∥∥∥∥ ≤ k H. (29)

Thus, to satisfy (28), it is required that k H ≥ δG(x̃0). Hence,
if ks < δG(x̃0)/H , then surely xk ̸∈ G for all k ≤ ks, and thus
φπ (x̃0) is not acceptable.
Proof of Lemma III.12: We rewrite (17) as

r c
in > −L in +

1− γ kz−1

γ kz−1 [(1− γ )σ − Lout] + (1− γ )σ. (30)

Exploiting (8b) and (9), we have (1−γ )σ ≥ Uout ≥ Lout, that
is, (1− γ )σ − Lout ≥ 0. Thus, (30) implies (15).
Proof of Lemma III.13: Assumptions III.1, III.4, and III.6 are
compatible if it is possible to select the constants σ , r c

in, r c
exit

in accordance with (9), (7), (10), (11), and (15). It is always
possible to select some r c

exit that satisfies to (11); differently,
to have (9), (7), (10), and (15) be compatible, the following
must hold: 1) (9); 2) Uout−L in ≤ −Uin−Uout(1− γ ks)/(γ ks)+

σ(1− γ )/(γ ks) [from (7) and (10)]; and 3) σ(1 − γ ) −

L in < −Uin−Uout(1− γ ks)/(γ ks)+σ(1− γ )/(γ ks) [from (10)
and (15)].

Note that 1) holds if σ ≥ Uout/(1− γ ), 2) holds if σ ≥

Uout/(1− γ ) + 1inγ
ks/(1− γ ), and 3) holds if (18) holds,

which is the most restrictive of the three.
Proof of Lemma III.14: From (10) and (17), Assumptions III.4
and III.9 are compatible if

−L in − Lout
1− γ kz−1

γ kz−1 + σ
1− γ

γ kz−1

< −Uin −Uout
1− γ ks

γ ks
+ σ

1− γ

γ ks
. (31)

We will show that (31) can be rewritten as (19). Then, recalling
that γ ∈ [0, 1], 1in, 1out ≥ 0, and kz ≤ ks, it is clear that (19)
is stricter than (18) in Lemma III.13 (and thus implies it),
hence proving the thesis that all Assumptions III.1, III.4, III.6,
and III.9 are compatible.
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To show that (31) can be rewritten as (19), rewrite (31) as

σ >
γ ksγ kz−11in

(1− γ )(γ kz−1 − γ ks)
+

γ kz−1(1− γ ks)Uout

(1− γ )(γ kz−1 − γ ks)

−
γ ks(1− γ kz−1)Lout

(1− γ )(γ kz−1 − γ ks)
. (32)

Note that γ kz−1(1 − γ ks) = (γ kz−1
− γ ks) + γ ks(1 − γ kz−1).

Hence, we have

γ kz−1(1− γ ks)Uout

(1− γ )(γ kz−1 − γ ks)
=

Uout

1− γ
+

γ ks(1− γ kz−1)Uout

(1− γ )(γ kz−1 − γ ks)

and we rewrite (32) as

σ >
γ ksγ kz−11in

(1− γ )(γ kz−1 − γ ks)
+

Uout

1− γ
−

γ ks(1− γ kz−1)1out

(1− γ )(γ kz−1 − γ ks)
.

(33)

Now, note that

γ kz−1

γ kz−1 − γ ks
=

γ kz−1(1− γ ks)− (γ kz−1
− γ ks)

(γ kz−1 − γ ks)(1− γ ks)
+

1
1− γ ks

=
γ ks(1− γ kz−1)

(γ kz−1 − γ ks)(1− γ ks)
+

1
1− γ ks

and rewrite (33) as

σ >
γ ks

(1− γ )(1− γ ks)
1in +

Uout

1− γ

+
γ 2ks(1− γ kz−1)1in

(1− γ )(γ kz−1 − γ ks)(1− γ ks)
+

γ ks(1− γ kz−1)1out

(1− γ )(γ kz−1 − γ ks)

which is immediate to rewrite as (19).
Lemma A.2. Given two scalars a, b ∈ R, with b ̸= 0,
if |a − b| < |b|, then sign(a) = sign(b).

Proof: We analyze separately the cases given by the
combinations of the signs on a − b and b.

1) Let b > 0, a−b ≥ 0; we have a ≥ b > 0, that is, a > 0.
2) Let b > 0, a−b < 0; we have −(a − b) < b, which

simplifies to a > 0.
3) Let b < 0, a−b ≥ 0; we have a−b < −b and thus

a < 0.
4) Let b < 0, a−b < 0; we have a < b < 0, that is, a < 0.
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