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Abstract— In this article, we propose a novel bilateral tele-
operation architecture for a multiarms system based on the
two-layer approach. Exploiting the concept of shared energy
tank, a passivity layer guarantees the passivity of the overall
architecture with respect to destabilizing factors such as time
delays in the communication channel. The desired behavior can
then be freely designed in the transparency layer. The formulation
of the energy tank is first revised, allowing a more efficient use
of energy, and then extended, allowing explicitly the use of both
admittance and impedance causality robots. A novel framework
capable of combining the use of teleoperated and autonomous
robots is proposed. The architecture has been tested and validated
on a multiarms system in a realistic surgical scenario with the
da Vinci research kit (dVRK) and an autonomous arm holding
the endoscope.

Index Terms— Control architectures and programming, med-
ical robots and systems, surgical robotics: laparoscopy, telerobot-
ics and teleoperation.

I. INTRODUCTION

TELEOPERATION systems allow the user to interact with
a remote environment performing a task while increasing

safety and accuracy. An example of this kind of task is
the manipulation of dangerous material, such as chemical
substances. The standard architecture of a teleoperation system
includes a local device and a remote device. The local device
is located at the operator side and is used to measure and send
the operator movements to the remote device, in the form of
pose information. The remote device is located in the remote
environment and replicates the motion of the local device,
performing the task. In a bilateral teleoperation architecture,
the interaction wrench between the remote device and the
environment is measured or estimated and sent back to the
local device, in the form of force feedback. The local device
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is then able to replicate the interaction with the environment,
providing the user with the feeling of directly interacting
with the remote environment. Bilateral teleoperation has been
exploited for many applications like bomb disposal [1] and
surgical procedures [2].

A teleoperation architecture composed of a single local
device and a single remote device (SLSR) may not provide
the necessary dexterity and flexibility for accomplishing a
task in a remote environment. In these cases, a teleoperation
architecture composed of multiple local devices and multiple
remote devices (MLMR) can provide the desired level of
remote mobility and interaction capabilities. A well-known
example of the application of an MLMR teleoperation archi-
tecture is the da Vinci Surgical System (Intuitive Surgical,
Inc., Sunnyvale, CA, USA).1 The surgeon uses two hand-held
haptic interfaces to teleoperate three or four arms of the
surgical robot for performing complex tasks.

Stability and transparency are the main issues when design-
ing a bilateral teleoperation system. Due to the distance
between the devices, the exchange of information between
the local and the remote sides typically happens over a
delayed communication channel. Communication delays and
interaction with a poorly known environment are the main
sources of instability in any teleoperation architecture. As it
will be shown in Section II, several control algorithms have
been proposed in the literature to solve the stability problem.
However, these algorithms typically decrease the transparency
of the system, i.e., the measure of how well the desired motion
and force feedback are implemented at the remote and local
sides, respectively [3].

In this article, we aim at developing an MLMR bilateral
teleoperation architecture which guarantees a stable interaction
with a poorly known environment (e.g., the human body) while
allowing the user to change the kind of feedback. Our method-
ology is built on top of the shared energy tank for MLMR
bilateral teleoperation architecture proposed in [4]. In fact,
as in [4], we augment each side of the teleoperation system
with a shared energy tank, and we interconnect each robot
on the same side to the same tank. The tank communicates
with the other side using the communication channel also
used for signals and commands. To overcome the limitations
in [4] (see Section II for more details), we first develop a
novel energy transfer protocol that minimizes the waste of
energy, and then, we formulate a novel tank dynamics to

1https://www.intuitive.com/

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0003-3366-309X
https://orcid.org/0000-0002-8195-1531
https://orcid.org/0000-0002-2493-5420
https://orcid.org/0000-0002-4989-1567
https://orcid.org/0000-0002-0287-6896
https://orcid.org/0000-0002-2098-0099


MINELLI et al.: TWO-LAYER-BASED MULTIARMS BILATERAL TELEOPERATION ARCHITECTURE 1267

implement it. Moreover, we extend the formulation of the
overall teleoperation architecture considering a generic number
of both admittance and impedance causality manipulators on
each side. Finally, we experimentally validate the proposed
architecture on surgical training tasks. The main contributions
of this article are as follows.

1) A novel theoretical formulation of the shared energy
tank to improve energy consumption and allow a con-
sistent flow of energy among all the actors of the
teleoperation architecture exploiting the energy-transfer
protocol.

2) A revised methodology to let the teleoperation archi-
tecture work with a generic number of both admit-
tance and impedance causality manipulators, and allow
the collaboration between teleoperated and autonomous
arms.

3) An experimental validation of the proposed architecture
on surgical training tasks.

This article is organized as follows. Section II reports dif-
ferent approaches addressing the stability/transparency prob-
lem in SLSR bilateral teleoperation architecture and how
these approaches have been extended to MLMR bilateral
teleoperation architectures. Section III presents the modeling
of the devices involved in the system and how they are
augmented with the proposed shared energy tank. The overall
bilateral control architecture is described in Section IV while
Section V reports simulations showing the advantages of the
novel formulation on the energy dynamics. Section VI shows
the experimental setup and the results of the validation of
the proposed teleoperation architecture. Finally, conclusion are
reported in Section VII.

II. RELATED WORKS

Several control architectures have been proposed for imple-
menting a bilateral teleoperation system [5]. In this section,
we will focus on the works that specifically address the design
of a stable and transparent MLMR teleoperation architecture
with respect to time delays and interaction with poorly known
environments.

Passivity-based control strategies have been proven to be
very successful since they allow to robustly handle the interac-
tion with unstructured environments and to compensate for the
destabilizing effects of the communication delay. For example,
the wave variables developed by Niemeyer and Slotine [6] are
one of the main tools used to achieve a stable teleoperation
system and have been exploited for decades. Based on a
given scheme, the wave variables encrypt the power variables
(velocities and forces) exchanged between the local and the
remote sides to turn the communication channel into a passive
element, regardless of the time delays. Furthermore, if both the
local and remote sides are passive, the overall teleoperation
architecture is passive too and thus stable. An example of
MLMR application of this concept has been developed by
Huang et al. [7]. Based on the forward wave compensation
method [8], a backward wave compensation method and an
energy regulator [9], they developed a DLDR teleoperation
system. An asymmetric compensation method enhances the

velocity and force tracking performance while ensuring the
passivity of the system. The main drawback of wave variables
is that the inherent dynamics of wave-based communication
channels is often deleterious for the transparency of the
teleoperation system.

Starting from the time domain passivity control (TDPC)
algorithm developed by Hannaford and Ryu [10],
Ryu et al. [11] proposed an application to bilateral
telemanipulation. In their approach, two elements are
introduced: 1) the passivity observer (PO) and 2) the
passivity controller (PC). The PO monitors the energy flow
into the system and a time-varying damping element, the
PC, is activated to dissipate the excessive energy when
necessary. An improved version of this kind of architecture,
the power-based TDPC (PTDPC), has been proposed by
Ye et al. [12], where the power flow, rather than the energy
flow, is monitored to achieve a smoother activation of the
PC. An example of MLMR implementation of the PTDPC
has been developed by Chen et al. [13]. In particular, the
SLSR PTDPC architecture is extended to solve the passivity
problem in an MLMR scenario and a novel communication
structure allows the system to deal with the complexity of
the communication channel when multiple local and remote
devices are interconnected. The main drawback of these kinds
of approaches is related to the conservativeness of the resulting
system, often too high and deleterious for transparency.

Alternative approaches are based on the idea of predicting
the nondelayed output of the plant by exploiting a model of
the system, and so compensating for the problem introduced
by the delays. Smith [14] first proposed a linear predictive
controller known as Smith predictor. In a teleoperation system,
the local and the remote devices are haptic interfaces or robotic
manipulators, which model is typically nonlinear and may also
vary with time (e.g., in the case of user interaction or object
picking). Huang and Lewis [15] introduced a recurrent neural
network to capture the remote robot nonlinearity and integrated
it with a linear Smith predictor to improve the performance
of the system. With the use of a Slotine-Li adaptive control
algorithm [16], Fite et al. [17] developed an architecture
which can also deal with time-varying environment dynam-
ics. Smith and Van Hashtrudi-Zaad [18] introduced the online
training of the network, allowing the system to estimate and
map the remote device and environment dynamics at the local
side. This increases the usability of the system, especially
in the presence of substantial delays in the communication
channel. The online knowledge of the remote and environment
dynamics allows the system to work also if the environment
dynamics is nonlinear and time-varying. These techniques are
very promising but, unfortunately, examples of application can
be found only for trilateral scenarios, as in [19] and [20], with
a particular focus on the dual-local single-remote teleoperation
architecture.

A different approach consists of replacing the force rendered
to the user with a different type of feedback, such as audio,
visual, or cutaneous. This technique, called sensory substitu-
tion [21], allows to make the system intrinsically stable since
the local devices are used as kinematic systems to produce
only the control signals for the remote devices (i.e., unilateral
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teleoperation). However, it is well known that this technique
reports worse performance in terms of transparency. Similarly,
Prattichizzo et al. [22] proposed to substitute haptic force
feedback with cutaneous feedback only. This technique, called
sensory subtraction, reports higher transparency levels since
the force generated is perceived as a subtraction between the
complete haptic interaction and the kinesthetic part of it.

Although it has been shown that these techniques can
produce effective feedback to the user, the goal of this article
is to propose an architecture that solves the stability problem
in systems capable of reproducing force feedback.

Franken et al. [23] developed a teleoperation control archi-
tecture based on a two-layer framework. By exploiting the
concept of energy tank, this kind of approach splits the control
architecture into two hierarchical layers. The higher layer
is used to implement a strategy that addresses the desired
transparency while the lower layer ensures that passivity is
not violated. An example of the application of this kind of
technique for an SLSR teleoperation architecture has been
developed by Ferraguti et al. [24], where the two-layer frame-
work has been exploited to passively implement the SLSR
bilateral teleoperation architecture and to compensate the
position mismatch between the local and the remote device.
Extensions to single-local multiremote teleoperation systems
were also proposed, for example, by Secchi et al. [25].

The two-layer architecture has been extended also to MLMR
systems by Minelli et al. [4] by introducing the concept
of a shared energy tank. In this approach, a single tank
is placed at each side of the teleoperation architecture and
all devices belonging to the same side share the energy
inside the same tank. This allows the system to decrease the
conservativeness introduced by passivity preservation and to
increase transparency. Even though this architecture guarantees
the stability of the system while allowing a high level of
flexibility and transparency, there are some lacks from the
energy management point of view: energy is often wasted
when the energy tank needs to be bounded. Moreover, the
formulation of the shared energy tank considers each side of
the teleoperation system made up of only admittance causality
robots, restricting its field of use to torque/force-controlled
robots. The experimental validation was done in laboratory
scenarios with industrial robots.

III. LOCAL AND REMOTE SIDE

We consider a teleoperation system composed of Nl local
robots and Nr remote robots, fully actuated and locally gravity
compensated. Each side is composed of a generic number of
admittance causality robots (N f

l for the local side and N f
r for

the remote side) and a generic number of impedance causality
robots (Nv

l for the local side and Nv
r for the remote side).

We consider Nl ≤ Nr , where each arm at the local side controls
just one arm at the remote side and the remaining Nr − Nl

arms are autonomous. Each robot is modeled as an n-DOFs
Euler-Lagrange system,2 where the control input depends on
the causality of the robot.

2For ease of notation, we consider that all the robots have the same number
of DOFs. All the results can be easily generalized to the case where the robots
have a different number of DOFs.

With a slight abuse of notation and for clarity of presenta-
tion, we will omit the dependencies of the variables when the
context is clear.

Admittance causality robots can be controlled by directly
providing the control force and can be modeled as

� f
si

ẍ f
si

+ μ f
si

ẋ f
si

= F f
si

+ E f
si

(1)

where x f
si ∈ R

n are the coordinates of the configuration of
the end-effector in the task space with i = 1, . . . , N f

s and
s ∈ {l, r}. The subscripts l and r are used to indicate the
local and the remote side, respectively. The term �

f
si ∈ R

n×n

is the symmetric and positive-definite inertia matrix, μ
f
wi ∈

R
n×n is the Coriolis/centrifugal matrix. The term F f

si ∈ R
n

represents the control inputs vector while E f
si ∈ R

n is the
vector of generalized external forces (i.e., the force applied
by the user or the force applied by the environment).

Impedance causality robots can be controlled by providing
the control velocity and can be modeled as

�v
s j

ẍ v
s j

+ μv
s j

ẋ v
s j

= Fv
s j

(
τ ẋ v

s j

)
+ Ev

s j
(2)

where x v
s j

∈ R
n are the coordinates of the configuration of

the end-effector in the task space with j = 1, . . . , Nv
s . The

term �v
s j

∈ R
n×n is the symmetric and positive-definite inertia

matrix, μv
s j

∈ R
n×n is the Coriolis/centrifugal matrix. The term

Fv
w j

∈ R
n represents the control force due to the control input

velocity vector τ ẋ v
s j

∈ R
n , and Ev

s j
∈ R

n is the vector of
generalized external forces.

It is worth noting that impedance causality robots do not
allow the user to directly command the control force Fv

s j
but

only the control velocity τ ẋ v
s j

. The term Fv
s j
(τ ẋ v

s j
) is computed

by an inner controller which takes care of tracking the desired
velocity τ ẋ v

s j
. However, the term Fv

s j
(τ ẋ v

s j
) is typically measur-

able, allowing the control of power flowing from the controller
to the robot.

The modeling of each side of the teleoperation system
is a generic composition of multiple devices with different
causality. The proposed methodology can be used to con-
trol a generic robotic system made up of teleoperated and
autonomous arms, improving the flexibility of the proposed
architecture.

To passively implement the bilateral teleoperation architec-
ture, shared energy tanks are introduced in the system at the
local and remote sides. Based on the original idea of the energy
tank [26], all the robots on the same side are connected to a
shared energy tank such that they can fill or extract energy
from the tank to implement the desired behavior.

To be able to fill the tank when necessary, a controlled dis-
sipation is implemented on each admittance-controlled robot,
and the corresponding dissipated energy flows into the tank.
This can be done by splitting the control input of each
admittance-controlled robot into the sum of two terms

F f
si

=d F f
si

+τF f
si

(3)

where the first term implements a variable local damping by
setting

d F f
si

= −D f
si

ẋ f
si

(4)
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with D f
si ∈ R

n×n a time-varying positive semidefinite matrix.
The second term is the effective control input.

By embedding the damping injection (4) into (1) we get the
following damped Euler–Lagrange model for each admittance
causality robot:

� f
si

ẍ f
si

+ μ f
si

ẋ f
si

+ D f
si

ẋ f
si

=τ F f
si

+ E f
si
. (5)

The damping injection mechanism is implemented only on the
admittance causality robots since they allow the implementa-
tion of an external force, which cannot be done on impedance
causality robots.

A shared energy tank is then introduced. As described
in [27], it is necessary not to store excessive energy in the tank
to avoid the implementation of practically unstable behaviors.

With respect to the formulation of the shared energy tank
in [4], we propose the following formulation:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ẋts = σs

⎛
⎝ N f

s∑
i=1

(ẋ f
si )

T D f
si ẋ f

si

xts

+ uts

⎞
⎠ (6a)

yts = ∂Ts

∂xts

(6b)

where xts ∈ R is the state of the tank, σs ∈ {0, 1} is a flag
used to limit the energy stored in the tank, (uts , yts ) ∈ R × R

is the power port through which the tank can exchange energy
with the rest of the world, and

Ts
(
xts

) = 1

2
x2

ts (7)

is the energy stored in the tank.
Each robot is interconnected to the energy tank to use

the energy stored to execute the desired action. This can
be done by implementing the following power-preserving
interconnection between all the robots and the shared energy
tank

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

τ F f
si

= ω f
si

yts (8a)
τ ẋ v

s j
= ωv

s j
yts (8b)

uts = −
N f

s∑
i=1

(
ω f

si

)T
ẋ f

si
−

N v
s∑

j=1

(
ωv

ws

)T
Fv

s j
(8c)

for i = 1, . . . , N f
s and j = 1, . . . , Nv

s . Substituting (8a) and
(8b) in (8c), the following equation holds:

N f
s∑

i=1

(
ẋ f

si

)T τ F f
si

+
N v

s∑
j=1

(
Fv

s j

)T
τ ẋ v

s j
= −uts yts (9)

which means that each robot can extract/inject energy
from/into the tank to implement the desired input by properly

choosing the modulation factors ω
f
si , ω

v
s j

∈ R
n . Let now set

� f
s = diag

(
�

f
s1 . . . �

f
s

N
f

s

)
(10)

μ f
s = diag

(
μ

f
s1 . . . μ

f
s

N
f

s

)
(11)

D f
s = diag

(
D f

s1 . . . D f
s

N
f

s

)
(12)

x f
s =

[
x f

s1 x f
s2 . . . x f

s
N

f
s

]
(13)

ω f
s =

[
ω

f
s1 ω

f
s2 . . . ω

f
s

N
f

s

]
(14)

E f
s =

[
E f

s1 E f
s2 . . . E f

s
N

f
s

]
(15)

and

�v
s = diag

(
�v

s1
. . . �v

sNv
s

)
(16)

μv
s = diag

(
μv

s1
. . . μv

sNv
s

)
(17)

Dv
s = diag

(
Dv

s1
. . . Dv

sNv
s

)
(18)

x v
s =

[
x v

s1
x v

s2
. . . x v

sNv
s

]
(19)

ωv
s =

[
ωv

s1
ωv

s2
. . . ωv

sNv
s

]
(20)

Fv
s

(
ẋ v

s

) =
[

Fv
s1

(
ẋ v

s1

)
. . . Fv

sNv
s

(
ẋ v

sNv
s

)]
(21)

Ev
s =

[
Ev

s1
Ev

s2
. . . Ev

sNv
s

]
. (22)

By grouping (5) and by considering (6) and (8), it is possible
to model each side of the MLMR teleoperation system as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

� f
s ẍ f

s + μ f
s ẋ f

s + D f
s ẋ f

s = ω f
s xts + E f

s (23a)

�v
s ẍ v

s + μv
s ẋ v

s = Fv
s (ωv

s xts ) + Ev
s (23b)

ẋts = σs(
(ẋ f

s )T D f
s ẋ f

s

xts

− (ω f
s )T ẋ f

s − (ωv
s )

T Fv
s ).

(23c)

With respect to [4], we redefine the terms σs in (23) as

σs =
{

0, if Ts
(
xts

) = T max
s ∧ �Ts > 0

1, otherwise
(24)

where

�Ts =
(

ẋ f
s

)T
D f

s ẋ f
s

xts

− (
ω f

s

)T
ẋ f

s − (
ωv

s

)T
Fv

s (25)

and T max
s represents the energy upper bound. The shared

energy tank proposed here allows to bound the maximum level
of energy stored in the tank by energetically disconnecting the
tank from the robots. It is worth noting that such disconnection
occurs only when σs = 0, that is when

Ts
(
xts

) = T max
s (26)

and (
ẋ f

s

)T
D f

s ẋ f
s

xts

− (
ω f

s

)T
ẋ f

s − (
ωv

s

)T
Fv

s > 0. (27)

This means that the energy tank is full and the overall control
action is dissipative (i.e., injecting energy into the tank), and so
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it is safe to decouple the tank and the robots. In this situation,
the energetic disconnection between the tank and the robots
allows keeping the energy stored in the tank constant to the
maximum value T max

s , since no more energy can flow in the
tank.

When σs = 0, the extra energy would produce an evolution
of ẋts represented by the term(

ẋ f
s

)T
D f

s ẋ f
s

xts

− (
ω f

s

)T
ẋ f

s − (
ωv

s

)T
Fv

s . (28)

Since σs = 0, this extra energy does not produce any effects
on the tank level. We design a local damping for each robot
as

D f
s =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min D f
s , if Ts

(
xts

)
> T bmax

s

ξ
(
Ts

(
xts

))
, if T bmin

s ≤ Ts
(
xts

) ≤ T bmax
s

max D f
s , if Ts

(
xts

)
< T bmin

s .

(29)

If the energy in the tank exceeds the energy upper threshold
T bmax

s , the local damping injection of the robot is set to a
minimum level min D f

s since harvesting energy is not needed.
If the energy in the tank is going below the energy lower
threshold T bmin

s , the local damping injection of the robot is
set to a maximum level max D f

s , to fill energy into the tank
as quickly as possible. Otherwise D f

s = ξ(Ts(xts )), where
ξ(T ) : R → R

(N f
s n)×(N f

s n) is any smooth non-increasing
function such that D f

s = min D f
s if Ts(xts ) = T bmax

s and
D f

s = max D f
s if Ts(xts ) = T bmin

s .
The choice of ξ(Ts(xts )) guarantees a smooth transition

between min D f
s and max D f

s , without discontinuities in the
forces applied to the devices. As defined in (29) all the robots
contribute in the same way to energy harvesting. Nevertheless,
robot-specific damping strategies may be designed.

Finally, the desired input for the robots can be achieved by
setting the modulating terms in (8a) and (8b) as

ω f
si

= Ks
(
Ts

(
xts

)) des F f
si

xts

(30)

and

ωv
s j

= Ks
(
Ts

(
xts

)) desẋ v
si

xts

(31)

where

Ks
(
Ts

(
xts

)) = min

(
1,

Ts
(
xts

) − T min
s

T R
s − T min

s

)
. (32)

If the energy stored in the tank is less than the user-defined
threshold T R

s ∈ R, a scaled version of the desired input is
implemented. In the worst case, it results that Ks(T (xs)) = 0,
which implies that no commands will be implemented to
preserve passivity. Nevertheless, since the local damping is
set to its maximum value when T (xts ) < T bmin

s , in practice it
is very unlikely that Ks(T (xts ) = 0 if T R

s is set greater or
equal to T bmin

s .
To ensure that the modulation introduced by the function

Ks(T (xs)) : R → R can only reduce the desired command,

Fig. 1. Coupling of two generic local or remote devices. Device s f
1 with

admittance causality, device sv
1 with impedance causality, and the energy tank.

The tank is used to store the dissipated energy and/or to extract the needed
energy.

Ks(T (xs)) has to be chosen such that the interval [T min
s , T max

s ]
is mapped into the interval [0, 1] and Ks(T min

s ) = 0. These
conditions prevent any energy extraction under the threshold
T min

s , preserving passivity and avoiding (23c) to become
singular.

It is worth noting that if impedance causality robots are
used, the modulation factor (31) may cause a drift in the
position tracking since the velocity is reduced. This does not
hold for the admittance causality robots, since the modulation
acts directly on the force.

The constants T min
s , T max

s , T bmax
s , T bmin

s , min D f
s , max D f

s are
application and robot-dependent design parameters. Fig. 1
shows the coupling of two generic local or remote devices
with the energy tank.

A. Passivity of the Local and Remote Sides

The kinetic energy V f
s (t) of the system described in (23a) is

given by the sum of the kinetic energies of all the admittance
causality robots at the s side and can be defined as

V f
s (t) = 1

2

(
ẋ f

s (t)
)T

� f
s (t) ẋ f

s (t) (33)

while V̇ f
s (t) is given by

V̇ f
s (t) = ẋ f

s (t)T � f
s (t) ẍ f

s (t) + 1

2
ẋ f

s (t)T �̇ f
s (t) ẋ f

s (t).

(34)

Since �̇
f
s (t) − 2μ

f
s (t) is skew symmetric and using (23a) we

can rewrite (34) as

V̇ f
s (t) = xts

(
ω f

s

)T
ẋ f

s + (
ẋ f

s

)T
E f

s − (
ẋ f

s

)T
D f

s ẋ f
s . (35)

Following the same passages, the kinetic energy V v
s (t) of the

system described in (23b) is given by the sum of the kinetic
energies of all the impedance causality robots at the s side
and can be defined as

V v
s (t) = 1

2

(
ẋ v

s (t)
)T

�v
s (t) ẋ v

s (t) (36)

and its time derivative can be computed as

V̇ v
s (t) = (

ẋ v
s

)T
Fv

s + (
ẋ v

s

)T
Ev

s . (37)

It is common practice, when using impedance causality robots,
assuming perfect velocity tracking. This means that

ẋ v
s j

= τ ẋ v
s j

(38)

which, using (8), (20), and (19) becomes

ẋ v
s = ωv

s xts . (39)
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Fig. 2. Coupling of two generic local devices l f
1 and lv1 with two remote devices r f

1 and rv
1 and one shared energy tank per side by means of the communication

channel.

Equation (37) can be then rewritten as

V̇ v
s (t) = xts

(
ωv

s

)T
Fv

s + (
ẋ v

s

)T
Ev

s . (40)

Finally, by substituting (23c) in (7), we can define Ṫs(t) as

Ṫs(t) = σs

((
ẋ f

s

)T
D f

s ẋ f
s − xts

(
ω f

s

)T
ẋ f

s − xts

(
ωv

s

)T
Fv

s

)
.

(41)

Proposition 1: The system in (23) is passive with
respect to the pair ((E f

s1, . . . , E f
s

N
f

s
, Ev

s1
, . . . , Ev

sNv
s
),

(ẋ f
s1, . . . , ẋ f

s
N

f
s
, ẋ v

s1
, . . . , ẋ v

sNv
s
)).

Proof: Consider as a storage function the total energy of
the teleoperation system (23)

V(t) = V f
s (t) + V v

s (t) + Ts(t) (42)

where V f
s (t) + V v

s (t) represents the energy associated with
the local or remote side and Ts the energy stored in the
corresponding tank. From (42), it follows that:

V̇(t) = V̇ f
s (t) + V̇ v

s (t) + Ṫs(t). (43)

Substituting (35), (40), and (41) in (43), we obtain

V̇(t) = (
ẋ f

s

)T
E f

s + (
ẋ v

s

)T
Ev

s − (1 − σs)

×
((

ẋ f
s

)T
D f

s ẋ f
s + −xts

(
ω f

s

)T
ẋ f

s − xts

(
ωv

s

)T
Fv

s

)
.

(44)

From (24), σs ∈ {0, 1}, and from (25) σs = 0 if and only if(
ẋ f

s

)T
D f

s ẋ f
s − xts

(
ω f

s

)T
ẋ f

s − xts

(
ωv

s

)T
Fv

s ≥ 0.

Thus, it follows that:

V̇(t) ≤
N f

s∑
i=1

(
ẋ f

si

)T
E f

si
+

N v
s∑

j=1

(
ẋ v

s j

)T
Ev

s j
(45)

which implies the passivity condition

V(t) − V(0) ≤
∫ t

0

N f
s∑

i=1

(
ẋ f

si
(τ )

)T
E f

si
(τ )

+
N v

s∑
j=1

(
ẋ v

s j
(τ )

)T
Ev

s j
(τ )dτ. (46)

�

IV. BILATERAL CONTROL ARCHITECTURE

In this section, we describe the control architecture for the
bilateral teleoperation of a generic MLMR system.

Following the approach proposed in [24], we endow each
shared energy tank with two ports, Pout

s and P in
s , through

which the tank can send/receive extra power to/from the rest
of the world. These ports allow the interconnection of the local
and the remote sides using a delayed communication channel,
achieving the teleoperation architecture.

Fig. 2 shows the overall architecture in the case of two
local devices (Nl = 2) and two remote devices (Nr = 2).
The general architecture can be decomposed into two layers:
1) a Transparency Layer and 2) a Passivity Layer. In the
transparency layer, local and remote side exchange position,
velocity, and force information that are used for computing
the desired inputs (Fd

l1
, Fd

l2
, Fd

r1
, Fd

r2
). These forces are sent to

the passivity layer whose role is to passively implement them
using the energy stored in the tanks. Local and remote energy
tanks can exchange power for balancing the amount of energy
stored at both local and remote sides.

It is worth noting that the Nr − Nl autonomous arms are
connected to the remote side tank to passively implement their
control actions. Formally, the overall architecture with N f

l
admittance causality local devices, Nv

l impedance causality
local devices, N f

r admittance causality remote devices, and
Nv

r impedance causality remote devices, and one tank per
side can be modeled as (47), shown at the bottom of the next
page, where P in

l , P in
r ≥ 0 and Pout

l , Pout
r ≥ 0 are incoming and

outgoing power flows that the tanks can exchange with each
other through the communication channel.

The interconnection between the two sides of the teleoper-
ation system can be represented by⎧⎨

⎩
P in

r (t) = Pout
l (t − δ)

P in
l (t) = Pout

r (t − δ)
(48)

where δ is the communication delay. For ease of notation,
we consider that the communication delay is constant over
time and the same in both directions. All the results can
be extended to the time-varying case exploiting the strategy
illustrated in [28].
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The policy used to define Pout
l and Pout

r in (47) is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pout
l (t) = (1 − σl)

((
ẋ f

l

)T
D f

l ẋ f
l − xtl

(
ω

f
l

)T
ẋ f

l +
−xtl

(
ωv

l

)T
Fv

l

)
+ E req

r (t − δ)βl P̄

Pout
r (t) = (1 − σr )

((
ẋ f

r

)T
D f

r ẋ f
r − xtr

(
ω

f
r

)T
ẋ f

r +
−xtr

(
ωv

r

)T
Fv

r

)
+ E req

r (t − δ)βr P̄

(49)

where P̄ ∈ R
+
0 is a design parameter which represents a rate

of energy flowing from one tank to the other, and the flags
E req

l , E req
r are used to implement an energy request process

and are defined as

E req
s =

{
1, if Ts

(
xts

) ≤ T req
s

0, otherwise.
(50)

If the energy stored in the tank is under the user-defined
threshold T req

s ∈ R then the tank sends an energy request
signal E req

s to the other tank, which can provide energy to
the other side under the following condition:

βs =
{

1, if Ts
(
xts

) ≥ T ava
s

0, otherwise
(51)

namely, each tank can provide energy to the other side if the
energy stored is over the user-defined threshold T ava

s ∈ R.
It is worth noting that the definition of the shared energy

tank is slightly different with respect to the one in (23). This is
because the introduction of the ports P in

l , P in
r , and Pout

l , Pout
r

allow to share the power provided by the controller between
the tanks, increasing the promptness of the overall system.

Through a revised use of these ports, compared to [4], the
new formulation of the shared energy tank (6), and the new
definition of σl and σr in (24) allow a more efficient use of
energy within the entire teleoperation system. In fact, in case
σl = 0, from (47) it results

ẋtl =
(

ẋ f
l

)T
D f

l ẋ f
l

xtl

−
(
ω

f
l

)T
ẋ f

l − (
ωv

l

)T
Fv

l − Pout
l

xtl

. (52)

Substituting (49) in (52) it follows that:

ẋtl = − E req
r (t − δ)βl P̄

xtl

(53)

which means that the energy in the tank can only decrease and
the power dissipated by the damping and the one introduced

by the operator action is transferred through Pout
l to the other

side. Moreover, the input power is canceled out to avoid energy
storage in the communication channel. Otherwise, if σl = 1,
from (47) it results that

ẋtl =
(

ẋ f
l

)T
D f

l ẋ f
l + P in

l

xtl

−
(
ω

f
l

)T
ẋ f

l − (
ωv

l

)T
Fv

l

+ − E req
r (t − δ)βl P̄

xtl

(54)

which means that the tank doesn’t need to be upper-bounded
and all the power sources can interact with it. The same
behavior holds for the remote side. This process did not occur
in [4], as the terms σl and σr were used to redirect only the
power due to damping. In such cases, when the energy stored
in the tank needs to be upper-bounded, the power introduced
by the operator is always wasted instead of being shared with
the other side. This new mechanism of managing the power
flowing to/from the tanks decreases the conservativeness of
the overall teleoperation architecture.

A. Passivity of the Overall Architecture

The strategy illustrated so far guarantees the passivity of
the teleoperation system as we will prove in this subsection.
At first, we need to guarantee that the new definition of Pout

s (t)
still satisfies the condition described in [4], as the following
lemma states.

Lemma 1: Pout
s (t) ≥ 0 with s ∈ {l, r}.

Proof: Since σs, E req
s , βs ∈ {0, 1} and P̄ ≥ 0, we get

E req
s (t − δ)βs P̄ ≥ 0. (55)

Thus, from (49) it follows that Pout
s (t) is non-negative if and

only if:
(1 − σs)

((
ẋ f

s

)T
D f

s ẋ f
s − xts

(
ω f

s

)T
ẋ f

s

)
− xts

(
ωv

s

)T
Fv

s

)
≥ −E req

s (t − δ)βs P̄ . (56)

If σs = 1, (56) becomes

−E req
s (t − δ)βs P̄ ≤ 0 (57)

that is always true thanks to (55). If σs = 0, from (24) we
have ((

ẋ f
s

)T
D f

s ẋ f
s − xts

(
ω f

s

)T
ẋ f

s

)
− xts

(
ωv

s

)T
Fv

s ) ≥ 0 (58)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�
f
l ẍ f

l + μ
f
l ẋ f

l + D f
l ẋ f

l = ω
f

l xtl + E f
l

�v
l ẍ v

l + μv
l ẋ v

l = Fv
l

(
ωv

l xtl

) + Ev
l

ẋtl =
(

ẋ f
l

)T
D f

l ẋ f
l + σl P in

l

xtl

−
(
ω

f
l

)T
ẋ f

l − (
ωv

l

)T
Fv

l − Pout
l

xtl

�
f
r ẍ f

r + μ
f
r ẋ f

r + D f
r ẋ f

r = ω
f

r xtr + E f
r

�v
r ẍ v

r + μv
r ẋ v

r = Fv
r

(
ωv

r xtr

) + Ev
r

ẋtr =
(

ẋ f
r

)T
D f

r ẋ f
r σr P in

r

xtr

−
(
ω

f
r

)T
ẋ f

r − (
ωv

r

)T
Fv

r − Pout
r

xtr

(47)
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which satisfy (56). This is the only case where the input term
contributes to Pout

s (t). As a consequence, Pout
s ≥ 0 and this

proves the lemma. �
We are now ready to state the main result.

Proposition 2: The MLMR teleoperation system
in (47) is passive with respect to the pair
((E f

l1
, . . . , E f

l
N

f
l

, Ev
l1
, . . . , Ev

lNv
l
, E f

r1 , . . . , E f
r

N
f

r
, Ev

r1
, . . . , Ev

lNv
r
),

(ẋ f
l1
, . . . , ẋ f

l
N

f
l

, ẋ v
l1
, . . . , ẋ v

lNv
l
, ẋ f

r1 , . . . , ẋ f
r

N
f

r
, ẋ v

r1
, . . . , ẋ v

rNv
r
)).

Proof: We consider as storage function the total energy
of the teleoperation system

W (t) = V f
l (t) + V v

l (t) + V f
r (t)

+ V v
r (t) + Tl(t) + Tr (t) + Hch(t) (59)

where Hch(t) is the energy stored in the communication
channel.

Using (47), we have that

Ẇ (t) = xtl

(
ω

f
l

)T
ẋ f

l +
(

ẋ f
l

)T
E f

l −
(

ẋ f
l

)T
D f

l ẋ f
l

+ xtl

(
ωv

l

)T
Fv

l + (
ẋ v

l

)T
Ev

l

+ xtr

(
ω f

r

)T
ẋ f

r + (
ẋ f

r

)T
E f

r − (
ẋ f

r

)T
D f

r ẋ f
r

+ xtr

(
ωv

r

)T
Fv

r + (
ẋ v

r

)T
Ev

r

+
(

ẋ f
l

)T
D f

l ẋ f
l − xtl

(
ω

f
l

)T
ẋ f

l − xtl

(
ωv

l

)T
Fv

l

+ σl P in
l (t) − Pout

l (t)

+ (
ẋ f

r

)T
D f

r ẋ f
r − xtr

(
ω f

r

)T
ẋ f

r − xtr

(
ωv

r

)T
Fv

r

+ σr P in
r (t) − Pout

r (t) + Ḣch(t). (60)

While the power is traveling from one side to the other,
it is stored in the communication channel that becomes an
energy-storing element in the teleoperation system. In partic-
ular, as shown in [29], we have that

Hch(t) =
∫ t

t−δ

(
Pout

l (τ ) + Pout
r (τ )

)
dτ. (61)

From (61) we get

Ḣch(t) = Pout
l (t) − Pout

l (t − δ) + Pout
r (t) − Pout

r (t − δ) (62)

and considering (48) and replacing (62) in (60) we end up
with

Ẇ (t) =
(

ẋ f
l

)T
E f

l + (
ẋ v

l

)T
Ev

l + (
ẋ f

r

)T
E f

r + (
ẋ v

r

)T
Ev

r

− (1 − σl)P in
l (t) − (1 − σr )P in

r (t). (63)

Since σs ∈ {0, 1} and from Lemma 1, P in
s ≥ 0, it follows that:

Ẇ (t) ≤
(

ẋ f
l

)T
E f

l + (
ẋ v

l

)T
Ev

l + (
ẋ f

r

)T
E f

r + (
ẋ v

r

)T
Ev

r

(64)

hence

Ẇ (t) ≤
N f

l∑
i=1

(
ẋ f

li

)T
E f

li
+

N v
l∑

j=1

(
ẋ v

li

)T
Ev

li

+
N f

r∑
i=1

(
ẋ f

ri

)T
E f

ri
+

N v
l∑

j=1

(
ẋ v

ri

)T
Ev

ri
(65)

which implies the passivity condition

W (t) − W (0) ≤
∫ t

0

N f
l∑

i=1

(
ẋ f

li
(τ )

)T
E f

li
(τ )

+
N v

l∑
j=1

(
ẋ v

li (τ )
)T

Ev
li (τ ) +

N f
r∑

i=1

(
ẋ f

ri
(τ )

)T
E f

ri
(τ )

+
N v

l∑
j=1

(
ẋ v

ri
(τ )

)T
Ev

ri
(τ )dτ. (66)

�
Remark 1: The architecture has been proposed in a contin-

uous time setting. To implement the architecture on a digital
control system, discretization is needed. It is well known
(see e.g., [28]) that a naive discretization of a passivity-based
controller can lead to inaccuracies in the energy bookkeeping
and even to a loss of passivity. Nevertheless, these effects
can be made negligible using control frequencies much higher
than the mechanical dynamics or using passive sampling as
proposed in [28] and [30].

V. PRELIMINARY SIMULATIONS

Due to the difficulty of evaluating the differences between
the novel tank dynamics proposed in Section III and its clas-
sical definition [4], we perform the comparison in a simulated
environment, and so, more easily controllable. We also decide
to simplify the robot model and use two rotational 1-DOF
robotic manipulators (modeled as second-order dynamic sys-
tems) since the behavior of the tank does not depend on
the number of DOFs. The interaction torque provided by
the operator is modeled as a position proportional derivative
(PD) controller where the inputs are the reference signal and
the delayed position and velocity of the robot at the remote
side. This feedback loop models the classic video streaming
used in a real teleoperation setup, where the operator uses
the perceived remote side robot position to control its haptic
device. The transparency layer is built with two position
PD controllers, while the passivity layer implements a basic
heuristic where the desired command is implemented if and
only if the corresponding tank has enough energy. The simula-
tion has been developed using Simulink on MATLAB R2022a.

The test is conducted with a constant delay of 150 ms
between the operator and the environment side. The energy
thresholds T max = 1.5, T ava = 0.6, T req = 0.4, ε = 0.001,
P̄ = 0.01 are set to such values to force the local and the
remote side tanks toward the upper and the lower bounds,
respectively. The tanks are initialized to T max/2 at the local
side and ε at the remote side. The robot model parameters (i.e.,
inertia and friction) are set equal to j = 0.0266 kgm2 and b =
0.0218 Ns.

A. Behavior Comparison

As shown in Fig. 3(a) and (b) the tanks at the remote side
are almost empty. The behavior of the tanks between 0 sec to
5 sec are the same since the increase of the stored energy is
only driven by the energy sent through P̄ from the local to
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Fig. 3. Comparison of the classical and proposed tank dynamic’s behavior. In red and blue are the local and remote side tanks respectively. (a) and
(e) Evolution of the tanks. (b) and (c) Powers dissipated by the robots. (c) and (g) Powers generated by the control actions. (d) and (h) Output powers.
(a)–(d) Results using the classical tank definition. (e)–(h) Results using the proposed tank definition.

the remote side. In both cases at 5 s, the teleoperated robots
have enough energy to perform their control actions and start
following the same trajectory. For this reason, as shown in
Fig. 3(b), (c), (f), and (g), the dissipated powers and the powers
provided by the controllers in the transparency layer are the
same in both cases.

The effect of the proposed novel tank dynamics can be
clearly seen by comparing Fig. 3(a) with Fig. 3(e). With the
classical tank definition when the tank at the local side reaches
its upper bound it starts to provide the dissipated power and P̄
to the remote side tank. This results in a linear increase in the
remote side tank until the E req has been reached, around 20 s.
On the other hand, our tank dynamics adds to the dissipated
power and P̄ also the power dissipated by the control action.
In fact, as shown in Fig. 3(h), the power shared by the tank
at the local side starting from 5 s includes the input power
shown in Fig. 3(g). This additional power source, as shown in
Fig. 3(e), increases the tank level at the remote side reaching
the upper bound around 9 s.

The proposed solution can improve the promptness of the
whole teleoperation system and guarantees a less conservative
passivity margin.

VI. EXPERIMENTAL EVALUATION

The proposed bilateral teleoperation architecture has been
evaluated in a surgical scenario, performing the peg-and-
ring [31] and the peg-in-hole [32] training tasks under a
constant communication delay of 300 ms between the local
and remote sides. As shown in Fig. 4, the experimental setup
is composed of a Vinci3 robot, controlled using the da Vinci
research kit (dVRK), and a Franka Emika manipulator. The
dVRK is the laboratory version of the Vinci1 surgical robotic
system [33]. The robot consists of two patient side manipula-
tors (PSMs), each one equipped with 7-DOFs plus a gripper,
two local tool manipulators (MTMs) and one endoscopic cam-
era manipulator (ECM). For the aim of this article, we replaced

3Registered trademark.

Fig. 4. Remote side of the experimental setup. The remote side of the
teleoperation is composed of two PSMs together with the autonomous Franka
Emika arm holding the stereo endoscope.

the standard endoscope with a custom-made stereo endoscope
attached to a Franka Emika robot. In surgical applications like
that the velocities are quite limited. This results in mechanical
dynamics much slower than the control frequency, which in
our case is of 1000 Hz.

The whole setup consists of a dual bilateral teleoperation
(DMDS) system together with an autonomous camera con-
troller in a shared-control fashion. At the local side, the two
MTMs are connected to the same tank and they work with
admittance causality. At the remote side, the two PSMs and
the Franka Emika robot are still connected to the remote
tank but with different causalities. In fact, the two PSMs are
velocity-controlled and, therefore, present impedance causal-
ity, while the Franka Emika robot works with an admittance
causality. This setup allows to harvest energy at the remote
side without affecting the tracking performance of the PSMs.
In fact, since they are velocity controlled, a variation of their
desired velocities to produce artificial damping would affect
the overall transparency. This can be avoided, at the remote
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TABLE I

CONFIGURATION OF THE LOCAL SIDE AND REMOTE SIDE TANK USED FOR
THE EXPERIMENTAL EVALUATION

side, by injecting artificial damping to only the Franka Emika
arm. It is worth mentioning that the clutch system of the
dVRK local console allows us to deal with the position drift
introduced by the modulation (31) of the remote robots.

The tanks’ parameters are reported in Table I. We chose
to set the same energy upper-bound T max

s since the energy
consumption of all manipulators is similar. Regarding the
artificial damping D f

s , we set a higher threshold T bmax
s at the

local side since the manipulators are always in interaction
with the user from whom we can harvest energy without
degrading the tracking performance. For the same reason,
we also set a higher value for T ava

s . For both tanks, the
modulation threshold T R

s is set to be smaller than T ava
s to not

have a local performance degradation to satisfy the remote
energy requests.

The peg-and-ring task consists of placing rings on the
same-colored pegs, using the two PSMs. Even if peg-and-
ring is not a proper surgical task, it is widely used as a
training exercise for surgeons, since it presents many chal-
lenges in common with real surgery, like avoiding obstacles,
grasping, and positioning small objects with precision and
dexterity (like needle grasping in suturing) [31]. In the peg-
in-hole task, the user must insert two small metal pegs
into a set of holes having different tolerances with respect
to the nominal peg’s diameter. This would cause different
values of force feedback during the peg insertion. Since the
peg-and-ring requires almost no interaction with the envi-
ronment we will assume a free-motion condition, while the
peg-in-hole is used to evaluate the performance in contact
condition.

The Franka Emika robot is controlled using a position
PD controller with variable stiffness. The target position for
the controller is the middle point between the two PSMs’
end-effectors, while the orientation is computed such that
the endoscope points always toward that point. The operator
can regulate the target distance along the pointing direction
during the experiment. In our application, the stiffness of
the controller is inversely proportional to such distance. This
choice is justified by the fact that for high distances a
high tracking quality is not necessary as the field of view
is wide. Conversely, for small distances, it is necessary to
correctly track the target to keep the surgical instruments
in sight. The variation of stiffness during the experiments
is shown in Fig. 5. Since the variable stiffness controller is
implemented within the transparency layer, the energy level at
the remote side is monitored by the tank as in (9), and thus

Fig. 5. Variation of the Franka Emika controller’s parameters during the
experimental evaluation.

the energy contribution introduced by the stiffness variation
is intrinsically included in the energy balance by measuring
τ F f

r1 and τ ẋ f
r1 . This highlights the high level of flexibility of

this approach: the user can freely choose the desired action
and the system will take care of implementing it as faithfully
as possible accordingly to passivity.

A. Transparency Layer

In the setup presented so far, at the local side we have
N f

l = 2 for the two MTMs, and Nv
l = 0, while at the remote

side we have N f
r = 1 for the Franka Emika robot holding the

endoscope, and Nv
r = 2 for the PSMs. The transparency layer

provides each side of the teleoperation system with the desired
command. At the local side, we modeled the transparency
layer as a virtual-damped spring linking the MTMs and the
PSMs as ⎧⎨

⎩
des F f

l1
(t) = K p

l1
el1(t) + K d

l1
ėl1(t)

des F f
l2

(t) = K p
l2

el2(t) + K d
l2

ėl2(t)
(67)

where des F f
l1

(t) is the MTM1 desired force and des F f
l2

(t) is the
MTM2 desired force. The transparency policy is modulated
through the proportional semi-positive definite gain matrices
K p

l1
and K p

l2
and by the derivative semi-positive definite gain

matrices K d
l1

and K d
l2

. The tracking errors are defined as⎧⎨
⎩

el1(t) = x v
r1
(t − δ) − x f

l1
(t)

el2(t) = x v
r2
(t − δ) − x f

l2 (t).
(68)

Due to the delay introduced by the communication channel,
the desired force for the local devices is necessarily computed
using delayed information.

To guarantee a small tracking error at the remote side,
we modeled the transparency layer as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

des ẋ v
r1
(t) = ẋ f

l1
(t − δ)

des ẋ v
r2
(t) = ẋ f

l2
(t − δ)

des F f
r1 (t) = K p

r1(t)er1(t) + K d
r1
(t)ėr1(t)

(69)

where desẋ v
r1
(t) and des ẋ v

r2
(t) represents the desired velocity for

the PSM1 and the PSM2, respectively, and des F f
r1 (t) is the
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Fig. 6. Position tracking on x–z axes for the remote side manipulators. In blue and orange the measured and the desired position, respectively. The position
tracking degrades during the peg-in-hole task due to the environment interaction and the effect of the tank modulation. (a) PSM1, (b) PSM2, and (c) Franka
Emika x axis. (d) PSM1, (e) PSM2, and (f) Franka Emika y axis. (g) PSM1, (h) PSM2, and (i) Franka Emika z axis.

desired force for the Franka Emika robot with

er1(t) =des x f
r1
(t) − x f

r1
(t) (70)

where desx f
r1 is the desired position for the endoscope provided

by the autonomous controller. The desired force for the Franka
Emika robot des F f

r1 depends also on the time-varying semi-
definite proportional and derivative gain matrices K p

r1(t) and
K d

r1
(t) which are adjusted to control the endoscope accuracy

with respect to the viewing distance.

B. Results
The tracking performance of the remote devices is shown in

Fig. 6. The tracking error of the PSMs is always within few
millimeters for almost all the peg-and-ring experiment, t >
105 s, while it increases significantly during the peg-in-hole
experiment, t > 105 s. This is due to two reasons: 1) during
the second part of the experiment the manipulators are often in
contact with the environment and 2) the tank’s energy value
is always below the modulation threshold T R

r . Anyhow, the
proposed teleoperation system allows us to always carry out
the two training tasks, as shown in the accompanying video.
The evolution of the two tanks is shown in Fig. 7: the energy
stored in the remote tank is constantly larger than the threshold
T R

s up to t = 97.5 s. After that, the tank starts to modulate
the desired input (i.e., the desired velocities for the PSM1 and
PSM2 and the desired forces for the Franka Emika robot) to
prevent emptying the tank and guarantee the passivity of the
system. This causes a higher tracking error during the final
part of the peg-and-ring task, as shown in Table II, and for
the whole duration of the peg-in-hole experiment, as shown in
Fig. 6.

TABLE II

MODULATION EFFECT ON THE RMSE OF THE TRACKING ERROR DURING

THE PEG-AND-RING FOR THE PSM1, PSM2, AND THE FRANKA EMIKA

ARMS (x–z AXES)

This is also confirmed by the behavior of the desired
velocity, the modulated velocity, and the real velocity shown
in Fig. 8. In fact, the modulated and the desired velocities
coincide as long as the energy in the remote tank remains
above the threshold T R

r . For the Franka Emika robot, as shown
in Fig. 6, such tracking degradation effects are visible only
during the dynamic phases because the manipulator has an
admittance causality. This means that the robot is controlled
by providing desired forces and the modulation acts directly
on them. Furthermore, the quality of the tracking, in this case,
depends also on the implemented control law, i.e., PD with
variable coefficients and with not a particularly high stiffness
to ensure smooth transients of the image. Fig. 9 shows the
effects of the forces modulation.

Similar considerations apply to the MTMs, whose desired
and modulated forces are shown in Fig. 10. In this case, the
energy stored in the local tank never goes below the threshold
T R

m and so the modulation is never applied for the whole
experiment’s duration. The root-mean-square error (RMSE) of
the force tracking error is 0.07 and 0.09 N for the MTM1 and
the MTM2, respectively.
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Fig. 7. Tank dynamics of both sides of the teleoperation. The local tank input power and energy requests together with the remote tank output power and
input energy requests are not reported since they are always zero. (a) Local and (b) remote tank dynamics. (c) Local tank output powers. (d) Remote tank
energy requests. (e) Local and (f) remote tank contributions.

Fig. 8. Velocity modulation on x–z axes for the PSMs. In blue and orange the desired and the modulated position, respectively. The modulation of the
desired velocities is due only to the action of the passivity layer since the two manipulators are in an admittance causality. PSM1 (a) x axis, (b) y axis, and
(c) z axis. PSM2 (d) x axis, (e) y axis, and (f) PSM2 z axis.

The effect of the novel tank dynamic, applied to the energy
transfer protocol, can be seen in Fig. 7(c). In fact, as opposed

to [4], until the local tank stays at its upper-bound (for t >
100 s) the transferred output power is the power of the artificial
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Fig. 9. Force modulation on x–z axes for the endoscope arm. In blue and orange the desired and the modulated force, respectively. The modulation of the
desired control forces is both due to the artificial damping and the action of the passivity layer. Franka Emika (a) x axis, (b) y axis, and (c) z axis.

Fig. 10. Force modulation on x–z axes for the MTMs. In blue and orange the desired and the modulated position, respectively. The modulation of the
desired control forces is due only to the artificial damping since the tank at the operator side never reaches the modulation threshold. MTM1 (a) x axis,
(b) y axis, and (c) z axis. MTM2 (d) x axis, (e) y axis, and (f) z axis.

damping together with the novel addition of the input power.
This leads to, as shown in Fig. 3, higher energy recycling
while guaranteeing the proper tank bound. Once the local tank
goes below T max

l (for t > 100 s), the energy transferred to the
remote tank is due to the energy request mechanism only, i.e.,
when the energy request E req

r is sent by the remote tank to the
local tank. Since the local tank has more energy than the T ava

l
threshold, it provides such energy through the power port Pout

l
by means of the energy packets P̄ . Finally, Fig. 7(e) and (f)
show the energy contributions of each manipulator in the
dynamics of the tank. The contribution of the damping at the
local side increases the energy stored in the tank to guarantee
the correct functioning of the system. Moreover, it provides a
sufficient overall energy level within the teleoperation system
and at the same time, it is not intrusive for the operator,
who does not see the desired force feedback much altered.
The major contribution of energy in the system is the one
introduced by the power exchange between the two sides of the
teleoperation architecture. Sharing the energy between the two
sides of the teleoperation architecture allows the overall system
to reduce the whole conservativeness and avoid situations
where one of the sides can be stuck without energy.

VII. CONCLUSION

In this article, we improved the shared energy tank by
designing an upper-bounding system based on the exchange
of energy between the two sides of the teleoperation sys-
tem. This reduces conservativeness and improves transparency

while guaranteeing passivity. The new architecture has been
validated with a surgical robot on training tasks. Moreover,
the teleoperation system has been augmented at the remote
side with an autonomous robot. The arm holds the endoscope
and always keeps the scene within the camera viewport. This
underlines the flexibility of the architecture to handle both
autonomous and teleoperated arms, with both admittance and
impedance causality, within the same tank.
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