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A scientific workflow is a set of programs with DAG-

structured data dependencies used to analyze large amounts

of data. The execution of workflows often requires scheduling

of thousands of tasks with heterogeneous resource require-

ments on distributed compute resources. To effectively utilize

compute resources, schedulers require task resource usage

estimates. We propose a predictive online scheduling (POS)

approach that learns those estimates during workflow execu-

tion using online models.

Traditionally, research either focuses on predicting task

resource usage [1] or on scheduling under the assumption of

perfectly accurate task resource usage estimates [2]. Given

the difficulty of the prediction task, as reported in the former

branch of research, assuming complete information about

task runtimes and communication costs for scheduling is not

realistic. Task resource usage is subject to many factors, such

as resource heterogeneity, input size, and background load.

We propose an integrated approach that combines schedul-

ing and resource usage estimation by adding learning about

task resource usage to the scheduling objectives. This leads

to a completely new scheduling scenario: scheduling under

partially controllable quality of resource usage estimates.
Compared to the traditional scenarios of perfectly accurate

estimates or bounded estimation errors, this leads to a more

complex but also more realistic execution model.

A second problem is that the majority of scheduling al-

gorithms assumes infinite resources for resource types other

than CPU. Memory is seldomly considered [3], but often a

bottleneck resource when running complex analyses on large

data sets [4], [5]. In addition, big data analysis frameworks

like Hadoop require users to specify the required amount of

CPUs and RAM per task, requiring more complex schedulers.

Our predictive online scheduling (POS) approach addresses

both problems. It exploits that programs often exhibit learnable

resource consumption behavior given their input size. Based

on this observation, POS learns task characteristics in a pure

online manner during workflow execution (Figure 1). Our

approach can learn arbitrary characteristics of tasks; in our

case study, we demonstrated its effectiveness by predicting

peak memory usage of tasks. POS is based on three principles:

1) collect resource usage measurements of new tasks early,

2) prioritize tasks that have failed before, and 3) favor well-

predictable tasks. The key idea is to collect new information

Fig. 1: Integrated scheduling and prediction.
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Fig. 2: Comparison of workflow execution times relative to a

lower bound for different schedulers.

carefully, limiting the degree of parallelism of tasks with

uncertain resource usage as long as resources can be utilized

with tasks that have more predictable resource usage. This

reduces memory wastage due to overestimating memory usage

and underestimation, which leads to task failure.

We evaluated POS on a test suite of 1000 workflows

(Montage, Sipht, etc.) generated by the Pegasus workflow

generator [6]. We added randomly sampled memory usage for

the tasks in the workflows and measured the impact of different

scheduling policies and prediction models (linear regression,

kernel regression, prediction models with controllable learning

rate) on workflow execution time and memory utilization. Sim-

ulation experiments were conducted in DynamicCloudSim [7].

The accuracy of the simulation was validated by running a

selection of workflows on real Hadoop clusters.

We showed that our scheduler mitigates memory bottlenecks

which leads to significantly faster workflow execution. Fig-

ure 2 shows the distribution of makespans achieved by POS

and learning versions of the FIFO and HEFT [8] schedulers

that use the same prediction method as POS to predict future

task memory usage. The more careful scheduling of POS leads

to fewer prediction errors and thus faster workflow execution.
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