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Abstract—The load scheduling and reliability modeling in on-
demand computing based transaction processing are complex
tasks. This paper presents the CPNs (Coloured Petri Nets) based
modeling for load balanced scheduling and reliability analysis
for on-demand computing based transaction processing system.
Index Terms—On-demand computing, Load balanced schedul-

ing, Reliability analysis, CPN Tools.

I. INTRODUCTION

Transaction processing is a key application used for an

enormous range of economic activities, from travel reserva-

tion, ticketing systems and electronic banking, to financial

transactions and e-commerce. It certainly has become a critical

component of the worlds economic engine which is responsi-

ble for handling trillions of transactions every year. Because,

the never-ending growth of the global economy along with e-

business and Web-based commerce are placing more demands

on transaction processing systems.

When choosing on-demand computing based transaction

processing strategy, corporations must rely on solutions that

ensure data availability, reliability, performance, and scalabil-

ity. On-demand computing based transaction processing e.g.

grid transaction processing is a largely invisible back-end

business computing function [1]. New trends and emerging

technologies, such as the increasing use of mobile messaging

technology and the employment of Radio Frequency Identifi-

cation (RFID) tracking, are generating more transaction traffic.

Therefore, the workload volume managed by on-demand com-

puting based transaction processing systems is enormous.

Thus, modeling of load balanced scheduling along with

reliability evaluation for on-demand computing based trans-

action processing system have become important research in

distributed system [2].

This paper uses CPNs to model the load balanced schedul-

ing and reliability in on-demand computing system. We an-

alyze the instance of the proposed model for on-demand

computing system using CPN Tools. Our main contributions

are two-fold. First, a load balanced scheduling is designed

to represent transaction oriented grid architecture. Second,

reliability of on-demand computing system is modeled and

is analyzed using CPN Tools.

The rest of the paper is organized as follows. Section II

presents the load balanced scheduling model and the reliability

model. Section III presents the CPNs based model of on-

demand based transaction processing system. Finally, section

IV concludes the paper.

II. LOAD BALANCED SCHEDULING WITH RELIABILITY

EVALUATION

Load balanced transaction scheduling has become important

task for the enhancement of throughput, makespan, resource

utilization, and reliability of the system. In literature, we find a

lot of works in the field of scheduling and reliability evaluation

[3]–[9]. But we find rare examples of load balanced scheduling

with reliability evaluation.

When load balanced scheduling for transaction processing

is required, the deadline constraint in the system is also needed

to model.

Let us consider the set T of m transactions Ti (i =
1, 2, ....,m) to be processed within their given deadline, on
the set of n nodes Nj (j = 1, 2, ...., n).
Therefore, the expected queue length Qj at node Nj is given

by the expression:

Qj =
m∑

i=1

Tij .xij , ∀i = 1, . . . ,m and ∀j = 1, . . . , n. (1)

where

xij =

{
1 if Ti is assigned to node Nj

0 otherwise

and T the total number of transaction arrivals in the system
is given as

∑m
i=1 Ti.

The transaction arrivals T is Poisson distributed within any
interval of length τ , when transactions arrive with the rate λ.
The transaction arrivals can be given as

T = e−λτ (λτ)m

m!
, m = 0, 1, ... (2)
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The completion time of transactions are defined as Ci,j (i ∈
{1, 2, ...,m}, j ∈ {1, 2, ..., n}) that the transaction Ti takes to

finish the execution at node Nj . Then, makespan of the system

is calculated as

Cmax = max
{∑

Cj

}
(3)

where
∑

Cj represents the time that each node Nj finishes

all the transactions scheduled for itself.

The system reliability that there is no transaction deadline-

miss fault in addition to nodes and communication links are

operational during the elapsed time for the execution can be

computed as

Rj,jb,DM (X) =

[∏n
j=1Rj(X)

]
.

[∏n−1
j=1

∏
b>j Rkb(X)

]
.

[∏m
i=1RDM (X)

]
(4)

where the node reliability Rj(X) of a node Nj during a

time interval t has been computed as e
−γj

m∑

i=1
xijeij

when∑m
i=1 xijeij is the total elapsed time t for executing the

transactions assigned to Nj . While the communication link

reliability Rjb(X) at a time interval t has been computed
as e−σjb

∑m
i=1

∑
g �=i xijxgb(costig/wjb) where the total elapsed

time for transmitting the transaction communication via ljb is∑m
i=1

∑m
g=1 xijxgb(costig/wjb). Here transactions are steady

state and follow queuing system model M/M/c. While,
RDM (X), the probability that there is no deadline-miss with
rate ψD when transaction Ti is scheduled on Nj can be

computed by using the Markov model as

RDM (X) = e
−ψD.

[
1
μ+q0.

ρ(cρ)c

c!(cμ−λ)(1−ρ)

]
, ∀c ∈ N (5)

where q0 is given by

q0 =

[
c−1∑
i=0

(cρ)i

i!
+

(cρ)c

c!(1− ρ)

]−1
(6)

where ρ = λ
c.μ < 1.

III. THE CPN MODEL

The model is a hierarchical CPNs based model (as shown

in Figure 1). It consists of various hierarchical nets to model

the system properly. The users’ requests for the transactional

service are generated in the DATAGEN (Data Generation)

net using exponential distribution. The CLIENT net receives

these requests, abiding by the rules of the system. Then, the

requests are scheduled in the SCHEDULER net which decides

the order of arrival of the requests and schedules the job.

The GLB (Gloabal Load Balancing) net models the global

resource management system where the transactional tasks

are subdivided into multiple subtasks and those subtasks are

sent to the resources for execution. The LocalRM is the local

level resource management net. After that the transaction man-

agement is performed in the TRANSACTION MANAGER

net. Then, MONITOR net monitors these tasks. It decides

where to send the received tasks either to the users or to the

SCHEDULER net. If the subtasks are executed unsuccessfully,

they are again rescheduled either on the local node (where the

subtask has faced failure or on the replicated nodes (any other

nodes rather than the local one). In the case of replicated node,

the replication method is used.
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Fig. 1. CPN model of GTP

IV. CONCLUSION

This paper presents the modeling of the on-demand comput-

ing based transaction processing using CPNs based modeling.
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