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Individuality and Fairness in Public Health
Surveillance Technology: A Survey of User

Perceptions in Contact Tracing Apps
Ellen Hohma , Ryan Burnell, Caitlin C. Corrigan , and Christoph Luetge

Abstract—Machine learning algorithms are playing an increas-
ingly important role in public health measures, accelerated by
the Covid-19 pandemic. It is therefore vital that machine learn-
ing algorithms are applied in ways that are generally considered
fair. However, the question of how to define fairness in a public
health context is still an open one. In this study, we investi-
gated people’s attitudes towards two ways of defining fairness in
the context of Covid-19 contact tracing apps. In the first, ‘high-
individuality’ approach, the likelihood of an algorithm asking
a person to self-isolate would depend on the person’s individual
characteristics, such as their risk of spreading the virus through
regular contacts. In the second ‘low individuality’ approach, these
individual characteristics would not be used to come to a decision.
For each approach, participants rated its fairness, overall qual-
ity, and their privacy concerns, and answered questions about
basic psychological need satisfaction. Participants rated the high-
individuality approach as fairer and better overall compared to
the low-individuality approach, despite having greater privacy
concerns. Further, we found a strong correlation between the par-
ticipants’ fairness perceptions and their overall impression of the
tracking tool. Together, these findings suggest that people prefer
individualised approaches in some contexts and perceive them
as fairer. However, policy makers should consider the privacy
trade-off of employing such measures.

Index Terms—Algorithmic decision-making, contact tracing,
data privacy, fairness, individuality, machine learning, public
health surveillance.

I. INTRODUCTION

THE OUTBREAK of the Covid-19 pandemic has high-
lighted the importance of continuous development and

advancement of technologies to oppose health crises and to
maintain public security and well-being. Multiple innovative
approaches have quickly been developed in an effort to con-
tain the spread of the virus, many equipped with Artificial
Intelligence (AI) and Machine Learning (ML). In particular,
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the public health surveillance sector has seen a flood of tools
that employ ML techniques to support public health monitor-
ing, such as video surveillance for mask regulation compliance
and fever or quarantine verification checks [1]. However, with
the rapid development and deployment of these tools, ethical
concerns about them have spread quickly, including concerns
about whether they use individuals’ data in ways that are fair.

In addition to the obvious ethical issues surrounding algo-
rithmic fairness, the extent to which ML algorithms are fair
might have practical consequences if it affects people’s will-
ingness to use AI-enabled tools or their acceptance of the
outcomes recommended by the algorithms. For example, in
the context of organisations, there is evidence for an inter-
relation between fairness concerns and overall satisfaction.
Martinez-Tur et al. [2], for instance, showed that perceived
distributive justice of gastronomy services (i.e., the perceived
fairness of the outcome) was the primary determinant of
customer satisfaction. Studying the effect of post-complaint
behaviour, Blodgett et al. [3] concluded that although, in their
case, distributive justice did not have an impact on com-
plainant’s satisfaction, the way in which the outcome was
communicated could compensate unfair treatments. Similar
evidence was further found in the relationship between organ-
isations and employees. Sudin [4], for example, observed
that distributive justice has a significant impact on overall
employee satisfaction when studying performance appraisal
processes. In the case of public health measures, it is there-
fore vital to ensure that people view ML algorithms as fair to
improve the overall acceptability of such measures.

However, there are many challenges to ensuring that ML
algorithms are considered fair. For instance, as ML algo-
rithms are designed to predict outcomes based on input data,
any biases in the input will lead to biased outcomes [5], [6].
In addition, the algorithmic design itself can produce biases
because the underlying model chosen for a ML based system
is a crucial factor for determining the outputs [7]. A further
problem stems from the difficulty in defining “fairness” in dif-
ferent contexts. ML researchers have proposed a variety of
fairness definitions that could be used to guide the design
and evaluation of algorithms. But deciding which definition
is best is not always easy. In particular, one critical issue for
determining the right notion of fairness is the intangibility
of the concept itself, even in anthropological and psychologi-
cal studies [8]. Especially problematic is the fact that people’s
beliefs about what is fair differ depending on the context [9].
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One key part of algorithmic design that is closely related
to people’s perceptions of fairness is how an algorithm draws
on personal information about individuals. Essentially, there
are two contrary extremes. In ‘high-individuality’ approaches,
algorithms make use of personal information about people to
treat them according to their personal needs. By contrast, ‘low-
individuality’ approaches consider people as a homogeneous
group, treating everyone in that group the same. This has led
ML researchers to categorise previously developed fairness
concepts into Individual Fairness models aiming for simi-
lar predictions for similar individuals, Group Fairness mod-
els treating different groups equally, and Subgroup Fairness
models—a combination of the former two—that categorize
individuals based on their personal features into subgroups and
ensuring group fairness constraints for those subgroups [6].
In many situations individual fairness models seem the most
appropriate and fair. The pandemic in particular has brought
forward many examples of how people would like to see
more actions tailored specifically to their circumstances, such
as vaccination status for contact restrictions. At the same
time, concerns have been raised as to how much data can
be justifiably requested, particularly when it contains sensi-
tive information (e.g., debates around compulsory vaccination
at the workplace). This shows that balancing different ethical
principles can be challenging, but it is vital because these fac-
tors are linked to the users’ uptake and acceptance of tools.
Of course, in order for ‘high-individuality’ algorithms to treat
people according to their needs, they sometimes require more
extensive data on users. Using more data in the decision-
making process might be seen as an invasion of privacy in
certain situations [10], [11]. Some researchers, e.g., [12], even
argue that fairness always comes at the cost of privacy. This
trade-off between individuality and data privacy, often referred
to as the personalisation-privacy paradox, has been frequently
identified and studied in literature, e.g., [13], [14], [15], [16].
Still, even holding data collection equal, we might expect that
the ways in which data are used might affect perceptions of
fairness.

The distinction between high and low individuality
approaches is highly linked to the debate on equity vs. equal-
ity in distribution decisions. The concept of equity is based
on the equity theory by Adams [17] and refers to treat-
ing individuals according to their needs in a way to ensure
equal outcomes (e.g., using affirmative action to assist disad-
vantaged groups). Equality, by contrast, involves treating all
individuals the same–for example by giving everyone equal
amounts of resources, even if this ultimately leads to inequal-
ity of outcomes. Views on which approach is fairer differ
and depend greatly on the context, e.g., [18], [19], [20]. It is
therefore vital that we understand whether people think high-
or low-individuality approaches are fairer across different
contexts.

In the context of public health measures, there are some
data that speak to this issue. For example, Srivastava et al. [21]
found that demographic parity (i.e., having the same probabil-
ity for a positive outcome regardless of an individual’s group
membership) was most appealing to participants, suggesting
a preference for low-individuality approaches. On the other

hand, there is an emerging trend towards increasingly indi-
vidualised medical treatments in the healthcare sector. Recent
advancements in Individualised Medicine have made it possi-
ble to classify patients into subgroups based on their clinical
characteristics instead of treating them as one homogenous
group [22]. Taking this even further, Personalised Medicine–
which involves practices such as analysing the patient’s
genome and resulting predictions on the patient’s future health
risks–has become a realistic possibility [23]. These approaches
highlight the ongoing trend towards more individuality in
data collection and processing in healthcare, as well as the
resulting shift towards a rising focus on need-based treatment.
In general, patients appear to support and value these person-
alised approaches, as they emphasize the uniqueness of each
medical case and the corresponding individuality required to
provide appropriate treatment [24].

But it remains unclear whether people feel the same when
it comes to health control measures such as those being imple-
mented in response to the Covid-19 pandemic. For example,
many countries were using contact-tracing apps that rely on
algorithms to decide who was required to self-isolate based
on their contact with Covid-positive individuals. For such
apps to work effectively, they need mass adoption among
the population [25]. However, adherence to these apps tended
to be low. Among others, Walrave et al. [26] have studied
factors that influence people’s adoption intention for using
contact tracing apps. They found that fewer than 50% of
their surveyed participants intended to use these apps, with
app-related privacy concerns being one factor that negatively
influenced users’ intentions [26]. However, it remains unclear
whether people consider it fair to use highly individualised
approaches to decide who needs to isolate, or if they prefer
low-individuality approaches that use fewer personal data and
treat people more uniformly. We address this gap in the study
reported here.

In addition, it is important to consider why people think
particular application approaches are fairer than others. One
factor that might play a role can be found in self-determination
and its link to basic psychological need satisfaction. According
to the Self-Determination Theory, an individual’s motivation
and engagement can be stimulated through three basic psy-
chological needs: autonomy, competence and relatedness [27].
Autonomy reflects the extent to which individuals feel they
are acting according to their own volition, willingness and
choice. Competence reflects feelings of effectiveness and the
capability of achieving important goals. Finally, Relatedness
captures the feeling of being connected to and cared for by
others. These basic needs have been associated with per-
ceptions of fairness in organisational contexts. For instance,
Olafsen et al. [28], found that employees’ basic need satis-
faction ratings were related to their judgments of the extent
to which companies’ payment distribution procedures are
fair. Haar and Spell [29] found evidence for job autonomy
to directly influence job satisfaction and, at the same time,
moderate the relation between distributive justice and job sat-
isfaction. Similar results were reported by Aryee et al. [30],
who found a significant influence of justice on need satis-
faction, which in turn was positively associated with intrinsic
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motivation. These findings indicate that fairness can promote
basic psychological need satisfaction. In the context of public
health surveillance, satisfying the three basic needs, and hence,
stimulating intrinsic motivation, could encourage uptake of
such tools and, ultimately, increase their overall effectiveness.
Therefore, we sought to determine the relationship between
perceptions of fairness and psychological need satisfaction.

To do so, we focused on public health instruments that
were developed during the Covid-19 crisis, with the specific
use case of contact tracing apps. We investigated how incor-
porating more individuality to a decision-making process–in
this case, the risk of spreading the virus a person poses to
others–affects people’s perceptions of fairness and quality of
such tools. We also investigated how these fairness perceptions
related to basic psychological need satisfaction and frustration.

II. RESEARCH METHOD

An online vignette study using a within-subject design was
conducted. To test our hypotheses on a prominent and real-
world example from public health surveillance, contact tracing
technology was chosen as a use case. To test the two extreme
approaches, ‘high-individuality’ and ‘low-individuality’, we
derived two policies on how contact tracing applications could
use personalised data to determine who should be asked to
self-isolate. Since contact-tracing apps were developed in var-
ious ways in different countries during the pandemic, people
have divergent previous experiences with such tools according
to their origin and place of residence. Because of this, we col-
lected data from two countries: the U.K. and Germany. The
two cases were selected based on the feasible access of the
researchers to survey subjects in these countries, the similar
design and policies surrounding the two countries’ national
contact tracing apps.

This research received ethical approval from Imperial
College London’s Research Governance and Integrity Team.

A. Participants

Participants were recruited through the Prolific survey
platform–any participants who lived in the U.K. or Germany
and who speak English were invited to participate. Not know-
ing how big the effect of our manipulation would be, we
aimed to collect data from 150 participants from each country.
Participants were only excluded if they failed one or both of
the attention checks in the survey (n = 31). In total, 273 par-
ticipants were considered in the analysis, 129 from the U.K.
and 144 from Germany. The mean age of the participants was
28.01 (SD = 8.43). In terms of their highest level of educa-
tion, 123 participants had finished secondary school, 92 held
a Bachelor’s, 38 held a Master’s and 20 held a Doctoral
degree.1

B. Procedure

The survey was conducted in English for all participants.
Participants read and rated, in a random order, two differ-
ent approaches for how contact tracing apps could determine

1We found no relationship between people’s age or education and their
ratings of the approaches.

Fig. 1. Distribution of averaged fairness perception per participant for the
low individuality approach (left) and high individuality approach (right).

who should be required to self-isolate following contact with
infected individuals. In the “high-individuality” approach, the
algorithm would consider the risk of a person spreading the
virus to others in deciding whether to send that person to self-
isolation. By contrast, in the “low-individuality” approach, the
algorithm would not consider the risk of spreading the virus
in its decision.

Because the primary purpose of this study was to inves-
tigate how the usage of data affects perceived fairness, we
held constant the amount of data collected across conditions.
Therefore, both approaches mentioned that the app collects
on location and contacts with others—the only difference
was whether these data would be used to make decisions
about self-isolation. For each algorithmic approach, partici-
pants were asked to rate how fair they perceived it, to what
extent they had privacy concerns about the approach, whether
they would be in general satisfied with such an approach, and
how much the policy supported or frustrated their feelings of
autonomy, competence, and relatedness. Measurement items
for perceived fairness in the algorithmic decision-making pro-
cess were based on Wang et al. [31], perceived privacy on
Roca et al. [32], and adapted to this study’s context. Need sat-
isfaction and frustration was measured by adapting items from
Peters et al. [33]. The full wording of the items is displayed
in Table I. After completing these questions, participants were
asked to provide demographic data, as well as answer some
control variables as proposed by Wang et al. [31]. The sur-
vey ended with questions on the real Covid-19 contact tracing
apps of the respective countries (NHS Covid-19 Tracing App
for U.K., Corona-Warn-App for Germany), but because these
data are not central to our research question, we do not report
them here.

III. RESULTS

To test whether the level of individuality in decision-making
affects fairness perceptions, we compared the mean fairness
ratings for the two proposed app approaches. Fig. 1 shows the
distribution of the averaged fairness ratings for each participant
for the low individuality approach (left) and high individuality
approach (right). We found that participants rated the high
individuality approach as significantly slightly fairer than the
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TABLE I
OVERVIEW OF THE ITEMS USED TO MEASURE STUDIED PERCEPTIONS

low individuality approach, Mdiff = 0.27, 95% CI [0.04, 0.51],
which supports the hypothesis that increasing the degree of
information individuality improves perceptions of fairness.

Moreover, individuality impacted participants’ overall eval-
uations of the approaches—they rated the high individuality
approach as significantly better overall than the low individu-
ality approach, Mdiff = 0.23, 95% CI [0.03, 0.43].

We also found that, within each condition, there was
a strong correlation between participants’ ratings of
fairness and their overall evaluations of the approach,
rLowIndividuality(271) = 0.74, 95% CI [0.68, 0.79],
rHighIndividuality(271) = 0.75, 95% CI [0.69, 0.79], supporting
our hypothesis that positive perceptions of overall fairness
can increase satisfaction with public health technologies.

Next, we examined the impact of our manipulation
on basic psychological need satisfaction and frustration.

TABLE II
DIFFERENCES IN NEED SATISFACTION AND FRUSTRATION BY CONDITION

TABLE III
BETA WEIGHTS FROM REGRESSIONS PREDICTING OUTCOMES

As Table II shows, we found no significant differences
between the approaches in terms of autonomy satisfaction
or frustration, nor in relatedness satisfaction or frustration.
However, we found that the low individuality approach was
rated significantly higher on both competence satisfaction and
frustration.

Next, we conducted a linear regression with perceived fair-
ness and overall impression as the dependent measures to
examine their relationship with basic psychological needs.
Table III presents the results of this regression. We found
similar patterns for both dependant variables. For basic need
satisfaction, competence satisfaction and relatedness satisfac-
tion were both significantly, positively related to fairness and
overall user impression. Autonomy satisfaction was only sig-
nificantly, positively related to the user’s overall impression.
Investigating its counterpart basic need frustration revealed
that competence frustration was negatively related to fairness
as well as overall user impression. No evidence was found
that autonomy frustration or relatedness frustration are related
to perceptions of fairness or overall ratings. In other words,
our results support the hypothesis that positive perceptions of
fairness can stimulate basic psychological need satisfaction,
although only for competence and relatedness.

Finally, we studied the effect of perceived data privacy on
the participants’ perceptions of fairness and overall satisfaction
with the application. We found that people reported slightly
greater privacy concerns for the high individuality approach
compared to the low individuality approach, Mdiff = 0.15,
95% CI [0.06, 0.24]. We also found a significant, negative
effect of privacy concerns on the overall user impression in
both conditions. However, we found no evidence that privacy
concerns are related to perceptions of fairness in our study.
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These results suggest that perceived data privacy is related to
evaluations of the proposed tools.

We found no differences in perceptions of fairness, overall
rating, or privacy concerns between the U.K. and Germany
(ps >.41). Therefore, we combined the data from these two
countries for the main analyses.

IV. DISCUSSION

The study’s aim was to examine the extent to which
people think two different approaches to ML-based public
health surveillance technologies are fair. In our study, we
found evidence that participants preferred high-individuality
approaches to contact-tracing—participants rated the high-
individuality approach as both fairer and better overall.
Moreover, we found a strong correlation between participants’
fairness perceptions and their overall impression, suggesting
that perceptions of fairness are tightly linked with people’s
evaluation of public health tools. However, we did not find
evidence that need satisfaction can explain these effects.

A. Ethical Implications

Issues of justice and fairness have been emphasized repeat-
edly in ethical frameworks for healthcare and AI-based
tools [34]. Accelerated by the spread of the Covid-19 pan-
demic, recent literature has identified numerous instances
of bias and unfairness in public health surveillance due to
the fact that these technologies collect and analyse large
amounts of data, often including socio-economic information
such as race, ethnicity, gender or political affiliation [35]. For
example, biased data collection strategies can result in sub-
groups not being visible or being stigmatised as they lack
the needed technical devices [36], mobile communication or
Internet access [37], [38]. The inevitable trade-off between
individual freedom and civil obligations necessitates a delicate
balance between collecting all the information needed to best
protect public benefits while avoiding discrimination of certain
populations [35]. Essentially, this leads to the dilemma of how
far we can limit personal freedoms for the public benefit that
has driven many controversies during the Covid-19 pandemic.

Although we did not explicitly study individuality with
regard to demographic characteristics, our findings suggest
that users, at least in the U.K. and Germany, value a more
personal treatment based on their individual characteristics
in health surveillance applications. While people feel dis-
criminated when judgement is based on their demographic
attributes, they seem to likewise feel treated in an unfair way if
they are regarded as a fully anonymous, homogeneous group.
Clearly, more work is therefore needed to determine the indi-
vidualized uses of data that people see as discriminatory and
those that contribute to positive perceptions of fairness. While
in general, it is likely that individual and unchangeable traits,
such as gender or race, might be counted among the discrim-
inatory ones, our findings suggest that personal parameters
resulting from an individual’s actions instead of traits—such
as in the context of this study the risk of spreading the virus
that a person poses to others—might be among those fea-
tures where disclosure is accepted to enable a fairer decision.

However, the further and more concrete identification of such
a distinction of features can foster the pursuit of a solution
to the question of how to balance personal rights against the
well-being of the broader society.

In this study, we found that people preferred the highly
individualized approach despite reporting greater privacy con-
cerns regarding the use of data with that approach. This
finding indicates that, in certain contexts, people might con-
sider some invasions of privacy or limitations of freedoms fair
and acceptable, at least to the extent that they are important
for public health. Of course, in this regard, context is crucial.
Nissenbaum [39] argues that contextual integrity is the bench-
mark of privacy, and consent to the use of data is only given in
relation to its respective circumstances. Empirical field stud-
ies and scenario-based surveys, such as [40] or [41], support
this notion. Perhaps, then, our participants were willing to
sacrifice some data privacy because they viewed the high-
individualization approach as fairer. The circumstances under
which privacy is seen as an acceptable trade-off for fairness
is worth of further investigation.

It is also worth thinking about how individual differences
might affect people’s preferences and perceptions of fairness.
For example, individualistic persons or cultures put a higher
focus on personal autonomy and self-fulfilment and base iden-
tity on themselves as well as their personal achievements [42].
By contrast, collectivistic persons or cultures value group
belonging and loyalty and derive beliefs from group deci-
sions and the social system [42]. Studies that measured pub-
lic acceptance of digital contact tracing applications during
Covid-19 have found the acceptance rate to be nearly twice as
high in collectivist countries such as China than in individu-
alistic countries such as Germany [43]. We might also expect
cultural and social norms to affect people’s evaluations of
fairness and preferences for individualized approaches. In par-
ticular, people who value individualism might be more likely
than users who value collectivism to prefer high-individuality
approaches to satisfy their ‘personalization’ demand.

B. Practical Implications

Trying to solve the issue on how to incorporate fairness
in ML algorithms, researchers have already gathered and
developed numerous definitions of fairness, e.g., [6], [44], [45]
and translated them into several distinct fairness models,
e.g., [5], [46], [47], [48], [49]. The ultimate goal is to translate
intangible notions such as fairness to statistically measurable
features and probability equations. To achieve this goal, we
need theoretical and empirical work that investigates what peo-
ple consider fair in different contexts. More broadly, we need
methods to concretely define, optimise, and evaluate fairness
algorithms. In an effort to ease the model selection, researchers
have categorised the identified definitions along their degree of
personalisation, into individual, subgroup and group fairness
models, e.g., [6], [7], [45]. Individual fairness models compare
features of individuals under investigation to ensure that indi-
viduals with similar feature scores obtain similar predictions,
whereas group fairness models cluster individuals into groups
and ensure certain statistical paradigms between the groups.
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Subgroup fairness models form a combination of the for-
mer two categories, categorizing individuals based on their
personal features into subgroups and ensuring group fairness
constraints for those subgroups [6]. Taking this classification
as a basis, the degree of individuality is crucial for examining
the various notions of fairness and needs to be weighed to
determine which fairness model should be chosen for a spe-
cific AI-enabled technology. However, deciding which fairness
model category to draw from almost always require an in-
depth understanding of the specific context. In the context of
public-health surveillance, our data suggest that people indeed
valued some degree of individuality in the decision even at the
expense of data privacy. This means that, in the field of pub-
lic health surveillance and the context of our study design,
our findings suggest that some individuality is desired over
complete homogeneity, pointing towards models like “Fairness
through Awareness” [50] that allow for a greater consideration
of individual personal characteristics.

Of course, this leads to the question of how such a balance
between data privacy and fairness perceptions can be ensured.
We suggest that it can be targeted with a clearer classification
of attributes into those that users consider as purely privacy-
intrusive or those that are perceived to contribute to enhancing
fairness. For this study, we chose to examine a scenario in
which it was not clear which approach people would view
as fairer. Preferences regarding individualised decisions would
probably look different if we selected inherent traits as per-
sonalisation factors, such as gender or social status. The fact
that the chosen attributes are derived from people’s actions
or decisions (i.e., characteristics that can be more consciously
and more easily influenced) might make these more accept-
able factors for individualization. Therefore, when separating
parameters into those that are discriminatory and those that
are acceptable for algorithmic decision-making, it is impor-
tant to consider the type of individualisation and the attribute’s
specific nature.

C. Limitations and Future Research

Although we found empirical evidence for a preference
towards more individuality in public health surveillance tools,
there was considerable overlap in the distributions of peo-
ple’s responses across the two approaches. One explanation
for this small effect is that the distinction between the indi-
viduality approaches was not stressed precisely enough in our
experiment. Another possibility is that the selected feature,
a person’s risk of spreading the virus, was not perceived as
sufficiently individual to substantially impact fairness percep-
tions. Future work should examine how other factors affect
fairness perceptions in public health contexts.

Although the user’s perceived data privacy did not predict
perceived fairness, we found evidence that it might still
affect the user’s satisfaction with the application. While we
interpreted this as indication that the way data are used in
decision-making can be important for perceptions of data pri-
vacy, it is possible participants did not fully understand that
the data collected was the same across the two approaches.
Future research should take this into account when developing

similar experiments, as studying the relative and cumulative
effects of data collection and data use could help inform policy
decisions.

Furthermore, widening the focus of this study in future
research to include people from a broader range of cultural
backgrounds and to examine other public health measures
could complement the picture to a more holistic overview.

V. CONCLUSION

In this study, we investigated the relation between the indi-
viduality of a ML-based public health surveillance method and
the perceived fairness as well as overall impression of that tool
on the example of contact tracing applications.

Our findings suggest that users (in the U.K. and Germany)
value higher degrees of individuality in health surveillance
related decisions and perceive ‘high-individuality’ contact trac-
ing app versions as fairer and more satisfactory overall. This
pattern held despite the fact that people viewed higher levels of
individuality as more privacy intrusive. Moreover, our findings
suggest that perceptions of fairness are important for people’s
evaluations of public health surveillance tools and could affect
people’s adoption and acceptance of those applications.

Our results support the general trend towards more person-
alisation in healthcare also in health surveillance technologies
and inform the design of future ML-enabled public health
surveillance tools. While more individuality seemed more
appealing for participants in our study, the nature of attributes
that are used within a decision seems to be crucial for fairness
perceptions, pointing towards a greater need for research to
distinguish the parameters considered as fair or discriminating.
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