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ABSTRACT Thinned arrays are a class of non-uniform arrays in which the magnitudes of the excitation
coefficients usually take on binary values. They are obtained by removing or connecting to matched
loads the elements of a filled array, such that the final combination of active elements resembles that of a
reference unequally-excited filled array. However, the advantage of reducing the complexity of the feeding
network can lead, in some applications (such as in microwave sensing), to an unacceptable discrepancy
between the actual radiation pattern and the desired one, especially for small to medium-sized arrays.
In this work, an excitation diversity technique is included in thinned arrays design to overcome the
above drawback. Data distributions achieved with the above approach are averaged to obtain potential
high-quality final images. Moreover, the proposed methodology can be easily implemented in real-time
adaptive arrays. The reported numerical results successfully prove the suitability of the proposed diversity
technique, to be usefully applied for microwave sensing applications.

INDEX TERMS Adaptive arrays, diversity techniques, microwave sensing, thinned arrays.

I. INTRODUCTION

THINNED arrays are non-uniform arrays obtained
by removing (first option) or deactivating (second

option) radiators from a filled periodic reference array [1].
Essentially, the magnitudes of the excitation coefficients are
represented by binary variables. The first option saves a
different number of antennas and associated T/R modules.
Furthermore, since the shaping of the radiation pattern is
performed through the same thinning procedure, the ampli-
fiers of the feeding network can all operate at the maximum
power [2], [3], [4], [5]. Such types of thinned arrays can
be exploited for all those applications where high reso-
lution is strongly required, but not necessarily related to
high gain, such as, for example, in satellite applications,
ground-based high-frequency radars, or radio astronomy [6].
It is worth highlighting that thinned array methodology
can also be applied to reflectarray antennas [7], [8]. The
second option provides final arrays that are still filled, as the

inactive antenna elements are not removed but connected to
matched loads. Consequently, mutual couplings can be more
controllable, as the periodic array lattice is not subject to per-
turbations [1]. However, it is worth mentioning that several
methods can be used to reduce the undesired effect of mutual
couplings [9], [10], [11], [12], [13].
Several stochastic optimisation algorithms have been

developed for the synthesis of thinned arrays [14], [15],
[16], [17], [18], to be suitable for arrays of arbitrary size.
However, these methods may require a high computational
cost for large arrays [19]. Dynamic programming has been
also exploited in thinned arrays [20]. While this methodol-
ogy has proven successful even for large arrays, the optimal
solution is not always guaranteed. Approaches based on the
Fourier-based iterative technique [21], [22], [23], exploit-
ing the link between the excitation coefficients and the
array factor, should be also mentioned. These techniques
may require a lower computational burden as compared to
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stochastic optimisation algorithms. However, they are based
on an iterative procedure and require the heuristic choice of
a threshold to decide which radiators should be turned-on.
The methodologies mentioned above can be effective for

the design of thinned arrays. However, they do not allow
for an easy a priori analysis of the array performance, and,
in general, they are not suitable for real-time systems. For
this reason, the oldest design methodology of statistical thin-
ning [24], [25] has been re-evaluated in recent years. This
methodology has proved to be effective for implementing
dynamic and adaptive arrays [19], [26], [27]. In fact, it is
a simple and fast procedure [26], and it is also more com-
plete from an analytical point of view, as compared to other
approaches.
To the best of the authors’ knowledge, statistical thin-

ning dates back to the 1960s. It is worth noting that its
actual definition was introduced in [25], where the spa-
tial density of radiators is statistically proportional to the
real and positive reference current. In particular, the magni-
tudes of the excitation coefficients are modelled as binary
random variables, whose mean coincides with the magni-
tudes of the excitation coefficients of the reference filled
array. Consequently, the array factor is a stochastic process.
In [28], at the expense of an increased complexity in the
feeding network, more than two levels are considered for
the magnitudes of the excitation coefficients. In this con-
text, the analysis of statistically thinned arrays based on
the theory of random arrays is worth mentioning [29], [30].
Indeed, for statistically thinned arrays, probabilistic analysis
approaches similar to those recently proposed in the litera-
ture can be adopted [5], [31], [32], [33], [34], [35], [36]. In
the context of statistical thinning, methodologies for synthe-
sising multi-beam [39] and broadband [40] thinned arrays
have been also introduced recently. In particular, the thinned
arrays proposed in [40] can exploit broadband techniques
for integrating different technologies [41]. It is also worth
highlighting that the analysis methodologies developed for
(far-field) statistically thinned arrays have recently been fur-
ther developed in the framework of the tolerance theory of
near-field focused antenna arrays [42].

Statistically thinned arrays can suffer from high sidelobes
level even when composed of a large number of elements,
as shown in [25]. In fact, each different combination of
excitation coefficients provides a different pattern. A sim-
ple solution may be to generate a certain number of such
combinations and to find the realisation (sample path) of the
array factor closest to the reference one. The choice of the
number of combinations could be based on recent arguments
on the distance characterisation concerning the actual pat-
tern and the desired one [29], [39]. However, there can be
a considerable number of array factor realisations, and the
best one is not sure to match the design specifications.
To overcome the above significant drawback, array

systems based on statistical thinning are proposed in this
work which exploit a particular diversity technique to obtain
patterns with higher performance in terms of lower levels

for the peak sidelobe-level, and smaller discrepancy with
respect to the desired pattern. These arrays are more appro-
priate for working in receiving mode. Therefore, the context
of microwave sensing is the most suitable for exploiting the
potential of this type of thinned arrays. The applied diver-
sity technique, hereinafter referred as excitation diversity, is
inspired by the methodology presented in [43]. However,
instead of position or frequency diversity, different com-
binations of magnitudes of the excitation coefficients are
considered to which different structures of the acquired
(complex) potential data are associated. A sample mean is
then performed on these data to improve the final qual-
ity of the sensing process. It is worth highlighting that,
as compared to [43], the implementation of the excitation
diversity in thinned arrays is less complex, as it does not
require broadband or frequency hopping-based generators,
nor moving the radiators before making each acquisition.
Instead, the signal coming from fixed elements is only
required to pass or not inside the feeding network, working
at a single frequency. This can be done by inserting proper
switches to provide for the possible closing on matched
loads of signals coming from the elements to be turned
off, depending on the particular combination of the exci-
tation coefficients which are implemented in the generic
sensing acquisition. It is worth pointing out that the use
of the described diversity technique not only allows for
a decrease in the distance between the actual pattern and
the desired one, but, as with any (temporal, frequency, spa-
tial, et cetera) diversity technique [44], it could also reduce
fading and noise. However, the proposed methodology is
specifically designed for systems based on thinned arrays.
Moreover, due to the statistical thinning, the proposed system
can be quickly reconfigured by changing the random seed
of the array excitation coefficient generator. Furthermore, its
structure is suitable for easily implementing adaptive algo-
rithms. In this way, it could be seen as a possible evolution
of systems presented in [26], [27]. It is also worth pointing
out that statistical thinning schemes could be devised which
exploit the excitation diversity in transmission mode. These
could perform multiple transmissions towards the receiv-
ing system, each associated with a different combination of
the excitation coefficients, which could then implement the
averaging operations.
The remainder of the paper is organized as follows:

Section II describes the model of the reference filled array;
in Section III, the fundamental principles of statistical thin-
ning are recalled; in Section IV, statistically thinned arrays
exploiting excitation diversity are presented; Section V shows
some significant numerical results; finally, the conclusions
are outlined in Section VI. The discussed numerical results
validate the illustrated theoretical concepts, thus confirming
the potential application of the proposed approach in the
framework of microwave sensing. The paper also includes
two appendices: Appendix A reports the nomenclature of the
most important quantities, while Appendix B reports detailed
computations which are omitted in the main text.
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FIGURE 1. Representation of a generic filled periodic array together with the
observation angles.

II. REFERENCE ARRAY MODEL
Let us consider N similar sensors immersed into a free-space-
like medium, and arranged in the x−y plane of an orthogonal
Cartesian reference system and having the same orientation
(see Fig. 1). Assume that mutual couplings between adjacent
elements are negligible, as well as the so-called spatially
correlated and random errors [6]. In this case, the far field
is proportional to the following complex array factor [1]:

Fref (u, v) =
N∑

n=1

An e
j2π(xnu+ynv) (1)

where {An}Nn=1 are real and positive excitation coefficients
realizing the amplitude tapering; (xn, yn) is the position of
n-th sensor, expressed in wavelengths; u = sin θ cos φ −
sin θ0 cos φ0 ∈ [−2, 2] and v = sin θ sin φ − sin θ0 sin φ0 ∈
[−2, 2], with θ ∈ [0, π ] and φ ∈ [0, 2π ] being the zenithal
and azimuthal observation angles, respectively, and (θ0, φ0)

the steering direction. In this case, the so-called full scan-
range coincides with the circularly-bounded domain centred
at (u, v) = 0 and having radius equal to 2 [40]. The model
given by eq. (1) is related to arrays whose radiation pattern
has only one main lobe and several secondary lobes. The
position of the main lobe maximum is controlled by means
of the steering angles θ0 and φ0, to which suitable phase-
shifters are associated. Furthermore, the spacing between
the radiators must be such as not to let the so-called grating
lobes enter the visible space.
The reference array elements are arranged in a rectangular

grid and equally spaced along x and y by half a wavelength.
The coordinates of the sensor locations are as follows:

xn = −Lx
2

+ (n− 1)
Lx

Nx − 1
n = 1, 2, . . . ,Nx

yn = −Ly
2

+ (n− 1)
Ly

Ny − 1
n = 1, 2, . . . ,Ny (2)

where Nx × Ny = N, i.e., the total number of elements is
given by the product of the number of elements arranged
parallel to the x-axis with the number of elements arranged
parallel to the y-axis. The parameters Lx and Ly represent the
dimensions (in wavelengths) of the array aperture along x and

y, respectively. Since the spacing between the elements must
equal half a wavelength, Lx/(Nx−1) = 0.5 and Ly/(Ny−1) =
0.5. Also, for simplicity, it is assumed that Nx = Ny and
Lx = Ly.

III. CLASSIC ARRAY THINNING
Referring to the array factor given by eq. (1), the clas-
sic statistical thinning procedure consists in considering the
following function [29]:

F(u, v) = C
N∑

n=1

Fn e
j2π(xnu+ynv) (3)

where {Fn}Nn=1 are binary (Bernoulli) random variables such
that Pr{Fn = 1} = 1 − Pr{Fn = 0} = E[Fn] = pn =
α (An/ max{An}Nn=1), with Pr{·} and E[ · ] being the proba-
bility measure and the expected value operator, respectively;
C = max{An}Nn=1/α; 0 < α ≤ 1 is the thinning factor. From
Eq. (3), the array factors of thinned arrays can be derived.
Indeed, since {Fn}Nn=1 are random coefficients, F(u, v) is a
stochastic process to be analyzed by means of probability
theory. A generic thinned array is obtained from this function
by generating one of several combinations of the coefficients
{Fn}Nn=1. Therefore, a generic thinned array configuration
corresponds to a realisation (sample path) of F(u, v).

The mean (expected value) of F(u, v) is given as follows:

μ(u, v) = E[F(u, v)] = C
N∑

n=1

E[Fn] ej2π(xnu+ynv)

= max{An}Nn=1

α

N∑

n=1

α An
max{An}Nn=1

ej2π(xnu+ynv)

=
N∑

n=1

An e
j2π(xnu+ynv) (4)

It represents the array factor, μ(u, v) = Fref (u, v), of the
reference filled array. Referring to the squared magnitude of
Fref (u, v) (see the Appendix), the mean of the power-pattern,
P(u, v) = |F(u, v)|2, can be written as:
μP(u, v) = E[P(u, v)]

= C2
N∑

n=1

N∑

m=1

E[FnFm]ej2π[(xn−xm)u+(yn−ym)v]

= C2
N∑

n=1

E
[
F2
n

]
+ C2

N∑

n=1

N∑

m=1,m�=n

{
E[Fn]E[Fm]

× ej2π[(xn−xm)u+(yn−ym)v]
}

=
N∑

n=1

An max{An}Nn=1

α
+

N∑

n=1

N∑

m=1,m�=n

{
AnAm

× ej2π[(xn−xm)u+(yn−ym)v]
}

= ∣∣Fref (u, v)
∣∣2 +

N∑

n=1

(
An max{An}Nn=1

α
− A2

n

)
(5)
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where, in the last line of eq. (5), the term added to
|Fref (u, v)|2 represents the variance of the array factor,
namely, σ 2 = ∑N

n=1 [An (max{An}Nn=1/α) − A2
n] (note that

the variance is constant).
The statistical structure underlying the generation of

coefficients {Fn}Nn=1 is so that a spatial tapering can be
obtained, which emulates the amplitude tapering of the
reference unequally-excited periodic array. Therefore, the
elements of the thinned array are more concentrated where
the reference amplitude tapering assumes higher levels.
However, in practice, the classic statistical thinning allows
to obtain a non-uniform array configuration related to a sin-
gle realisation of the aforementioned binary coefficients. This
implies that the discrepancy between the actual radiation pat-
tern and the reference one can be considerable. It is worth
highlighting the difference between the predicted average
side-lobe levels and the actual ones reported in [25], with
the latter having values approximately 8 dB higher than the
former. For this reason, in the following, a methodology is
proposed for thinned arrays that can be used in the con-
text of microwave sensing so to limit the aforementioned
discrepancy.

IV. THINNED ARRAYS OF SENSORS WITH
INCORPORATED EXCITATION DIVERSITY
The thinning operation implies some kind of degradation
in the radiation diagram, such as, for example, an increase
in the side lobes levels with respect to the reference dia-
gram [29], [40]. This, of course, has more impact in the
case of small and medium-sized thinned arrays. As shown
in [43], diversity techniques can help counteract the above
disadvantages. However, unlike [43], the excitation diversity
is exploited here, adapting a methodology presented in [26]
to the microwave sensing problem. Thus, the imaging system
under consideration owns the following features:
1) The thinning operation performs amplitude tapering.

As above, the excitation coefficients are modelled in
terms of binary random variables. These are used to
carry out a less expensive amplitude tapering in terms
of feeding network complexity, as compared to the
standard amplitude tapering, where different amplifiers
are adopted for each excitation coefficient. Instead, the
proposed system may include a single power ampli-
fier and, subsequently, a single analogue-to-digital
converter to process the acquired data adequately.

2) The system could be designed to work both in
receiving mode and in transmitting/receiving mode.
In receiving-only arrays, modified T/R modules can
be used which include only the receiving chain, while
the switch output usually connected to the transmitting
chain is closed on a matched load.

3) In transmitting/receiving arrays, each array element
can be associated with a T/R module, such as that
described in [26], where an absorptive single-pole
triple throw (SP3T) switch is included. This leads to
select both the transmission and the receiving paths,

as well as to realize the connection with a matched
load, so to have no reflections, and lead the rela-
tive array element to be inactive. The switching time
can be assumed equal to 1 μs, corresponding to high-
performance switches. Furthermore, it is possible to
exploit SP3T switches which have an insertion loss
greater than −1.3 dB in the [0, 6] GHz frequency
band [45].

4) The system performs multiple independent acquisi-
tions, each one associated with a different independent
combination of the excitation coefficients {Fn}Nn=1.
These are associated with different field distributions,
which are averaged to obtain an array factor similar
to that of a reference filled amplitude-tapered array.

5) Since the statistical thinning procedure turns out to be
extremely fast, the proposed system can be made eas-
ily reconfigurable and working in real-time. Lookup
tables can be implemented and consulted which con-
tain the excitation coefficients associated with the
desired configurations of the array factor.

6) To implement an adaptive system, and therefore to take
also into account those phenomena that can distort the
array factor, such as mutual coupling effects, specific
near-field to far-field transformation techniques [46]
can be exploited in such a way to have a feedback and
dynamically control, similarly to [26], the realisations
of the random excitation coefficients.

7) The proposed system can also provide multiple acqui-
sition chains, each one associated with an independent
array factor, in a conceptual way as similar to scheme
1 presented by the authors in [39]. In particular, being
N the number of antenna elements and M the num-
ber of independent array factors, M independent space
observations can be obtained.

8) It is worth emphasizing that, regardless of the type
of array used (thinned or not), taking advantage of
multiple acquisitions also allows for noise and fading
reduction.

In light of the above considerations, the proposed system
can be seen as an adaptively thinned array incorporating
excitation diversity.
At this point, let us introduce the excitation diversity

paradigm. It consists of the following descriptive points:

• The system acquires Q realisations (sample paths) of
the thinned array factor, and their average is subse-
quently performed. From a conceptual point of view,
it is equivalent to the situation where Q independent
statistically thinned arrays, having the same geometric
and statistical characteristics, are considered, and the
realisations of their array factors are averaged.

• At the initial time, the set of order q = 1 of {Fn}Nn=1
is considered, i.e., {F(1)

n }Nn=1, which is associated with
the first statistically thinned array. Thus, the current
(random) array output depends on the following array
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factor:

F1(u, v) = C
N∑

n=1

F(1)
n ej2π(xnu+ynv) (6)

The realisations of {F(1)
n }Nn=1 gives a particular sample

path for F1(u, v), which in turn is associated with a
particular realisation of the array output to be digitised
and stored.

• Subsequently, the set of order 2 of random variables
{Fn}Nn=1 is considered, that is, {F(2)

n }Nn=1, which is inde-
pendent on the set of order 1. However, it is worth
noting that although the set {F(1)

n }Nn=1 and {F(2)
n }Nn=1 are

statistically independent, the generic coefficients F(1)
n

and F(2)
n are identically distributed. The switches are

re-set based on the new values assumed by the real-
isations of {F(2)

n }Nn=1. Therefore, a new random array
factor must be considered:

F2(u, v) = C
N∑

n=1

F(2)
n ej2π(xnu+ynv) (7)

A given sample path of F2(u, v) provides a relative
realisation of the array output. In this case, the cur-
rent array output is digitised, added to the array output
from the previous point, and the result is stored. So, it
is equivalent to the situation where the random func-
tion F1(u, v) + F2(u, v) is considered, whose particular
sample path is associated with a particular realisation
of the equivalent array output.

• By repeating several times the previous operations, the
following sample mean of Q independent random array
factors can be considered, namely:

Fed(u, v) = 1

Q

Q∑

q=1

Fq(u, v)

= C
N∑

n=1

⎡

⎣ 1

Q

Q∑

q=1

F(q)
n

⎤

⎦ ej2π(xnu+ynv)

= C
N∑

n=1

Fned e
j2π(xnu+ynv) (8)

where the subscript ed stands for excitation diver-
sity, taking into account that Fq(u, v) is the array
factor of the thinned array associated with the set
of order q of the binary random variables {F(q)

n }Nn=1.
The function Fed(u, v) can be seen as the (equiva-
lent) actual array factor approximating the reference
one with greater accuracy as compared to F(u, v) given
by eq. (3). Indeed, this can be demonstrated by consid-
ering both the mean and the mean squared magnitude
of Fed(u, v).

Accordingly to the above argumentations, and referring
to the Appendix for the characterisation of the individual
Fq(u, v), the mean of Fed(u, v) is given as:

μed(u, v) = E[Fed(u, v)]

= 1

Q

Q∑

q=1

E
[
Fq(u, v)

]

= μ(u, v) = Fref (u, v) (9)

while the mean of Ped(u, v) = |Fed(u, v)|2 is given by the
following expression:

E[Ped(u, v)] = E
[
|Fed(u, v)|2

]

= E

⎡

⎣ 1

Q2

Q∑

q=1

Q∑

h=1

Fq(u, v)F
∗
h(u, v)

⎤

⎦

= 1

Q2

Q∑

q=1

E
[
|Fq(u, v)|2

]

+ 1

Q2

Q∑

q=1

Q∑

h=1,h �=q
E
[
Fq(u, v)

]
E
[
F∗
h(u, v)

]

= 1

Q2

Q∑

q=1

μP(u, v) + 1

Q2

Q∑

q=1

Q∑

h=1,h �=q
|μ(u, v)|2

= |μ(u, v)|2 + σ 2

Q
+
(

1 − 1

Q

)
|μ(u, v)|2

= |μ(u, v)|2 + σ 2

Q

= ∣∣Fref (u, v)
∣∣2 + σ 2

Q
(10)

thus obtaining a lower dispersion with respect to the case
in which the excitation diversity is absent. The term σ 2/Q
represents the variance of Fed(u, v). Thus, by changing the
number of acquisitions, it is possible to easily control the
statistical dispersion of Fed(u, v).

A. CONCEPTUAL ASPECTS OF THE PROPOSED
DIVERSITY TECHNIQUE
The proposed technique is based on the (weak) law of
large numbers. In particular, by Markov’s theorem [48],
the following sample mean associated with the sequence of
independent and identically distributed (i.i.d) real random
variables Z1,Z2, . . . ,ZQ, . . . ,:

Z = 1

Q

Q∑

q=1

Zq (11)

satisfies the following relationship:

lim
Q→∞Pr

{∣∣Z − μZ
∣∣ ≤ γ

} = 1 (12)

if σ 2
Z → 0 as Q → ∞, with μZ and Q × σ 2

Z being the
common expected value and variance of the above i.i.d.
random variables and γ any positive constant. Consequently,
since γ can be made as small as desired, the sample mean
can be arbitrarily close to μZ for sufficiently high values
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of Q. Of course, in the case of complex random variables,
it is possible to operate on the real and imaginary parts.
The above argument can represent a justification for the

presented methodology. Indeed, the proposed technique can
be regarded as an implementation of the law of large num-
bers, recognising that Fed(u, v) is the sample mean of Q
i.i.d. thinned array factors. For the sake of clarity, let us
rewrite the array factor, given by Eq. (8), as follows:

Fed(u, v) = FedR(u, v) + jFedI (u, v)

= 1

Q

Q∑

q=1

FqR(u, v) + j
1

Q

Q∑

q=1

FqI (u, v) (13)

where FedR(u, v) and FedI (u, v) are the real and the imag-
inary parts of Fed(u, v), respectively, while FqR(u, v) and
FqI (u, v) represent the real and the imaginary parts of
Fq(u, v), respectively. It is worth remembering (see Eq. (9))
that, for each q, the expected value of FqR(u, v) is equal
to the real part of Fref (u, v), while the expected value
of FqI (u, v) is equal to the imaginary part of Fref (u, v).
Considering the real part of Fed(u, v), it can be seen
that, at the generic point (u, v), the quantities F1R(u, v),
F2R(u, v), . . . , FQR(u, v) are i.i.d real random variables,
since the sets of binary random coefficients {F(1)

n }Nn=1,
{F(2)

n }Nn=1, . . . , {F(Q)
n }Nn=1 associated with them are indepen-

dent and identically distributed, i.e., F(1)
n ,F(2)

n , . . . ,F(Q)
n are

i.i.d. binary random variables, for each n. Consequently, as
stated above, observing that σ 2

R(u, v) becomes increasingly
smaller as Q increases, with Q × σ 2

R(u, v) being the com-
mon variance of F1R(u, v), F2R(u, v), . . . , FQR(u, v) (see
Appendix B), it can be said that the statistical dispersion
of FedR(u, v) around the real part of Fref (u, v) becomes
increasingly smaller as Q increases. The same argument can
be made for the imaginary part of Fed(u, v), considering the
term σ 2

I(u, v), with Q×σ 2
I(u, v) being the common variance

of F1I (u, v), F2I (u, v), . . . , FQI (u, v) (see Appendix B).
Therefore, it can be derived that, as Q increases, the real-
isations of Fed(u, v) are increasingly closer to Fref (u, v),
taking into account that, by means of Eq.(25) and Eq.(26),
σ 2/Q = [σ 2

R(u, v)+σ 2
I(u, v)]. From a practical point of view,

the proposed system implements the rule of the arithmetic
mean employed in the theory of measurements [48]. Indeed,
in this framework, Fref (u, v) can be seen as the quantity for
which an estimate may be obtained, and achieved precisely
from the arithmetic mean of the quantities {Fq(u, v)}Qq=1 rep-
resenting independent measurements which are performed
in almost identical conditions. Consequently, the algorithm
implemented by the proposed system is not intended to com-
pletely eliminate the discrepancy between the actual and the
desired array factors, requiring an infinite number of acquisi-
tions, but rather to control such discrepancy in a sufficiently
flexible way by acting on the number of acquisitions.

B. COMPLEXITY ESTIMATION
The architecture of the proposed system can be of the corpo-
rate feed type [1], in which an analog beamforming is first

performed, and the total signal, coming from the combination
of the signals given by each sensor, is converted into a digital
form by using a single analog-to-digital converter (ADC).
Therefore, from the beamforming point of view, the proposed
system has the same complexity as a conventional thinned
phased array, except that the T/R modules are required also
to provide the possibility of connection to a matched load,
in the same way as the system presented in [26]. However, it
requires the addition of a single ADC and the implementation
of an arithmetic mean.
As regarding the computational complexity, it is linked

to the procedure of averaging Q independent digital signals.
In particular, if the digitised signal consists of K time sam-
ples of the total analog signal properly stored, then at the
q-th step it is necessary to sum the K samples of the total
signal associated with the realisation of the current thinned
array factor with the K samples related to the partial sum
of the previous q − 1 thinned array factors. Consequently,
the total number of operations consists of (Q− 1)×K sums
and a division by a constant. Therefore, the computational
complexity does not depend on the number of sensors, but
it is rather related to the number of samples taken at each
acquisition and the number of acquisitions.
Finally, the system under discussion is adaptive in the

sense as described in [1], since it could also be exploited
for interference suppression. The related advantage, however,
is that, depending on the environmental operating conditions,
it can modulate both the number of acquisitions as well as
the expected values of the coefficients {F(q)

n }Nn=1, for each q,
to obtain better performance in terms of peak sidelobe level
and/or of discrepancy between the actual and desired array
factor. It can work in real-time, if cost admitting, but also
in asynchronous mode in the case that the characteristics of
the domain under investigation negligibly change during the
Q acquisitions.

V. DISTANCE BETWEEN THE ACTUAL ARRAY FACTOR
AND THE REFERENCE ONE AND LEVEL SURFACES FOR
THE ACTUAL POWER PATTERN
In this section, some expressions are provided to charac-
terise the discrepancy (distance) existing between the actual
array factor and the reference array factor. In addition, level
surfaces for the actual power pattern are also treated. The
methodology presented here refers to the results discussed
in [40], [42].
Let us suppose that the following random error function

represents the distance, at the generic point (u, v), between
the actual array factor and the reference one:

ε(u, v) = |Fed(u, v) − μ(u, v)|2
|μ(u, v)|2

=
[
FedR(u, v) − μR(u, v)

]2 + [
FedI (u, v) − μI(u, v)

]2

|μ(u, v)|2
(14)

where μR(u, v) and μI(u, v) represent the real and the imag-
inary parts of μ(u, v) = Fref (u, v), respectively. The mean of
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the above function represents a sort of relative mean squared
error between Fed(u, v) and μ(u, v), namely:

με(u, v) = E[ε(u, v)] = E
[|Fed(u, v) − μ(u, v)|2]

|μ(u, v)|2

= E
[|Fed(u, v)|2

]− |μ(u, v)|2
|μ(u, v)|2 = σ 2

Q |μ(u, v)|2 (15)

As regards to the variance of ε(u, v), by exploiting the
results shown in [40] it can be written that (with (u, v)
implied):

σ 2
ε = E

[
ε2
]

− μ2
ε

=
E
[(
FedR − μR

)4]

|μ|4 +
E
[(
FedI − μI

)4]

|μ|4

+
2E
[(
FedR − μR

)2(
FedI − μI

)2]

|μ|4 − μ2
ε (16)

The computation of the σ 2
ε (u, v) turns out to be some-

what tedious in the general case, i.e., when FedR(u, v) and
FedI (u, v) have a generic probability joint distribution at
(u, v). However, since the problem under consideration is
such that the number of antenna elements is high enough to
invoke the Lyapunov central limit theorem [2], such random
functions can be assumed to be jointly Gaussian. In this
case, by exploiting (15), the higher order central moments
of a Gaussian random variable and the Isserlis theorem [47],
it can be written that (with (u, v) implied):

σ 2
ε = 3σ 4

R + 3σ 4
I + 2σ 2

Rσ 2
I + 4K2 − (

σ 2/Q
)2

|μ|4 (17)

where K(u, v) is the covariance between FedR(u, v) and
FedI (u, v), respectively (see the Appendix). At this point, as
in [40], it is possible to exploit Cantelli’s inequality to obtain
a lower bound for the probability distribution of ε(u, v) (with
ξ being a positive real number):

Pr{ε(u, v) ≤ με(u, v) + ξ} ≥ 1 − σ 2
ε (u, v)

σ 2
ε (u, v) + ξ2

(18)

Referring to the results in [42], it turns out to be advanta-
geous to address the characterisation of the power pattern by
exploiting the following relationships (with η ∈ [0, 100]):

⎧
⎨

⎩
rη(u, v) ≥ E[Ped(u, v)] − σPed (u, v)

√
1−η%
η%

rη(u, v) ≤ E[Ped(u, v)] + σPed (u, v)
√

η%
1−η%

(19)

where rη(u, v) is the η% level surface for the actual power
pattern, i.e., Pr{Ped(u, v) ≤ rη(u, v)} = η%, while σ 2

Ped
(u, v)

is the variance of Ped(u, v), given by [40]:

σ 2
Ped = 4

(
μ2
Rσ 2

R + μ2
Iσ 2

I + K2 + 2KμRμI
)

+ 2
(
σ 4
R + σ 4

I
)

(20)

Other results presented in [40] and [42] can be exploited
to the study of the distribution of Ped(u, v). However, in

order not to overburden the discussion and since this is
not the main objective of the present work, the interested
reader is referred to the above references for a more in-depth
characterisation of the actual power pattern.

VI. NUMERICAL RESULTS
In this section, some numerical results are shown to vali-
date the proposed sensing system. To this end, the excitation
coefficients of the various reference arrays are obtained by
sampling the Hansen continuous circular source for low
peak sidelobe-level design [49]. All reference arrays are
represented by periodic square grid arrays with half a wave-
length uniformly spaced elements, as in [25], where the only
elements within the circle included in the square grid are
retained. The results are presented along array factor cuts,
and the independent observation variables are represented as
follows:

{
u = ρ cos γ

v = ρ sin γ
(21)

with ρ ∈ [0, 2] and γ ∈ [0, 2π ]. Evaluating both Fed(ρ, γ )

and Fed(−ρ, γ ), with γ fixed and for ρ ∈ [0, 2], the
behaviour of the array factor is determined along the diam-
eter of the full scan-range which forms the angle γ with
the u-axis. However, since Fed(u, v) is a Hermitian func-
tion, then it is sufficient to consider the values of γ

belonging to the interval (−π/2, π/2), namely, to evalu-
ate Fed(u, v) only in the portion of the full scan-range
belonging to the first and the fourth quadrants of the
u − v plane. The array factor is sampled with a step
equal to �ρ = 1/(8Lx). As a result, along the u-axis
(γ = 0) and the v-axis (γ = π/2), the sampling rate
is four times higher than the Nyquist rate related to the
power-pattern.
Fig. 2(a) shows the configuration of the array whose feed-

ing network is equipped with the circuitry necessary to
implement the excitation diversity. Each blue circle repre-
sents a radiator that can be dynamically turned on and off
during the sensing process. Figure 2(b) shows the values of
the excitation coefficients of the reference array, i.e., the
coefficients {An}Nn=1, obtained by sampling the Hansen ref-
erence current distribution. The parameter of the Hansen
design is equal to H = 1.72535, so to obtain a reference
array factor with a peak sidelobe-level equal to −40 dB.
Fig. 3 compares the normalised magnitude of the reference
array factor, the normalised magnitude of a realisation of a
thinned array factor, and the realisations of the normalised
magnitude of array factors related to thinned arrays with
excitation diversity. The diagrams relate to three cuts of
the aforementioned array factors, for γ ∈ {0, π/4, π/2}. In
particular, two configurations of thinned arrays implement-
ing excitation diversity are considered, the first performing
30 acquisitions while the second 50 acquisitions. As it can
be seen, if considering more acquisitions, an improvement
in terms of peak sidelobe-level can be achieved. In fact,
going from a single (classic version of thinned array) to
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FIGURE 2. a) Thinned array configuration with excitation diversity; b) Reference current distribution resulting from the sampling of the Hansen continuous source associated
with a peak sidelobe-level of −40 dB. The variables x and y are expressed in wavelengths.

FIGURE 3. Comparison, for different cuts, between the magnitude of the reference array factor, a realisation of the array factor magnitude of a (standard) statistically thinned
array (Q = 1) and the realisations of the array factor magnitudes of statistically thinned arrays with excitation diversity (for Q = 30 and Q = 50). All functions are normalised to
their maximum value. The reference current is given by the Hansen design for circular apertures with a peak sidelobe level of −40 dB. The nominal number of elements is
N = 1024 and α = 1 (natural thinning).

more acquisitions, the reduction of the peak sidelobe-level
can be considerable. Indeed, referring to the cut for γ = 0,
it can be noted that the black curve (classic array thin-
ning) almost reaches −20 dB, while the red curve, which
relates to 30 acquisitions, does not exceed −35 dB. However,
the green curve, related to 50 acquisitions, does not exceed
the value of −40 dB. Therefore, it is clearly evident the
improvement achievable from the implementation of exci-
tation diversity in thinned arrays to obtain higher quality
received signals.
It is worth noting that the green curves, related to the

case of 50 acquisitions, have a lower mean value than the
red curves corresponding to the case of 30 acquisitions.
Obviously, for Q −→ ∞, the actual array factor gets closer
and closer to the desired one, as the term σ 2/Q tends to
zero. In this regard, only for conceptual purposes, Fig. 4
shows the comparison between the desired pattern and that

obtained after the acquisitions and the subsequent sample
mean operation of 2000 realisations of the thinned array
factor. As it can be seen, the various cuts of the thinned
array factor, obtained from the aforementioned acquisitions,
are very close to those associated with the desired array
factor.
Fig. 5 shows the three-dimensional comparison between

the array factors related to the results of the previous fig-
ures. To obtain these figures, the sampling step has been
set equal to �ρ = 1/(2Lx). The 3D images show the
realisations of |Fed(u, v)| in the domain [−2, 2] × [−2, 2],
for Q = 1, 30, 50. This domain encompasses the full-
scan range, as the latter is a circular region with a
radius equal to 2. However, any grating-lobes that may
enter the visible space can be noted, which are posi-
tioned at points (u, v) = {(2, 0), (0, 2), (−2, 0), (0,−2)}.
It can be noted that the excitation diversity allows
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FIGURE 4. Comparison, for different cuts, between the magnitude of the reference array factor and the realisation of the array factor magnitude of the statistically thinned
array with excitation diversity (for Q = 2000). Both functions are normalised to their maximum value. The reference current is given by the Hansen design for circular apertures
with a peak sidelobe level of −40 dB. The nominal number of elements is N = 1024 and α = 1 (natural thinning).

FIGURE 5. 3D view of a normalised array factor magnitude realisation of a classic thinned array (Q = 1), a normalised array factor magnitude realisation of a thinned array with
excitation diversity implementing 30 acquisitions (Q = 30), and a realisation of the normalised array factor magnitude of a thinned array with excitation diversity implementing 50
acquisitions (Q = 50).

not only to obtain a performance improvement in the
principal plane, but also in the remaining part of the full
scan-range.
Now, in order to further enforce the validation of the

proposed method, let us consider a structure for the array
factor similar to that proposed in [39], i.e., modelling simul-
taneous multiple beams. To do this, the spectral observation
variables are redefined as u = sin θ cos φ and v = sin θ sin φ.
In this case, the full-scan range coincides with the visible
space, i.e., with a circularly-bounded region having a radius
equal to 1 and centred at (u, v) = (0, 0). Fig. 6 compares

the normalised magnitude of the reference array factor, the
normalised magnitude of a realisation of a thinned array
factor, and the realisations of the normalised magnitude of
array factors related to thinned arrays with excitation diver-
sity. The diagrams relate to three cuts of the aforementioned
array factors, for v = 0, u = v and u = 0. Also in this case,
considering more acquisitions allows to obtain an improve-
ment in terms of peak sidelobe-level. Then, in order to
get a more general view, Fig. 7 compares the 3D view of
array factors related to the previous figure, showing, in this
case, the normalised realisations of |Fed(u, v)| in the domain
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FIGURE 6. Comparison, for different cuts, between the magnitude of the reference array factor, a realisation of the array factor magnitude of a (standard) statistically thinned
array (Q = 1) and the realisations of the array factor magnitudes of statistically thinned arrays with excitation diversity (for Q = 30 and Q = 50). All functions are normalised to
their maximum value. The reference current is given by the Hansen design for circular apertures with a peak sidelobe level of −40 dB, and the phases of the excitation
coefficients are such as to have multiple simultaneous beams along the cut v = 0. The nominal number of elements is N = 1024 and α = 1 (natural thinning).

FIGURE 7. 3D view of a normalised array factor magnitude realisation of a classic thinned array (Q = 1), a normalised array factor magnitude realisation of a thinned array with
excitation diversity implementing 30 acquisitions (Q = 30), and a realisation of the normalised array factor magnitude of a thinned array with excitation diversity implementing 50
acquisitions (Q = 50). The reference current is given by the Hansen design for circular apertures with a peak sidelobe level of −40 dB, and the phases of the excitation
coefficients are such as to have multiple simultaneous beams along the cut v = 0.

[−1, 1] × [−1, 1], for Q = 1, 30, 50. Again, a significant
improvement can be observed, due to the implementation of
the excitation diversity methodology.
Table 1 shows the computation time of the 3D array factor

magnitudes as a function of the number of acquisitions in
the case of multiple beams. The adopted computer is a lap-
top with an Intel core I7 processor (frequency 2.80 GHz,
quad-core, 16 GB RAM).
Finally, to consider a more realistic scenario, in Fig. 8 the

results referred to the principal planes of an array having

TABLE 1. Computation time for the 3D array factor magnitudes as a function of the
number of acquisitions in the multibeam case.

the same geometry of the array in Fig. 2(a) are presented.
The assumed antenna elements are given by half-wavelength
dipole antennas, placed in the x−y plane and oriented along
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FIGURE 8. Comparison between the theoretical array pattern with neglected mutual couplings (blue lines) and that based on the embedded element pattern method (red lines)
- planar array of half-wavelength dipole antennas, in the principal planes of the array (φ = 0◦ ⇒ v = 0 and φ = 90◦ ⇒ u = 0). The reference pattern has four beams.

the y axis. The results are relative to the four-beams case. The
theoretical patterns (blue lines) are obtained by assuming the
absence of mutual coupling, and thus computing the radiation
pattern as the product of the array factor with the isolated
element pattern of a half-wavelength dipole antenna. The red
lines, on the other hand, are obtained by using the embedded
element pattern method [1], [50], leading to accurately take
into account the mutual couplings in large arrays. In this
case, the array pattern is obtained by multiplying the array
factor with the embedded element pattern of one of the
most central elements of the array, which is determined by
exploiting CST Studio Suite [51]. As it can be seen, no
significant effect on the pattern is given in this case by
mutual couplings. Instead, this example confirms that, as
the acquisitions increase, the level of the secondary lobes
tends to decrease.

VII. CONCLUSION
In this work, a design scheme for thinned arrays incor-
porating excitation diversity has been introduced. The
presented approach provides significant potential advantages
to improve the quality of the received signals. Indeed, it
has been demonstrated that the sample mean of different
sample paths of the stochastic thinned array factor allows
for significantly improved performance in reducing the peak
sidelobe-level, as well as the discrepancy between the actual
array factor and the desired one. Indeed, the statistical
mean of the squared magnitude of the array factor con-
sists of the sum of the desired power-pattern and a term

representing the variance of the array factor. Therefore, with
the proposed excitation diversity approach, easily imple-
mentable through the adoption of proper switches, it is
possible to advantageously control the above variance by
suitably setting the number of acquisitions. This approach
can be successfully adopted in multiple microwave sensing
contexts.

APPENDIX A
NOMENCLATURE
Fref (u, v) → reference array factor
F(u, v) → array factor of a classic thinned array
μ(u, v) → expected value of F(u, v)
σ 2 → variance of F(u, v)
μP(u, v) → expected value of |F(u, v)|2
Fed(u, v) → equivalent actual array factor of the

thinned array with excitation diversity
Fq(u, v) → array factor of the thinned array related

to the q-th acquisition, which is inde-
pendent of all other thinned array factors
Fl(u, v), with l �= q

FedR(u, v) → real part of Fed(u, v)
FedI (u, v) → imaginary part of Fed(u, v)
FqR(u, v) → real part of Fq(u, v)
FqI (u, v) → imaginary part of Fq(u, v)
F(q)
n → binary random magnitude of the exci-

tation coefficient of the n-th sensor
associated with the q-th acquisition
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μed(u, v) → expected value of Fed(u, v), coinciding
with μ(u, v)

E[Ped(u, v)] → expected value of |Fed(u, v)|2
σ 2
Ped

(u, v) → variance of |Fed(u, v)|2
μR(u, v) → expected value of both FedR(u, v) and

FqR(u, v)
μI(u, v) → expected value of both FedI (u, v) and

FqI (u, v)
σ 2
R(u, v) → variance of FedR(u, v)

σ 2
I(u, v) → variance of FedI (u, v)
Q× σ 2

R(u, v) → variance of FqR(u, v)
Q× σ 2

I(u, v) → variance of FqI (u, v)
ε(u, v) → discrepancy (distance) between Fed(u, v)

and Fref (u, v)
με(u, v) → expected value of ε(u, v)
σ 2

ε (u, v) → variance of ε(u, v)

APPENDIX B
SQUARED MAGNITUDE OF FREF (U,V ), MOMENTS OF
FQ(U,V ) AND MOMENTS AND COVARIANCE OF
FEDR (U,V ) AND FEDI (U,V )
The squared magnitude of the reference array factor is:

|Fref (u, v)|2 =
N∑

n=1

N∑

m=1

AnAm e
j2π[(xn−xm)u+(yn−ym)v]

=
N∑

n=1

A2
n +

N∑

n=1

N∑

m=1,m�=n
AnAm e

j2π[(xn−xm)u+(yn−ym)v] (22)

Taking into account that E[F(q)
n ] = E[F(h)

n ] =
α An/ max{An}Nn=1 and that E[{F(q)

n }2] = E[{F(h)
n }2] =

E[F(q)
n ] for any value of q and h, the mean and the mean

squared magnitude of the generic Fq(u, v) can be computed
as follows:

E
[
Fq(u, v)

] = C
N∑

n=1

E
[
F(q)
n

]
ej2π(xnu+ynv)

= max{An}Nn=1

α

N∑

n=1

α An
max{An}Nn=1

ej2π(xnu+ynv)

=
N∑

n=1

An e
j2π(xnu+ynv)

= μ(u, v) = Fref (u, v) (23)

= C2
N∑

n=1

E
[
F(q)
n F(q)

m

]
ej2π[(xn−xm)u+(yn−ym)v]

= C2
N∑

n=1

E
[
F(q)
n

]
+ C2

N∑

n=1

N∑

m=1,m�=n

{
E
[
F(q)
n

]
E
[
F(q)
m

]

× ej2π[(xn−xm)u+(yn−ym)v]
}

= max{An}Nn=1

α

N∑

n=1

An +
N∑

n=1

N∑

m=1,m�=n

{
AnAm

× ej2π[(xn−xm)u+(yn−ym)v]
}
= μP(u, v) (24)

The variance of the real part of Fed(u, v) is given as:

σ 2
R(u, v) = E

[
F2
edR(u, v)

]
− μ2

R(u, v)

= C2

Q

N∑

n=1

pn (1 − pn) cos2[2π(xnu+ ynv)
]

(25)

The variance of the imaginary part of Fed(u, v) can be
written as:

σ 2
I(u, v) = E

[
F2
edI (u, v)

]
− μ2

I(u, v)

= C2

Q

N∑

n=1

pn (1 − pn) sin2[2π(xnu+ ynv)
]

(26)

and it is easy to prove that σ 2/Q = σ 2
R(u, v) + σ 2

I(u, v).
Furthermore, it is also easy to prove that Q×σ 2

R(u, v) is the
variance of the real part of the generic Fq(u, v), and Q ×
σ 2
I(u, v) is the variance of the imaginary part of the generic
Fq(u, v), since for Q = 1, Fed(u, v) coincides with the classic
thinned array factor F(u, v), that, at the generic point (u, v),
is identically distributed as the generic Fq(u, v). Finally, the
covariance function between the real and imaginary parts of
Fed(u, v) is given as:

K(u, v) = E
[
FedR (u, v)FedI (u, v)

]− μR(u, v)μI(u, v)

= C2

Q

N∑

n=1

pn (1 − pn) cos
[
2π(xnu+ ynv)

]
sin
[
2π(xnu+ ynv)

]
.

(27)
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