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ABSTRACT A deep learning approach based on a diffusion model is proposed to yield metasurface
unit cell designs. This method takes desired two-port scattering parameters along with the frequency of
operation in an attempt to synthesize three-layered metasurface unit cells. The core of this approach lies in
casting the three-layered unit cell synthesis process as conditional three-channel binary image synthesis.
The conditions are governed by the desired scattering parameters at a given frequency whereas the binary
nature implies the presence and absence of metallic traces. Once synthesized, these unit cells are placed
beside each other, without any further tuning, to form the final metasurface. The performance of the
whole metasurface, for three different design scenarios, is then tested against full-wave simulation and/or
experimental data.

INDEX TERMS Deep learning, diffusion models, metasurfaces, unit cells, radiation pattern synthesis.

I. INTRODUCTION

ELECTROMAGNETIC (EM) metasurfaces are thin arti-
ficial materials that can tailor incoming EM waves into

desired outgoing EM waves [1]. This tailoring is achieved
through the interaction of the incoming EM waves with the
subwavelength constituents of the metasurface known as unit
cells. The metasurface design procedure can be divided into
macroscopic and microscopic steps [2]. In the macroscopic
step, the required tangential EM fields on the faces of the
metasurface are obtained and then used in conjunction with
the generalized sheet transition conditions (GSTCs) [3] to
calculate the required surface properties of the metasurface
(e.g., surface susceptibilities). This step typically begins by
the designer specifying some desired performance criteria
such as main beam directions, null angles, and sidelobe lev-
els to be realized by the EM wave transformation performed
by the metasurface. These performance criteria will then used
to infer the required tangential fields on the faces of the meta-
surface using various techniques such as solving an inverse
problem [4], [5], [6], [7], antenna array techniques [8],
or machine learning approaches [9]. The macroscopic step
can be made to be fully automated, which provides a

significant advantage for radiation pattern synthesis using
metasurfaces.
On the other hand, the microscopic step deals with

the physical design of unit cells so as to realize the
required surface properties obtained in the macroscopic step.
At microwave and mm-wave frequencies, this is mostly
achieved by patterned metallic claddings supported by dielec-
tric substrates [11], [12], [13]. To this end, look up tables are
often formed through running a large number of full-wave
unit cell simulations, which record the scattering response
of subwavelength scatterers (e.g., copper dogbone shaped
inclusions [14]) of varying dimensions. However, lookup
tables are typically formed for single-layer metallic scatter-
ers, and thus do not take into account the near-field coupling
in multi-layered metasurface design scenarios. We note that
multi-layered designs (e.g., employing three-layer [12] or
four-layer [15] unit cells) are important as they provide
more degrees of freedom to enable functionalities such
as reflectionless wide-angle refraction [16]. To handle this
issue, methods such as [17] are proposed to incorporate
the near-field coupling effect in the unit cell design proce-
dure. In particular, the method presented in [17] augments
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FIGURE 1. An illustration of the diffusion process for diffusion models. The dashed and solid arrows represent the forward and reverse diffusion processes, respectively. This
is based on [10].

the basic unit cell circuit model [11] by current-controlled
voltage sources in an attempt to take into account mutual
coupling. Although these techniques have shown promis-
ing results, they may require further optimization and fine
tuning in a full-wave forward solver, which can be time
consuming. Thus, as opposed to the macroscopic design,
the microscopic design step is not yet fully automated.
Therefore, it is useful to provide the microscopic design step
with an appropriate initial guess, which is the focus of this
paper.
To provide an appropriate initial guess for the microscopic

design, we employ a deep learning approach. Deep learning
has emerged as the state-of-the-art solution for numerous
challenges in the computer science domain, including com-
puter vision [18], natural language processing [19], and
generative tasks such as text-to-image synthesis [20]. The
application of deep learning techniques, particularly genera-
tive modeling, to metasurface design may effectively enable
the end-to-end metasurface design process, i.e., beginning
the design from desired performance criteria and arriving
at the required patterned metallic claddings. In fact, gen-
erative deep learning techniques have been already utilized
in the synthesis of single- and multi-layered metasurfaces
at both microwave [21], [22], [23], [24], [25], and visi-
ble/near infrared spectra [26], [27]. The existing generative
deep learning techniques for metasurface design mainly con-
sist of generative adversarial networks (GAN) [28], [29],
[30], variational auto-encoders (VAE) [31], [32], [33], and
combinations of deep learning techniques with conventional
optimization techniques [34], [35].
Herein, we employ a deep learning approach based on

diffusion models [36] for multi-layered unit cell designs. To
the best of the authors’ knowledge, this is the first time that
diffusion models have been used for this purpose. Currently,
diffusion models are state-of-the-art techniques for image
synthesis applications. Casting multi-layered unit cells as
multi-channel images, we investigate the performance of
diffusion models to generate unit cells from desired scatter-
ing parameters. (Note that the desired scattering parameters
can be easily calculated from the required surface prop-
erties of the metasurface [37, Ch. 4], which are obtained
in the macroscopic design step.) The main advantage for

using diffusion models as compared to GANs is to avoid
training instabilities [10]. In addition, diffusion models offer
more model complexities compared to the VAE, thus, hav-
ing the potential for better performance. The performance
of the proposed deep learning approach is evaluated using
both full-wave simulations and experimental data. To this
end, we designed three metasurfaces under three different
design scenarios by utilizing the unit cells obtained directly
from the proposed deep learning approach; i.e., no further
optimization has been applied to these unit cells. Thus, the
deep learning method presented in this paper can be viewed
as a means to generate initial guess designs, which can be
further tuned using full-wave solvers. In what follows, we
implicitly assume a time dependency of exp(jωt) where ω

and t denote the angular frequency and time respectively.
Finally, we note that this paper is the extension of our
conference paper [38].

II. SCOPE AND PROBLEM STATEMENT
Herein, we focus on the design of omega-bianisotropic trans-
mitting Huygens’ metasurfaces [39]. These metasurfaces can
be implemented by employing three-layered unit cells. The
unit cells considered herein employ dogbone shaped metallic
traces [12], [14] in the X-band frequency range (8.2 GHz to
12.4 GHz). These metasurfaces can offer electric-to-electric,
magnetic-to-magnetic, and magnetoelectric surface suscepti-
bilities [12], thus enabling important functionalities such as
wide-angle perfect refraction [16]. We further limit ourselves
to lossless and passive unit cells, except for the inevitable
loss of the dielectric substrate and the fabricated copper
traces. It should be noted that the above scope is merely
used to limit the computational complexity associated with
the data generation process for neural network training pur-
poses. The proposed deep learning approach can therefore
be extended to go beyond this scope.
The objective of this paper can be described as follows.

Given a desired EM wave transformation and an EM incident
field, we obtain the required two-port scattering parameters
for each metasurface unit cell. These scattering parame-
ters along with the frequency of operation is fed to the
proposed deep learning diffusion model, which then yields
dogbone-shaped three-layered unit cell designs. These unit
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cell designs are then combined to form the whole meta-
surface so as to evaluate its performance against the desired
transformation. These metasurfaces have spatial modulations
in one direction along the metasurface plane and are fully
periodic in the other direction; thus, they will be evaluated
under two-dimensional (2D) transverse magnetic (TM) or
transverse electric (TE) wave propagation.

III. BACKGROUND AND METHODOLOGY
The deep learning models developed in this work are largely
inspired by the conditional image synthesis in the field of
computer science. In particular, we have modified the latent
diffusion model (LDM) [40] to be able to synthesize meta-
surface unit cells. The structure of these unit cells includes
three-layered patterned metallic claddings supported by thin
dielectric substrates. These metallic claddings are modelled
as perfect electric conductors (PEC) in the data generation
process, and thus are referred to as PEC traces in this paper.
These three-layered PEC traces are to be designed from the
knowledge of required scattering parameters. Since the unit
cells are treated as two-port networks, the desired scattering
parameters will be a 2 × 2 complex matrix. In the context
of conditional image synthesis, these scattering parameters
(along with the frequency of operation) can be viewed as
the conditions for synthesizing images, which are the unit
cell’s PEC traces. The LDM belongs to a family of gener-
ative techniques called diffusion models [10], [36], [41]. In
this section, we discuss the background and implementation
of the diffusion models and in particular LDM.

A. DIFFUSION MODELS (DM)
Diffusion models are a type of generative models that are
inspired by non-equilibrium thermodynamics [41]: molecules
diffuse from high-density to low-density areas due to entropy.
This can be viewed as losing the information associated with
their initial state. This is conceptually similar to an aspect
of information theory where information within the data can
be lost due to gradual intervention of noise. The key con-
cept behind diffusion models is to build a machine learning
system that is capable of recovering the information back
from noise by learning the systematic information decay.
Diffusion models consist of forward and reverse processes.
The forward diffusion process defines a Markov chain of
diffusion steps to slowly add random noise to data. More
importantly, the reverse diffusion process aims to learn to
gradually remove noise so as to yield the data of interest. In
the forward diffusion process, given the data x0 and a noising
mechanism, we progressively generate the intermediate noisy
data, say from x1 to xT , through a recursive process [41]. The
generative capability of the diffusion models comes from the
reverse diffusion process that attempts to recreate the orig-
inal data x0 from xT . Therefore, the goal of the diffusion
models is to train a neural network that is able to “denoise”
back in time, i.e., from xT to x0. The forward and reverse
processes of the diffusion models are shown in Fig. 1.

FIGURE 2. An illustration of the U-Net architecture. This is based on a similar figure
in [42].

FIGURE 3. An illustration of the latent diffusion model (LDM). The conditional
information, in our case, is the desired two-port scattering parameters along with the
frequency of operation.

In general, the diffusion model is designed to generate ran-
dom data from noise, e.g., generating random human faces.
However, this is not useful for our unit cell design application
since the generation of PEC traces needs to be associated
with the desired two-port scattering parameters. To this end,
with minor modifications, diffusion models are able to syn-
thesize data samples based on conditional information such
as class labels (e.g., white male human face) or in our case
based on the desired scattering parameters and the frequency
of operation. This is achieved by injecting this additional
information within each reverse diffusion step. The reverse
diffusion process can be implemented by different neural
networks. Herein, we utilize the U-Net [42] as the neural
network of choice.

B. U-NET
U-Net [42] was originally designed for image segmentation
tasks for medical imaging where the goal is to classify each
pixel of the input image to produce a segmentation map. A
basic structure of the U-Net is shown in Fig. 2. The U-Net
distills the input image to a latent state through a series of
downsampling steps and constructs the segmentation map
(the output) through a series of upsampling steps. The key
innovation behind the U-Net is the skip connections that
link each stage of downsampling to its upsampling counter-
part. These skip connections allow the gradients to have the
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FIGURE 4. The parameters L, W , and T are the length, width and trace width of the
dogbone. As shown in the left figure, these three dogbone layers are supported by
two dielectric substrates (Rogers RO3010).

chance to flow directly from upsampling stages to the cor-
responding downsampling ones. This reduces the effect of
vanishing gradients [42], thus, improving the performance
of the neural network. In a typical implementation of the
U-Net, the sizes of the input and output data are identical.
This feature is suitable for diffusion models as the sizes of
x0 to xT remain the same.

C. LATENT DIFFUSION MODEL (LDM)
Although diffusion models have achieved the state-of-the-art
performance in many image synthesis tasks [10], the original
implementation of diffusion models often suffers from com-
putational cost in order to achieve high-quality generation.
The latent diffusion model (LDM) was developed to address
this issue by compressing the raw input image before the
diffusion process [40]. This separates the overall image syn-
thesis into two steps: compression and generation. For the
compression stage, a variational autoencoder (VAE) [31] is
utilized while a diffusion model (in our case, the U-Net) is
used for the generation stage. As a result, the raw input image
is first compressed into a latent space by VAE. In the genera-
tion step, the diffusion model only operates (i.e., denoises) in
the latent space, hence the name latent diffusion model. By
operating in the compressed latent space as opposed to the
raw image space, the LDM offers improved memory effi-
ciency and significantly reduces the overall computational
complexity.

IV. UNIT CELL DESIGN
A neural network model based on the LDM was developed in
order to synthesize unit cells from desired two-port scattering
parameters at a given frequency of operation. We consider
three-layered unit cells where the PEC traces are in the
shape of dogbones as shown in Fig. 4. The size of each unit
cell is one-sixth of the wavelength at 12.4 GHz, which is
about 4 mm × 4 mm. These PEC dogbones are supported
by two dielectric substrates which are assumed to be Rogers
RO3010 substrates with the relative permittivity of 10.2,

FIGURE 5. The three-channel pixelated binary image of dogbones (not to scale).

thickness of 1.28 mm, and the loss tangent of 0.0035.1 There
are three parameters that govern the shape of each dogbone:
width, length, and trace width. In our implementation, similar
to [14], we have fixed the trace width2 while varying width
and length values to generate different surface properties.
Thus, a given three-layered unit cell can be represented by
six different W and L (i.e., two per layer).
The input to this network, in our implementation, is a

real-valued vector of length seven (R7×1) that consists of
the operating frequency as well as the real and imaginary
parts of the following scattering parameters: S11, S12, and
S22. (Since our unit cells are reciprocal, S12 = S21.) We
refer to this R7×1 vector as the input vector. Given this input
vector, the generated output of the neural network is a three-
channel binary image of the pixelated three-layered dogbone
unit cell design, see Fig. 5. The presence and absence of
PEC pixels represents the binary aspect of this image. In
our implementation, this will be a 3 × 128 × 128 tensor,
which means 128 × 128 pixels per layer. (The number of
pixels should be chosen based on the possible fabrication
precision.) We refer to this tensor as pixelated PEC image.
Finally, we note that for our design parameters, there exist
7.62 × 1011 possible designs.3

As noted earlier, we utilize the LDM to generate unit cells
from given input scattering parameters. The LDM consists
of two main components that need to be trained separately.
Firstly, the VAE is trained to encode pixelated PEC images
to a latent space and vice versa for the decoding. Secondly,
the diffusion model, implemented in the U-Net, is trained to
synthesize latent tensors based on desired input vectors. In

1. For fabrication purposes, see Section V-A, these two Rogers
RO3010 substrates are bonded by a 1.5 mil (≈ 0.04 mm) Rogers 2929
bondply. Due to the small thickness of this bondply, its presence has been
ignored in the unit cell synthesis process.

2. In our design, we have fixed the trace width to T = 0.441mm, which
is equivalent to 14 pixels in the pixelated PEC image.

3. Each dogbone is generated on a 128 × 128 canvas with a trace width
fixed at 14 pixels. Thus, the width and length of the dogbone varies from
20 to 124 and from 38 to 124 pixels respectively. Consequently, for one
layer there are (124 − 20 + 1) × (124 − 38 + 1) = 9135 possible designs.
With three layers there will be 91353 = 7.62 × 1011 designs.
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the following two subsections, these two training procedures
are described.

A. VAE DATASET GENERATION AND TRAINING
We employ a standard VAE that is constructed using a convo-
lutional neural network to distill pixelated PEC images into
latent tensors for the training and prediction of the LDM.
Since the VAE is an unsupervised network (i.e., it only
requires pixelated PEC images without their corresponding
scattering parameters), we do not need to perform full-wave
simulations in its training process. To fully take advantage
of this feature such that the VAE network can explore the
problem space as much as possible, pixelated PEC images
are randomly generated. In fact, in order to speed up the
training process and avoid wasting hard-drive space, random
pixelated PEC images are generated “on-the-fly” in parallel
with the training process. The resulting latent tensor has the
size of 4×8×8, which can be compared to a pixelated PEC
image having the dimension of 3 × 128 × 128.

B. DM DATASET GENERATION AND TRAINING
The DM that was developed in this work closely follows
the original network developed in [40]. The backbone of
this diffusion network is the U-Net with convolutional lay-
ers. To synthesize unit cells based on desired scattering
parameters and the frequency of operation, the input vector
is injected into each layer of the U-Net through a cross-
attention mechanism. It should be noted that the original
LDM implementation introduced domain-specific encoders
to handle various types of conditional information (e.g., gen-
erating images from class labels or text prompts). However,
since our network is specific to unit cell synthesis from a
single set of particular conditional information (i.e., scatter-
ing parameters and the frequency of operation), we omitted
the implementation of domain-specific encoders.
To generate a large and diverse dataset for the training

of the DM, we have developed an automated dataset gen-
erator to produce a labeled dataset. This dataset generator
uses Ansys HFSS as its full-wave simulation engine. Each
unit cell was simulated under periodic boundary conditions
excited by Floquet ports.4 The size of the training dataset
is about 500, 000 and the testing dataset has a size of about
50, 000 which was hidden during the training process. A
primary challenge encountered during the training process
of the developed DM pertains to its premature overfitting.
That is, at the early stage of training, we observed a ris-
ing loss in the testing dataset while the training dataset
loss continued to decrease. This is likely associated with
our small dataset size compared to the vast possibilities for
unit cell designs (7.62 × 1011 possible designs as noted in
Section IV). To handle this issue, we developed a neural

4. Due to the use of periodic boundary conditions to characterize the
two-port scattering parameters of unit cells, the final metasurface design is
still under the local periodicity approximation [43], which can degrade
the performance of aperiodic metasurfaces considered herein. Recently,
techniques such as [44] have been proposed to tackle this approximation.

network model based on EfficientNet [45], which predicts
the two-port scattering parameters for given pixelated PEC
images. This forward solver was trained by the aforemen-
tioned Ansys HFSS dataset. Once trained, it was applied to
randomly generated PEC images so as to augment the orig-
inal Ansys HFSS dataset. In particular, the labeled datasets
generated by Ansys HFSS and our forward solver contribute
to 95% and 5% of the overall labeled dataset respectively.
This enriched dataset was then used to train the DM where
the 5% synthetic data was refreshed at each epoch. This
approach successfully mitigated the overfitting issue, thereby
enhancing the overall performance of the DM.
During the generation process, for a given metasurface

design, a list of desired two-port scattering parameters asso-
ciated with each metasurface unit cell and the operational
frequency is fed to the developed LDM. For given two-port
scattering parameters, the neural network will on average
generate ten unique pixelated PEC images. To minimize the
simulation setup in Ansys HFSS, an image processing tech-
nique is applied to these uniquely generated pixelated PEC
images to find its corresponding dogbone design parameters
(width and length for each layer), which can then be easily
modeled in Ansys HFSS. These unique dogbone unit cell
designs along with their achieved two-port scattering param-
eters are then recorded to a dataset for the final metasurface
design. When constructing the entire metasurface, for each
unit cell, we will find the dogbone design whose achieved
scattering parameters are “closest” to the desired values. It
should be noted that we can employ a few different strate-
gies to find the “closest” dogbone designs. For example, we
can optimize for both S11 and S21 with an equal weight,
optimize for S11 individually, or merely S21 by minimizing
the following cost functions

C1 � 0.5
(
|Sdesired11 − Sachieved11 | + |Sdesired21 − Sachieved21 |

)
, (1)

C2 �
(
|Sdesired11 − Sachieved11 |

)
, (2)

C3 �
(
|Sdesired21 − Sachieved21 |

)
, (3)

respectively. Finally, we note that the generation time for the
LDM to create unit cell designs (on average, 10 unit cell
designs for a given set of scattering parameters) is approx-
imately 7 seconds with the neural network running on an
Nvidia Tesla V100. In addition, the HFSS simulation time
to evaluate these dogbone unit cells typically ranges from
1 to 8 minutes per unit cell. Thus, the main computational
cost of this generation approach is associated with the HFSS
run time to single out one unit cell design for a given set
of scattering parameters.

V. RESULTS
In order to evaluate the performance of the developed neural
network for the synthesis of electromagnetic metasurface unit
cells, we consider three design examples. In each example,
we first briefly talk about the procedure we used to obtain
the required two-port scattering parameters for each unit cell
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FIGURE 6. The fabricated metasurface (for the wide-angle refraction example). The
output face of the metasurface is visible in this figure. The spatial modulation is along
the y axis, with no variation along the x axis. Five periods have been used along the y
axis, with eight unit cells in one period.

(i.e., the macroscopic design step). We then pass these scat-
tering parameters to the LDM to design the unit cells. The
performance of the LDM is then reported based on the cost
functionals in (1)-(3) as well as the quality of the required
wave transformation achieved by the whole metasurface. The
dimensions of the unit cells for each design example can be
found in the Appendix. We emphasize that no further opti-
mizations have been applied on these unit cells and that they
are taken directly from the LDM.

A. PLANE WAVE REFRACTION
For the first example, we design and evaluate a refracting
metasurface operating under the 2D TM case. As shown
in Fig. 6, the metasurface lies in the xy plane, centered at
the origin, with the spatial modulation along the y axis.
The metasurface has no variation along the x axis, hence
the 2D assumption. Noting that the design is under the 2D
TM assumption with the propagation plane being the yz
plane, the EM field components will be Hx, Ey, and Ez.
It has been shown in [46] that Snell’s law at the interface
of two dielectric media can be generalized when a phase
profile is engineered along the interface. A properly designed
metasurface when placed at the interface can support the
required phase profile. Assuming free space on both sides of
the metasurface, refracting a plane wave incident at the angle
θi (with respect to the normal vector) on the metasurface
to the angle θt requires a periodic metasurface with the
periodicity of

P = λ0

sin θt − sin θi
, (4)

where λ0 is the wavelength of operation in free space [46].
In our case, the incident plane wave impinges normally on
the metasurface (θi = 0); thus, P = λ0/ sin θt. Assuming
the desired refraction angle to be 69.6◦ and the frequency
of operation to be 10 GHz, the periodicity will be about
32 mm. Noting that the size of each unit cell is about 4 mm,
this requires eight unit cells per period. To enable perfect
refraction, the scattering parameters associated with each
unit cell need to be properly designed to satisfy the local
power conservation (LPC) constraint [13], which can also be
justified using the generalized scattering parameters [16]. It
has been shown in [12], [16], [47], [48] that perfect refraction
can be achieved by omega bianisotropic metasurfaces. The
unit cells considered herein can provide omega bianisotropy
due to the possibility of having an asymmetric structure (i.e.,
the top and bottom dogbones being different) [13], and can
thus be used for this purpose.
To begin the design process, we first assume that the

tangential fields on the input face of the metasurface due to a
normally incident plane wave (travelling in the −ẑ direction)
are

Einput
y = Ei, Hinput

x = Ei/η0 (5)

where η0 is the intrinsic impedance of free space and Ei is the
amplitude of the incident plane wave. (Due to the assumption
of a reflectionless metasurface, the input tangential fields will
only be affected by the incident field.) Assuming that the
output wave is plane wave refracted by θt, the tangential
fields on the output face of the metasurface will be

Eoutput
y = Et cos θte

−jk0y sin θt (6)

Houtput
x = Et

η0
e−jk0y sin θt (7)

where Et is the amplitude of the refracted plane wave. As
noted in [47], [49], if Et is chosen as

Et = |Ei|√
cos θt

ejϕ, (8)

where ϕ is an arbitrary constant phase, the LPC constraint
is met and perfect refraction using a lossless and passive
metasurface can be obtained. Now that we know the input
and output tangential fields, we discretize y in (6) and (7) into
eight equally spaced unit cells so as to cover the whole period
P. Knowing the properties of the Rogers RO3010 substrate,
we can obtain the required impedance values for each unit
cell similar to the procedure explained in [48]. These unit cell
properties can then be easily represented by two-port ABCD
parameters. The ABCD representations are then converted to
the two-port scattering parameter representation [50].5 These
two-port scattering parameters are then fed to the LDM to
yield dogbone-based unit cell designs.
As noted earlier, the LDM outputs a few designs for a

given two-port scattering matrix. We then need to single out

5. For further verification, each of these two-port scattering matrices is
converted to the two-port generalized scattering matrix [16] to make sure
that the absolute of the generalized forward scattering parameters is unity.
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FIGURE 7. The absolute error of the achieved scattering parameters for each unit
cell with respect to the desired ones for the plane wave refraction example. Each
period consists of eight unit cells. The final unit cell design is based on C1. The values
of C2 and C3 are also reported for the sake of completeness.

FIGURE 8. Plot of the electric field magnitude at a fixed phase in Ansys HFSS. In
this simulation, one period (P) of the metasurface has been used and the metasurface
is enclosed by the periodic boundary conditions. In addition, PEC baffles have been
used for this simulation. The left side of the metasurface is its input side (illuminated
by ψinc where ψ denotes {E,H}) and the right side of the metasurface is its output side
yielding the refracted wave ψtrans.

one design from these multiple potential solutions. To this
end, for each unit cell, each of the potential solutions is
evaluated by calculating C1 in (1), with the chosen dogbone
unit cell being the one that minimizes C1. (For the dimensions
of these unit cells, see the Appendix.) The achieved scattering
parameters of these dogbones are compared to the desired
scattering parameters in Fig. 7 by plotting C1 for each unit
cell. Although not used for this example, the values of C2
and C3 have also been reported in the same figure. Noting
C1, it can be seen that the performance of the first three
unit cells is worse than the remaining unit cells. This is
partly due to the fact the phase of the desired S21 for the
first unit cell is close to zero degrees. As noted in [51],
this unit cell will then be close to resonance, and meeting
its desired scattering parameters can be quite challenging.
The presence of the resonance for this unit cell was further
indicated by the lossy behaviour of this unit cell as also
observed in [51]. These unit cells are then used to form the
metasurface. The near-field simulation of this metasurface
under the periodic boundary condition and perfect electric
conductor baffles [14] is shown in Fig. 8, which shows small
reflections on the input (left) side and also a refracted plane

FIGURE 9. Plot of the electric field magnitude at a fixed phase for the truncated
metasurface where five periods (5P) are used to form the truncated metasurface
(comprising of 40 unit cells and no PEC baffles). From each side, the metasurface is
extended by quarter-wavelength absorbers.

FIGURE 10. The normalized far-field power pattern plots of the truncated
metasurface (5P aperture size) for three cases: (i) Ansys HFSS simulation of the
metasurface consisting of dogbone-shaped unit cells, (ii) Ansys HFSS simulation of
the metasurface consisting of ideal impedance sheet unit cells, and (iii) the measured
far-field power pattern of the fabricated metasurface. (The “correction factor” of cos θ
has not been applied to any of these plots.)

wave in the output (right) side. The achieved refraction angle,
measured geometrically, is about 70◦ which is very close
to the desired refraction angle. In addition, according to
the Floquet mode analysis by Ansys HFSS, the refraction
power efficiency (power contained within the desired Floquet
mode with respect to the total power) of this metasurface is
about 75%.
For manufacturing purposes, we now limit ourselves to

only five periods of this metasurface and also remove the
baffles for the ease of fabrication. The near-field simula-
tion of this truncated metasurface is shown in Fig. 9. The
far-field power pattern obtained from this metasurface is
shown in Fig. 10 (orange). The angle of the main beam is at
64◦. The reason that this achieved main beam angle is not
closer to the desired refraction angle of 69.6◦ can be jus-
tified by noting that the design process assumes a fully
periodic boundary condition which effectively means that
the metasurface aperture is of infinite length. In addition,
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FIGURE 11. The far-field measurements of the fabricated metasurface in a compact
antenna test range (CATR). The output face of the metasurface, i.e., the face that is
supposed to interact with a plane wave at 69.6◦ , is illuminated by the serrated reflector.

this fully periodic assumption means that the effective aper-
ture size of the metasurface remains the same from any
angles. However, this is not the case for the truncated meta-
surface, which has an aperture size of five periods. This
finite aperture size results in a reduced effective aperture
size (by a factor of cos θ) when radiating at θ �= 0. As
noted in [48], this discrepancy between a fully periodic aper-
ture and a truncated one can be numerically compensated
to yield the expected refraction angle, i.e., the main beam
angle that would have been obtained if the metasurface had
many more periods. Applying this correction factor to the
whole pattern, the expected refraction angle becomes 68◦,
which is closer to the desired 69.6◦. To compare this with a
more ideal situation, Fig. 10 (blue) shows the far-field power
pattern of this metasurface when the unit cells are modeled
using impedance boundary conditions instead of dogbones.
As can be seen, this ideal power pattern exhibits a lower
side lobe level around θ = 0 with a main beam angle at 65◦.
Applying the above correction factor to the whole pattern,
the expected refraction angle becomes 68◦.
We have also fabricated this metasurface as shown in

Fig. 6. As can be seen, along the y axis, we have used five
periods, and along the x axis, we have repeated the dogbones
70 times to mimic a 2D condition (i.e., ∂/∂x = 0). This fabri-
cated metasurface has then been tested in a compact antenna
test range (CATR) as shown in Fig. 11. Once the feed of
the CATR illuminates the serrated reflector, a plane wave
condition is created in the quiet zone of the CATR. The meta-
surface under test is then placed in this quiet zone such that
its output face is looking toward the reflector. On the input
side of the metasurface, a horn antenna is placed to receive
the electromagnetic wave passing through the metasurface.
This horn antenna is shown in Fig. 12 where the distance
between the input face of the metasurface and the horn
aperture is 25.5 cm (equivalent to about 8.5λ0). The horn-
metasurface structure is then rotated from −90◦ to +90◦

FIGURE 12. The metasurface mounting and the receiving horn antenna. The horn
antenna is located on the input side of the metasurface (i.e., the side that is supposed
to interact with a normally incident plane wave).

FIGURE 13. The gain pattern obtained from the CATR measurements with and
without the metasurface. The maximum gain of the horn antenna structure with and
without the metasurface are 14.1 dB and 10.6 dB respectively.

with respect to the boresight of the serrated reflector. The
recorded power pattern of the horn-metasurface structure
at the frequency of operation (10 GHz) is then shown in
Fig. 10 (green). The main beam angle is at 65◦. After apply-
ing the correction factor, the expected refraction angle will
be at 67◦.
Finally, the transmission power efficiency of the truncated

metasurface, shown in Fig. 9 and obtained from HFSS sim-
ulation, is 71.07%. (This efficiency is defined as the ratio
between the normal real power leaving the metasurface and
the normal real power incident to the metasurface.) We have
not obtained the transmission power efficiency from mea-
surements. However, we have compared the maximum gain
of the horn-metasurface structure with the gain obtained
when the metasurface is removed (while the absorbing struc-
ture remains around the horn) as shown in Fig. 13. As can
be seen, the maximum gain has dropped from 14.1 dB to
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FIGURE 14. Plot of the electric field magnitude at a fixed phase. The metasurface is
illuminated by a line source and then transforms the incident cylindrical wave to a
truncated plane wave.

10.6 dB when the metasurface is added to the horn-absorbing
structure.

B. CYLINDRICAL WAVE TO PLANE WAVE
TRANSFORMATION
This design example aims to transform the cylindrical wave
generated by a line source into a plane wave; see Fig. 14.
The distance from the line source to the input face of the
metasurface is one wavelength at the operational frequency
of 12.4 GHz. This example is under the 2D TE assumption;
thus, since the plane of propagation is the yz plane, we have
three field components: Ex, Hy, and Hz. The metasurface con-
sists of 31 unit cells and has an aperture size of about 5.2λ0.
Due to the difference between the power profiles associated
with the line source and plane wave in the input and output
faces of the metasurface, LPC is not satisfied. To meet the
LPC constraint, auxiliary surface waves [7], [15], [52], [53]
are employed according to the procedure explained in [53].
In this approach, an auxiliary surface wave is added to the
input face of the metasurface that redistributes the power
between the unit cells while being evanescent (exponen-
tially decaying) in the direction normal to the metasurface;
thus, no real power is reflected (or lost) in the ideal sce-
nario. After augmenting the input tangential fields (resulting
from the line source) with the fields due to this auxiliary
surface wave, the desired two-port scattering parameters are
obtained similar to the procedure explained for the plane
wave refraction example. These two-port scattering matrices
are then fed to the LDM.
As noted earlier, the LDM yields a few potential unit-cell

solutions per given two-port scattering parameters. To single
out a unit cell, we evaluate C3 in (3) for these potential solu-
tions, and choose the one that corresponds to the minimum
value. The values of C3 for the chosen unit cells are plotted
in Fig. 15. Although we have not used C1 and C2 to choose
the final unit cells, their values have been plotted for the

FIGURE 15. The absolute error of the achieved scattering parameters for each unit
cell with respect to the desired ones for the circular wave to plane wave
transformation example. The metasurface consists of 31 unit cells. The final unit cell
design is based on C3. The values of C1 and C2 are also reported for the sake of
completeness.

final unit cells. Since the unit cells are chosen based on C3
(focused on S21 performance), the error associated with S21
is good, but the other two errors are large. These unit cells
are then simulated in Ansys HFSS as shown in Fig. 14.
Although the resulting plane wave is not of high quality,
we do see fields with planes of constant phase emanating
from the metasurface, and a certain uniformity in the magni-
tude. The power transmission efficiency of this metasurface
is 66.85%. Similar designs using conventional techniques
(i.e., lookup tables followed by further iterative dimension
tuning) have shown slightly better performance as compared
to this example, e.g., see [54]. However, the main advan-
tage of our design is that it has not gone under any further
optimizations. Thus, it can be used as an initial guess for
further tuning.

C. FROM FAR-FIELD PERFORMANCE CRITERIA TO
METASURFACE DESIGN
For the last example, we consider an end-to-end design pro-
cedure where the designer identifies the following: (i) desired
far-field performance criteria to be achieved, (ii) the line
source excitation and its distance from the metasurface (1λ0),
(iii) the aperture size of the metasurface (6.5λ0) along with
the frequency of operation (12.4 GHz) employing 39 unit
cells. Similar to the previous example, this design is pur-
sued under the 2D TE assumption. The desired far-field
performance criteria are shown in Fig. 16 where “ ” shows
the desired two main beam angles, “×” denotes the desired
null angles, and “—” represents the half-power beamwidths
(HPBWs). Finally, the two horizontal lines in Fig. 16 show
the desired sidelobe levels (SLLs) and maximum null levels.
To find the required two-port scattering parameters for

each unit cell, we need to know the required tangential
fields on the metasurface aperture. To this end, we can
employ inversion methods such as [4], [5], [6], [9] to infer
these tangential fields from the knowledge of desired far-field
performance criteria. Herein, the procedure developed in [9]
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FIGURE 16. The achieved far-field power pattern from the metasurface designed to
meet the desired far-field performance criteria.

FIGURE 17. The absolute error of the achieved scattering parameters for each unit
cell with respect to the desired ones for the performance criteria design example. The
metasurface consists of 39 unit cells. The final unit cell design is based on C3. The
values of C1 and C2 are also reported for the sake of completeness.

was used to find these tangential fields and subsequently the
required unit cells’ two-port scattering matrices. Once the
required two-port scattering matrices are found, they are fed
to the LDM. The potential solutions for each unit cells are
singled out by evaluating C3 in (3). The values of C3 for the
metasurface’s 39 unit cells are shown in Fig. 17. Similar to
the previous example, the values of C1 and C2, although not
used in this design process, are reported in this figure for
the sake of completeness. The obtained unit cells are then
placed together to form the final metasurface.
As shown in Fig. 18, the metasurface is simulated in

Ansys HFSS, which shows the presence of the two beams
on its output side. In addition, the cylindrical incident wave
on the input side is somewhat distorted, which shows the
presence of undesired reflections on the input side of the
metasurface. The resulting far-field power pattern is obtained
and shown in Fig. 16 (solid blue curve). For this example,
the realized main beam angles are close to the desired ones,
although the realized left beam has not reached the desired
level. Similarly, the HPBW requirement for the right beam
has almost been met while that for the left beam has suffered.

FIGURE 18. Plot of the electric field magnitude at a fixed phase. The metasurface is
illuminated by a line source and then transforms this incident field to an output
aperture fields in an attempt to meet the desired far-field performance criteria.

TABLE 1. Unit cell dimensions for the first design example. All dimensions are
in mm.

Although most of the null angles have been realized, they
are not as deep as required by the desired maximum null
level. Also, the achieved SLL is higher than the desired one.
In general, this is a difficult design task as the auxiliary
surface waves required for power redistribution (in order to
satisfy the LPC constraint for lossless and passive design) are
heavily dependent on C2, which was not considered when
selecting the unit cells. However, noting that the reported
result does not involve any fine tuning, it can be regarded
as a promising initial guess. Finally, the power transmission
efficiency of this metasurface was found to be 66.95%

VI. CONCLUSION
EM metasurfaces enable systematic wave transformations
and can thus be utilized for the synthesis of arbitrary
radiation patterns and other applications involving tailoring
EM waves. The design process consists of the macro-
scopic and microscopic steps. Although the macroscopic
design step can be made to be automated, the microscopic
step can be iterative and time-consuming. To shorten the
design cycle, deep learning approaches have been inves-
tigated for the microscopic design step. Herein, we have
proposed an LDM-based deep learning microscopic design
approach. This is based on casting multi-layered unit cell
synthesis as conditional multi-channel binary image syn-
thesis (one channel per unit cell layer). The performance
of this LDM-based unit cell synthesis technique was
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TABLE 2. (a) Unit cell dimensions for the second design example from unit cell #1 to
#9. All dimensions are in mm. (b) Unit cell dimensions for the second design example
from unit cell #10 to #31. All dimensions are in mm.

(a)

(b)

evaluated against full-wave simulations and experimental
data. Although the performance of the metasurfaces formed
by the unit cells generated by the LDM is not fully satis-
factory, the results show that they can still provide a good
initial guess for the microscopic design step.

APPENDIX
In this appendix, we have tabulated the dimensions (in mm)
of the dogbones for all the unit cells used in this paper;
see Tables 1–3. In particular, Tables 2 and 3 have been
broken into Part A and Part B. The top layer is the clos-
est layer to the incident wave (i.e., the input side of the
metasurface) and the bottom layer is the closest layer to the
generated electromagnetic wave (i.e., the output side of the
metasurface).

TABLE 3. (a) Unit cell dimensions for the third example from unit cell #1 to #23. All
dimensions are in mm. (b) Unit cell dimensions for the third example from unit cell #24
to #39. All dimensions are in mm.

(a)

(b)
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