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Recently I watched an all women panel on careers in
data science hosted by the University of California,
Berkeley’s iSchool.1 The panel members had a range of
backgrounds and training, from advertising to educa-
tional research, statistics, and topic modeling. Some of
the roundtable’s experts had PhDs, and a few had
MBAs. Each of the panelists worked at Bay Area startups
and commerce sites in northern California (think
Airbnb, Eventbrite, and Jawbone). These corporate data
scientists represent a promising—and fast paced—new
field of commerce, analytics, knowledge, and perhaps
most importantly, technical change in the present
world of networked computing. I was struck by the vari-
ety of different ways these information professionals
approached the idea of “data” as they were speaking
about the nature of their work. The engaging discussion
on data science illustrated how data is not just a byprod-
uct of computing technologies but an engine for
dynamic change that drives society in different, fasci-
nating directions.

Data science is the systematic process of creating,
building, and organizing knowledge with data. It has
recently become a “new” area of interest in computing
sciences, bioinformatics (including public health), le-
arning sciences, business and marketing, and the infor-
mation sciences. Higher education institutions have
begun to offer master’s degrees in data science—few
programs exist at the undergraduate or doctoral level,
but many are soon to come.2 The “newness” of data sci-
ence has become all the rage of late, but for some, it’s
just a fresh coat of paint. As others have taken pains to
point out, the discipline of data science simply appears
to consolidate and leverage principles and techniques
from a number of fields that already exist, such as statis-
tics, machine learning, knowledge management, and
information retrieval.3,4 What’s new is that data science
aims to confront the massive volumes of data created
and collected today. Looking closely at data now that it
is big can inspire us to ask questions about how it has
been handled, modified, managed, and circulated since
people started leveraging data with information sys-
tems and computing machines.

New academic programs aren’t the only place where
we are seeing the impact of the “data deluge.” Increas-
ingly, we are seeing a public consciousness around per-
sonal data generation and collection by states and
corporations. Data collection (telephony metadata, in
particular) has come under intense, international politi-
cal debate since the Snowden leaks in 2013. Earlier this
spring, the US Circuit Court of Appeals for the Second

Circuit found that the bulk collection of telephony
metadata by the US National Security Agency (NSA) is
not authorized by the USA PATRIOT Act, saying that the
collection “exceeds the scope of what Congress has
authorized.”5 Since the Snowden leaks, media coverage,
online activism, and political pressure from around the
world brought the normally banal term “metadata” to
center stage despite the fact the collection of data about
citizens is far from a recent development in surveillance
states.

Consumers are increasingly aware that the online
traces they create generate data that can be aggregated
and turned into black gold. We’re also seeing consumer
backlash against the aggregation, collection, and data
protection that has resulted in numerous security br-
eaches to information systems that regularly put con-
sumers, workers, and citizens at risk. Ethnographers, legal
theorists, and communication scholars have suggested
that new cryptocurrencies and data-obfuscation techni-
ques in email encryption6,7 have, in part, stemmed from
this new consumer consciousness about how user data is
aggregated and applied into new commercial products.
From Home Depot and Target to the Office of Personnel
Management hacks, social media users and ordinary citi-
zens are facing security breaches that increasingly reveal
the staggering amount of information that is collected
through networked infrastructures about their behavior,
preferences, relationships, and activities. Although citi-
zens’ concerns about data collection have existed for
many decades,8 and metadata and surveillance pro-
grams that leverage data into commercial applications
and state governance are not new issues, I’m interested
in asking how historians of computing are confronting
new conceptions of data that circulate in society—in
academic, commercial, and civic spheres—and what we
might have to contribute to new scholarship about data.

In the last Think Piece article in the Annals, William
Aspray presented information domains as a promising
area for computing historians to consider as way of get-
ting at the “larger meaning of information and infor-
mation technology in society.”9 I want to take Aspray’s
argument a little further, building off of his notion of
information domains such as data curation or archival
science, and suggest that data—how it is being created,
packaged, deployed, and understood—is fruitful for
computing historians to consider as part of a larger
trend over the last 50 years toward networked informa-
tion systems. For information scholars, the difference
between information and data is context. A piece of
data without context is without meaning, but when
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data is put into context through practices
such as aggregation, description, classifica-
tion, organization, or application, it becomes
meaningful information to people and ma-
chines. Data that has become information
may also have multiple layers of context or
acquire more contextual information over
time. For example, in the US, birth records
are connected to social security numbers that
can be aggregated in the Social Security
Death Index (SSDI) database of death records.
A database of death dates also carries lifetimes
of information, including legacy information
systems (such as analog birth and death
records) as well as evidence for other kinds of
data (such as population statistics). The data
aggregated and classified in the SSDI database
acquire multiple layers of context and carry
multiple ontologies about the categories of
“life” and “death” depending on how the
information is accessed and interpreted. This
is just one example of how data can become
information with different layers of context.

Here, I want to bring data to the fore, the
ways that it figures into different realms, as a
phenomena that increasingly seems to pene-
trate all information domains, including fields
of scholarship and areas of society. I argue that
historians of computing committed to docu-
menting, charting, understanding, and ex-
plaining technological change can expand
and shape a growing area of scholarly research,
which is increasingly being called “data stud-
ies” and which has strong and direct links to
the history of computing research agenda.

Data as Computing History
Data, as traces of transmission, are becoming
the fundamental organizing principle of em-
erging cultural records that represent vast
swaths of data created as part of networked
computing infrastructures.5 In my work on
new information objects created with mobile
computing infrastructures, I am particularly
drawn to the origins of how data, or traces of
data, come to be in information systems. In
my earlier work on the Short Message Service
(SMS) text messaging protocol,10 I was con-
cerned with the metadata that encapsulated
text messages as part of their transmission
across wireless networks. The metadata of
text messages (not the message content itself)
are used to route network traffic information
and to locate senders and recipients of text
transmissions in wireless networks. The NSA
surveillance programs that were uncovered
in 2013 showed us that these context traces,
the data about text messages, are useful and

collected in all sorts of ways by network
operators, handset manufactures, standards
organizations, and surveillance programs.11

These routing data are metadata, which repre-
sent their own kind of documentation, records
of transactions between people, institutions,
machines and cultures through time. The exis-
tence of new kinds of data, such as telephony
metadata from text messages, points to a shift
in the history of recorded information and the
ways we communicate with mobile networks
that is different from earlier, analog communi-
cation networks. We need metadata about
transactions for the networked information
infrastructure to work. Histories of data help
us understand how these layers of context and
meanings are acquired through their develop-
ment, stabilization, and circulation.

Scholars have studied the emergence of the
data collection, privacy, and the surveillance
society as social constructions since the 1960s,
and they can help us begin to make sense of
this current data deluge. For example, JoAnne
Yates,12 Geoffrey Bowker and Susan Leigh
Star,13 and Christine Borgman14 have exam-
ined the origins of new kinds of documents,
formats, and information objects in informa-
tion infrastructures in distinct eras and expert
domains. Other information infrastructure
scholars such as Michael Buckland,15 David
Ribes,16 and Matthew Mayernik17 have ana-
lyzed the stabilization of formats, systems,
and standards and their influence on comput-
ing in cultures of information and documen-
tation work. There has also been a spate of
work that focuses on how these traces of trans-
actions in the histories of networks has shifted
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away from organizational and expert cultures
to see how new data subjects are develop-
ing.18–20 Still other scholars, influenced by
Michel Foucault, come to the study of data
traces in information infrastructures by way of
privacy and data collection techniques under
legislation, network architecture, and techni-
cal politics.21–24 A final body of scholarship
points to the ways that the Internet supports
new modes of being, such as the “algorithmic
self,” where users create corpora of personal
data traces across social media platforms.25–27

This is certainly not an exhaustive list of the
work being done in data studies, but it is
evidence that a growing number of social
scientists, media scholars, and organizational
theorists are engaging with data in the recent
history of technology. Still, few examine the
origins and stabilization of data as a focal point.
If the rise of data science, legislation around
data collection, and consumer consciousness
toward data generation is part of everyday life,
how can historians of computing help appre-
hend data and its growing centrality to the
information domain of data scholarship in
particular?

One way might be to analyze and describe
how network infrastructures are created by the
generation and implementation of data, which
can provide a way for us to examine the devel-
opment and design of networking architecture
and technologies, in what Andrew Russell
calls, “histories of networking.”28 Yet, data and
infrastructures have always had an intertwined
existence, and the entanglement has become
tighter and harder to distinguish, describe, and
interpret with new Internet technologies and
next-generation wireless networks.29 In a rela-
tively short time (less than 25 years), mobile

computing with handsets has become the pri-
mary way of communicating information in
terms of volume, frequency, and penetration
for much of the developed world.30 Clearly,
historians of computing must account for digi-
tal traces and new formats such as telephony
metadata, but it is uncertain whether existing
approaches that describe data can account for
the complexities of today’s networked infra-
structures. To my mind, data’s impact on soci-
ety and studies of data have reached a point for
which it is now time for historians of comput-
ing to historicize data directly. And there needs
to be an equitable balance between studying
the effect of data and studying context—the
processes of its creation, stabilization, and
transmission in information infrastructures.
Given the possibilities of emerging data in con-
temporary society, it is time for us to consider
that data may become a central part of the his-
tory of computing, and it will need to be for
the foreseeable future.

I propose that one way to do this might be
to look at data within different scales of infra-
structure, as Paul N. Edwards has suggested.31

Studying data at different scales produces dif-
ferent views of how technology develops as
well as how specific technologies affect individ-
ual practices (such as recordkeeping or evi-
dence building) and in organizational practices
(like business communications), as James Cor-
tada has extensively documented.32,33 Building
upon Thomas Misa’s framework for scalar anal-
ysis,34 Edwards describes the micro-, meso-,
and macro-scales of society and how infrastruc-
ture can be approached in different ways at
each scale. Micro refers to the individual or
personal level, the day-to-day practices that
make up our lives. The meso-scale is the
organizational or institutional change that we
see with groups of people across weeks and
years. Finally, the macro-scale refers to infra-
structure over long periods of time, decades or
even centuries (what some have called the
“long now”35).

The beauty of approaching data as it
moves through information infrastructures
at different scales of analysis is that scales of
inquiry are adaptable, like a pocket telescope,
extensible and collapsible with quick ges-
tures. Although many studies of data in com-
puting history are at the macro-scale, I’m
particularly drawn to the meso-levels of infra-
structures, where people create and rely upon
new forms of data as information. It is at the
meso-level where ethnographers who exam-
ine information systems (such as Peter Botti-
celli,36 Kalpana Shankar,37 and Susan Leigh
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Star38) all find rapid change—in this messy,
in-between area where groups of people are
communicating with documents and where
the stuff of data creation, stabilization, recep-
tion, and circulation actually happens.

The Future of Data Studies
We have benefited from the applications of
information domains, theories of infrastruc-
ture, and histories of computer networks, but
I believe that now we should turn toward
studies of data at different scales of informa-
tion infrastructure. Careful studies of data,
and their interpretation and development in
histories of networking can tell us more about
context, change, and continuities over time
when it comes to computing more broadly.
There is a role for historians of computing to
tell us more about how this moment of data
science came to be by looking at information
domains through data and the ways data
acquires layers of context to become informa-
tion. Aspray, and others have argued that his-
tories of computing, and the Internet in
particular, have been too focused and limit-
ing.28,39,40 A hermeneutics of data is needed at
the micro-, meso-, and macro-scales of net-
worked infrastructures. In asking the field to
turn toward the “newness” of data in this
moment, I am not arguing that we should
jump on the “big data” bandwagon. Instead, I
am asking for us to consider how and why
data came to be viewed as new again, arguably
one of the major cultural developments of the
past decade across national boundaries and
across fields of expertise and practice.

Young investigators at the nexus of comput-
ing history, information infrastructure studies,
and communications have begun to examine
data at different scales of infrastructure in

some interesting and fascinating ways. For
example, Brian Beaton has recently written
about software that promotes new types of
everyday data gathering with mobile devices,
and he calls for specific groups of social actors
to rework their social relations around contin-
uous data exchange and to form themselves
into new types of networked subjects (what
he calls “crowdsourced selves”).41 Kevin Dris-
coll has written about the social history of
database technologies, finding that data struc-
tures within collections can heavily influence
the flavors of database populism that may
arise and recordkeeping possibilities with sys-
tems such as in social media.42 Megan Finn
has examined analog data artifacts during the
1857 Tejon earthquake, showing that histori-
cal information infrastructures of the period
before standardized timekeeping shaped pop-
ular understandings of natural disasters.43

Social histories such as these, of data mov-
ing through scales of information infrastruc-
tures, represent a valuable intervention into
histories of networking but also into studies of
information, system design, and communica-
tion technologies in different realms of soci-
ety. What will the future of data studies be?
How can historians be faithful to particular
information ages’ data and distinguish them?
Some readers may find this call too concerned
with the present, but with a turn toward the
study of data in context, we can disinter the
ways in which infrastructures of transmission
shape recorded information, in this moment
and over time. Computing historians are
uniquely positioned to probe the entangle-
ment of networked infrastructures, data, and
cultures of computing in the recent past and
near future. But the key requirement is to first
elevate data, making it central to computing
history, as it already is within society.
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