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Abslnll:l: This paper presents an adaptive hybrid Chase-like algorithm for Reed-Solomon codes.
which is based on the list decoding algorithm. The adaptive hybrid algorithm is based on the
reliability threshold to exclude Ihe more reliable bits from being processed by the list decoding
algorithm and reduce the complexity of the hybrid algorithm. Simulalion results show that the
decoding complexities of the adaptive hybrid algorithm for both (15.7) and (31.21) Reed-Solomon
codes are almost the same as those of the list decoding algorithm (without Chase algorithm) at high
signal-to-noise ratios. but there is a significant improvement in FER performance.
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I. I TROD CTIO

How to approach the performance of the Maximum
likelihood decoding (MLD) with less complexity is a
subject which has been researched extensively, especially
for Reed-Solomon (RS) codes which are powerful error­
correcting codes in digital communications and digital
data-storage systems. Applying thc bit reliability
obtaincd from the channel to the conventional decoding
algorithm is always an efficient techniquc to achieve the
performance of the MLD, although the exponential
increase of complexity is always concomitant. In 111-121.
the authors also use the bit reliability to improve the
performance of Bose-Chaudhuri-Hocquenqhcm (BCI-I)
codes and RS codes. respectively. It is undoubted thai
improved performance can be achieved if we apply the
bit reliability to an enhanced algebraic decoding
algorithm that is more powerful than the conventional

algebraic decoding algorithms.

The Guruswami-Sudan (GS) list decoding algorithm 131
that was discovered by Madhu Sudan in 1997 and
developed by Guruswami and Sudan two years later 141 is
one of the enhanced algebraic decoding algorithms for
RS codes. In the GS list decoding algorithm. the number
of errors that can be corrected increases to

/(;,1 =n-I-l (k-l)nJ for (/I.k) RS codes, where L,I'J is

the integer of x. It is easy to show that the GS list
decodi ng algorithm is able to correct more elTors than the
conventional algebraic decoding algorithms. The
fundamental idea of the GS algorithm is to take
advantage of an interpolation step to get an interpolation
polynomial which is produced by the support symbols.
the received symbols and their corresponding
multiplicities. The GS algorithm then implements a
factorisation step to find the roots of the interpolation

polynomial. After comparing the reliability of these
codewords, which are obtained from the output of
factorisation. the GS algorithm outputs the most likely
one. The support set. the received set and the multiplicity
set are created by the Koeller-Vardy (KV) algorithm 151
that is a practical implementation of the GS algorithm.

To further improve the performance of the GS list
decoding algorithm, 161 has proposed a hybrid list
decoding and Chase-like algorithm. Simulation results in
161 show that the performance of the hybrid algorithm for
the (7.5) RS code can approach that of Ihe MLD, and the
performance of the (15.7) RS code can correct one more
symbol error than the GS list decoding algorithm. The
complexity of the hybrid algorithm in 161 depends on the
number of bits which are used in the Chase-like
algorithm. but the complexity is exponential with the
number or bits. Actually. as signal-to-noise ratio (SNR)
increases the received bits are more reliable, and it is nOI
necessary to apply the Chase-like algorithm in the GS list
decoding algorithm. To further reduce the complexity at
high SNRs, we propose an adaptive hybrid algorithm
which is based on the GS lisl decoding and the adapt ive
Chase-like algorithm in this paper. The adaptive hybrid
algorithm is based on the reliability threshold 10 exclude
the more reliable bils from being processed by the GS list
decoding algorithm.

This paper is organised as rollows. Section 2 introduces
the K V soft-decision front end along with the
corresponding algorithm. Section 3 gives a brief
description of the adaplive Chase-Generalised Minimum
Distance (Chase-GMD) algorithm. Section 4 explains
how the list decoding algorithm and the Chase algorithms
can be combined with further incorporation of the
adaptive idea. Simulation results are given in Section 5.
Section 6 draws conclusions for this paper.
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The KV Algorithm for calculating Multiplicity Matrix M
from the reliability matrix n subject to complexity

constraint .1'.

Guruswami and Sudan hinted at a possibility of a soft­

decision extension to their algorithm by allowing each

loint on the interpolated curve to have its own
multiplicity. Koetter and Vardy (KV) proposed a method

to perform sort-decision decoding by assigning unequal

multiplicities to different points according to their relative

reliabilities. An algorithm that generates the multiplicity

matrix from the reliability matrix n was presented in 151.
A lower complexity algorithm for implementing the KV

front-end was proposed in 171. but we still use lhe KV

algorithm from \51 which is shown as follows.

where R, is the rate of the RS code. £" / N" is the bit

signal-to-noise ratio. S given in (2) is a scalar constant
that depends on the number of quantisation levels.

0.45 $ S $~ (2)
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The threshold can be used to decide which bit should be

processed by tbe Cbase algorithm. Let the reliability of

received sequence belX. The bils will be used in the

adaptive Chase algorithm only if their reliabilities satisfy

the following condition:

-1' $ lXj $ +1' j = 1,2, .... [ el,;",] 0)

FRONT2. THE KOETTER-VARDY SOFf-DECISIO
END

Definitiun: II/,.) i, an <:ntry althe po~ilion (i, j) ill

11l11ltiplil:ily l1latrix M .
If a bit does not salisfy the above condition then it can be

ignored hy the Chase algorithm even if it is the most

unreliable bit in the received bits.
AI~orilhlll:
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Find the po,ilion (i, j) or the large,t cnlry 7[,., in II :

4. THE ADAPTIVE HYBRID ALGORITHM

The application of the Chase algorithm to the KV sort­

decision front end based on the bit reliability can improve
the performance of the list decoding algorithm, with an

adaptive schemc reducing complexity.

3. A ADAPTIVE CIIASE-GMD ALGORITHM

Using this al 'orithm. we obtain the support set, the

received set and the multiplicity set. The candidates of

the codeword polynomial an.: obtained through an
intcrpolat ion step and a faClorisat ion step.

Mahran and Benasissa proposed an adaptive Chase-GMD

algorithm for linear block codes in 181. In the adaptive

'hase-GMI Algorithm. an I-bit quanti;:er is used to

classify the received bits by their reliability. A brief

overview of the adaptive hase- 'MD algorithm is given
as follows.

As errors are morc likely to occur in the first IJ leas!
reliable positions of the received bits R, the Chase-GMD

algorithm is fir\lly considered to be applied in those

positions. A reliability threshold function of confidence

level, r, is used in the adaptive hase Algorithm. The

higher the confidence level the higher the possibility of
selecting more chase-like erasures. The threshold

function l' is given by:

Before the presentation of the adaplive hybrid algorithm,

there are some definitions which should be made clear.

We can obtain the support set. the received set and the
multiplicity set Ihrough Ihe KV front end. We use 'multi­

points' to define the received symbols whose support

symbols are the same. 'low-multiplicity-points' to define

the received symbols whose multiplicities are less than

the maximum multiplicity except for multi-points. and
'high-multiplicity-points' to define the received symbols

whose multiplicities are equal to the maximum

multiplicity. We rcrer to the high-multiplicity-points as

reliable points. and other received symhols as unreliable

points.

ow, the adaptive hybrid list decoding and the Chase-like

algorithm contain the following steps:

I. Implement the K V soft-decision front end to

ohtain the support set, the received set and the
multiplicity set.

II. _,>e Equation (I) to obtain the threshold value with

appropriate scale constant S and confidence level r.

III. alculate the number or multi-points in the output

or the K V soft-decision front end. If more than one
received symbol is found to have the same support

symbols. the number or multi-points increases by

one. We denote it as N"""II .

III + I: .\' .1'-1:
"J
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"J 11/ + 2 '.J'.,
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IV. Calculate the number of low-multiplicity-poin(s
in the Olllput of the K V sort-decision front end.

We denote it as N ,o ,,"
v. I I' N,"'II + Nit..· :'> I G S

use the chase-like algorithm for high­
multiplicity-points. The threshold can be
used to finally decide if those unreliable bits
are picked up by the hase algorithm or not.

Else
use the Chase-like algorithm for both low­
multiplicity-points and high-multiplicity­
points. The unreliable bits selected by the
Chase algorithm must also satisfy the
eondition mentioned above.

IGS is the number of errors that can be corrected

for (lI,k) RS codes.

VI. Output all the received sets, the corresponding
support set and multiplicity set to interpolation
step.

vii. Interpolation stel proposed in 151.
VIII. Factorisation step proposed in 151.

IX. Compare the probability of all candidates of the
codeword created by different received sets and
OUlput the most likely one.

In the above proposed algorithm, we do not consider the
multi-points because the list decoding algorithm has
already taken them into account. In other words, the list
decoding algorithm pays more attention to multi-points
than other points. When the list algorithm fails, the errors
coming from multi-points are not the significant source of
failure for the list decoding.

In the above algorithm, we classify the output of the KV
soft-decision front end into two different cases,

N",,"ti+ N,,,,,. :'> I G sand N"''''I/+ N ,,, ... > I G S . We will

discuss them separately.

If "''''II + N,,,,, :'> I G S ' it means that the number of

unreliable points does not exceed the error-correcting
ability. Even if all unreliable symbols are incorreet, the
list decoding algorithm can still generate the right
codeword polynomial. In this case, the errors coming
from reliable symbols are the main reason for the failure
of the list decoding algorithm. so we apply the Chase
algorithm to reliable symbols in order to obtain more
reliable received sets corresponding to the same
multiplicity.

If N"'"lti+ N I" ... > I G . , it means that the number of

unreliable symbols exceeds the error-correcting ability. If
all these symbols are incorrect, the list decoding
algorithm can not generate the right codeword
polynomial. In this case, we have to concentrate on both
low-mult ipl icit y-poi nts and high-multi pi icit y-poi nts.

Because the list decoding algorithm has already taken the
multi-points into account, we do not take the multi-points
into account. Before we apply the Chase algorithm to
both kinds of points. we must make it clear which kind of
points we should take into account first. low-multiplicity­
points or high-multiplicity-points. We can extend the
search scope into high-multiplicity-points by changing
the unreliable bits. In order to improve the search scope,
changing the unreliable bits in high-multiplicity-points is
better than in low-multiplicity-points. This implies that
we can obtain more candidate codeword polynomials if
we choose high-multiplicity-points. It seems that we
should change unreliable bits in high-multiplicity-points,
but at high SNRs, we draw a different conclusion. As the
SNR increases, the high-multiplicity-points (reliable
points) become more and more 'reliable'. The probability
that reliable points are received correctly is very large.
The performance improvement is marginal even if we
invert these bits which are in the reliable points. In this
paper, we only take into account low-multiplicity-points
first at high SNRs.

There are several threshold values that are shown in

Figure I and Figure 2 for RIO = 0.467. The scalar constant

in Figure I is 0.225. which is the minimum of a 4-bit
quantizeI'. The scalar constant in Figure 2 is 0.35, which
is the maximum of the same 4-bit quantizer.

It is obvious that we can change the confidence level to
get Ii ITerent thresholds. As the confidence level
increases, the number of bits that can be ignored by the
Chase algorithm decreases. The confidence level can be
adjusted to fit the list decoding algorithm. It is expected
that the performance of the adaptive hybrid algorithm is
comparable with the performance of the hybrid Chase-list
algorithm in 161, but with lower complexity.
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Figure I: The thresholds with S=0.225 for R" = 0.467.
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results in Figure 4 and Figure 6 show that the adaptive
algorithm can reduce the complexity with small or
marginal performance penalty. The complexity of the
adaptive hybrid algorithm in Figure 6 can approach the
list decoding algorithm without the hase algorithm at
high SNRs.

1 4

12
'R

1,
""I

b. ......-:v.....OB "d.-
b

V-

06 1~_
':6.-_

~I

--t>---..... --------04
I

01 I~ +-- (I~'I

II J --'- --'-
1 4 5 6

SNR(dB)

5. SIMULATION RESULTS

I:igure 2: The thresholds with S=O.35 1'01' N, = OA67.
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Figure 4: F1:R perrormance or the n 1.21 )RS code.
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Figure 3: FER performance of the (15.7) RS code.
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1\11 simulations arc perrormed in an A WGN channel and
BPSK transmission 1\ assumed. For comparison
purposes, we \imulate the conventional decoding, the list
decoding. the hybrid algorithm in 161 and the adaptive
hybrid algorithm. We u\e the Chase-2 algorithm to
improve the performance for the (15.7) RS code. We
\elect '-I unreliable bil\ according to the Iea\t reliable

po\ition\ ba\ed on the hybrid algorithm. 1\ 4-bit quanti/er
with the confidence level I to X is u\ed. In the simulation
of the (15.7) RS code we choose S=O.26 i1nd r=3, which

arc \uitable for the li\t decoding algorithm with
Illaxilllum multiplicity 2. The frame error rate (FI:R)
performance i\ shown in Figure 3. and the corresponding
eOlllplexity i\ shown in Figure 5. The simulation results
of 2-bil hybrid algorithm. 3-bit hybrid ;lIgorithm and 4-bit

hybrid ;11 'orilhlll arc also shown in those figures 1'01'

comparison. Based on the rilct thilt one interpolalion slep
and one f;lctorisation step take almost l)S')f, of total

decoding time. we define a unit of the decoding
cOlllplexity ;1\ the time taken by one interpolation step
and one rilctori\;l\ion \tep in the list decoding i1lgorithm.
The hybrid algorithm can correct one more symbol error
than thc li\t decoding algorithm. Figure 5 al,o shows that

the complexity of the adaptive hybrid algorithm decrea\es
a\ the S R increa\e\. The complexity of the adaptive

hyhrid al 'orilhm at 7d13 i, almo\t 2. which is the

complexity with the I bit Cha\e-2 algorilhm applied to
the li\t decoding algorithm, but the gap between the FI:R
p 'rformane' or the adaptive hybrid algorithm and the
hybrid'\ i\ ne 'Iigible.

We \till u\e the Cha\e-2 algorithm to improve the

performance for the (31.21) RS code. 1\ <-I-bit quanti/.er is
al\o u\cd with S=O.225 and 1'=3. Thc "l:R performance i\
shown in I:igure 4. and the cOlTe\ponding complexity is
\hown in I:igurc (l. Thc \imul;ltion re\ult\ of the I-bit

hybrid a' 'orithm and thc 2-bit hybrid algorithlll are ;11\0
\hown ill Ilm\c rigures ror cOlllpari\on. The \illlulation

2
I 4

SNR(dB)

Figure 5: The complexity or thc (15.7) RS code.
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Figure 6: The complexity of the (] 1.21) RS code.

6. CONCLUSION

In this paper, an adaptive hybrid list decoding and Chase­
like algorithm is presented. The adaptive hybrid
algorithm is based on the reliability threshold to exclude
the more reliable bits from being processed by the list
decoding algorithm. In the above steps we obtain more
received sets and accordingly obtain more candidate
codeword polynomials. As the search scope is extended,
the transmitted codeword is easily obtained. Simulation
results show that the FER performance of the proposed
adaptive hybrid algorithm for both (15.7) and (31.21) RS
codes can be comparable with the performance of the
hybrid algorithm in 161. but the complexity is much
lower, especially at high SNRs.
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