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Abstract: There has been a considerable amount of research work on using the Taguchi method for
electrical machine design in recent years. However, for the large community of electrical machine
designers, this method is still less known. The purpose of this paper is to summarise the past and
current research work of applying the Taguchi method in electrical machine designs. We attempt to
give readers some insight into the advantages and disadvantages, challenges, current status and future
perspective of the method.
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1. INTRODUCTION

Design optimisation has become increasingly important in
the electrical machine industry, which is largely driven
by the market demand for increased performance-to-cost
ratio designs [1]. Surrogate model methods (design space
reduction, response surface and space mapping) and scalar
objective search algorithms (genetic algorithms, particle
swarm and differential evolution) are probably the most
widely used and favoured methods for electrical machine
optimisation in recent years [2]. The use of the Taguchi
method in electrical machine design is relatively new. This
paper intends to provide a detailed review and discussion
of the published work relating to the use of Taguchi method
in electrical machine design.

2. TAGUCHI METHOD

The Taguchi method was developed by Dr. Genichi
Taguchi during his time at the Japanese Electrical
Communications Laboratories in the 1940s. During
that time he noticed that through judicious planning,
development cost could be significantly reduced [3], which
motivated him to develop a method that is now known
as the Taguchi method. Taguchi’s method was originally
used for quality control in manufacturing industries,
but has been implemented in various fields including
biochemistry, material science, industry process control
and some engineering fields [4]. According to Taguchi,
quality loss is the cost incurred after the sale of a product
whose quality characteristic deviates from the target value
[3]. As shown in Figure 1(a), Taguchi’s philosophy on
quality performance differs from the conventional one in
that it aims for a specific target within the conventional
no-loss range, which translates into the overall quality
improvements (see Figure 1(b)).

In comparison with the traditional Design of Experiments
(DOE) method, Taguchi method standardises experimental
designs by incorporating following unique features [3, 5]:

(a)

(b)

Figure 1: Conventional versus Taguchi’s quality philosophy: (a)
the view on loss; (b) resultant quality performance.

• Defining quality: For the Taguchi method, quality
is quantified as being on target and with the lowest
variances around the target.

• Standardised experimental trials: Taguchi developed
a series of orthogonal arrays (OA) for experimental
design, which were formulated to reduce the required
number of trials through fractional factor analyses,
instead of factor analyses as with DOE.

• Robust design strategy: For achieving a robust design
that is closer to the target with minimum variance,
uncontrollable ”noise” factors need to be identified
and included in the outer array design.

• Formulation of quality loss: By expressing the
loss/gain in quality in a simple manner, the quality
characteristics can be for a specific target value
(nominal-is-best), high as possible (bigger-is-best) or
low as possible (smaller-is-best).

• Signal-to-Noise analysis: To analyse the performance
variance caused by the noise factors, the Taguchi
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method employs the Signal-to-Noise (S/N) ratio
transformation. This method consolidates multiple
data points into a single value reflecting the amount of
variance present for the specific quality characteristic
selected.

The implementation of the Taguchi method is usually
conducted in the following steps:

• Brainstorming and planning are seen as the most
important step in the Taguchi method, which focuses
on the goal, problems, attributes of the parameters,
experimental trials and the quality characteristics of
the design.

• Experimental trial designs can be constructed
according to Figure 2(a). A key advantage of the
Taguchi method is the ability to gain insight into
the interactions between two parameters of the main
design array. The range of standard OAs are capable
of including 2 to 31 design parameters with two-,
three-, four- or five-levels for each factor.

• Conducting experiments formulated by the main
OA should be carried out randomly to avoid the
dependency on the experimental setup. Since all
the trials are predetermined and can be executed
concurrently, the benefits of parallel computing can
be exploited.

• Analyse results to determine optimum conditions:
The experimental framework used can affect how the
results of each trial are analysed. The type of analysis
required can be selected with the aid of Figure 2(b).
If the outer array design was not included, the
standard analysis is then used, whereby the output
response is used as that of the Analysis of Mean
(ANOM) and the Analysis of Variance (ANOVA). In
the case that the outer array design was used, the
output response is analysed using S/N ratio for the
specific quality characteristics. The ANOM is used
to identify the optimum conditions of each parameter
by studying the main effects of each level, which
gives an indication of the performance trend over the
parameter range. The ANOVA is a statistical tool
used to determine the influence each parameter has on
the performance outcome. Once the optimum level
conditions for each parameter are determined, the
performance of the optimum design can be predicted.

• Run confirmation test using optimum conditions:
The optimum level conditions determined by the
ANOM analysis must be used to confirm the
predicted optimal design’s performance. The same
trial exposure conditions should be applied when
confirming the predicted optimum. The actual
optimum performance is then compared to the
predicted one.

(a)

(b)

Figure 2: Flowcharts describing: (a) experimental design
framework [3]; (b) data analysis framework [3].

2.1 Orthogonal Array Methodology

Taguchi formulated 18 standard OA that can be used as
part of his method in experimental design [4]. Each OA
is named as Ln with n representing the number of trials
required by the specific OA. A specific OA is also linked
to a parameter combination, (l p), as originally defined
for a standard DOE analysis. Table 1 can be used to
aid in selecting an OA for up to 15 parameters. Some
OAs include multi-level parameters, for example, L18 has
both two- and three-level parameters. Regardless of the
array’s design, they are analysed using the same approach.
When selecting an OA, it is not always necessary to fully
populate all the parameter slots. In some designs, an open
parameters slot can be used to investigate the interaction
between two parameters.

Table 2 shows the design of the L8 array, which has 7
columns and 8 rows representing the parameters (A to G)
and number of trials (T1 to T8), respectively. The numbers
beneath each parameter indicate the state or value selected
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Table 1: Selecting standard orthogonal arrays.

Number of parameters

L
ev

el
s

2 3 4 5 6 7 8 9 10 11 12 13 14 15

2 L4 L4 L8 L8 L8 L8 L12 L12 L12 L12 L16 L16 L16 L16

3 L9 L9 L9 L18 L18 L18 L18 L27 L27 L27 L27 L27 L36 L36

4 L′
16 L′

16 L′
16 L′

16 L′
32 L′

32 L′
32 L′

32 L′
32

5 L25 L25 L25 L25 L50 L50 L50 L50 L50 L50 L50

Table 2: Orthogonal array L8.

Parameters

L8 A B C D E F G Output

Tr
ia

ls

T1 1 1 1 1 1 1 1 Y1

T2 1 1 1 2 2 2 2 Y2

T3 1 2 2 1 1 2 2 Y3

T4 1 2 2 2 2 1 1 Y4

T5 2 1 2 1 2 1 2 Y5

T6 2 1 2 2 1 2 1 Y6

T7 2 2 1 1 2 2 1 Y7

T8 2 2 1 2 1 1 2 Y8

to be investigated, e.g. 1 or 2 states. For any given trial,
all the factors are present with their level for that specific
trial indicated in the parameters column. Within a column,
the parameter has equal representation over all the trials
for each level and is seen as balanced. In the case of an
L8 array, level-1 and level-2 are each represented 4 times.
For an array to be orthogonally balanced, there have to be
equal occurrences of parameter combinations between any
two columns. For the L8 there are 4 possible combinations
(1,1), (1,2), (2,1) and (2,2), each occurring twice between
two columns. For an orthogonally balanced array, any
parameter can be placed in any column and the analysis
of the results will not be affected.

Experimental design using OAs are attractive because it
reduces the number of experiments and can thus reduce
total time spent. If a full factorial analysis is conducted
for the 7 two-level parameters of an L8, a total of 128
experiments are required, whereas with the OA only 7
experiments are needed. It should also be noted that an
OA based analysis works best when there is minimum
parameter interaction or inter-parameter dependency. If
there exists interaction between parameters, the OA still
possesses the capability to accurately identify the optimum
parameter combination. However, depending on the
degree and complexity of the parameter dependency, there
might be a difference between the predicted and actual
optimum performance. Thus, the use of a confirmation test
is highly recommended under such circumstances.

3. TAGUCHI METHOD IN ELECTRICAL MACHINE
DESIGN: AN OVERVIEW

3.1 Publication Overview

The Taguchi method has been used widely in engineering
design [3–7]. The first use of the method for electrical
machine design was reported in [8], in which the
method was used to reduce cogging torque of a brushless
DC Permanent Magnet (PM) CD-ROM spindle motor.
This work stimulated more research interest in applying
Taguchi method to different brushless PM motors [9–
15]. Figure 3(a) is a histogram of research publications
using the Taguchi method in electrical machine designs,
where the annual number of relevant published journals
and conferences are summarised. Evidently, there has
been growing interest in applying the Taguchi method in
electrical machines in past decade.

An interesting observation can be made if these
publications are grouped geographically as shown in
Figure 3(b), i.e., the Taguchi method is mostly used in
Eastern Asia with Taiwan producing almost a third of the
total publications∗. The related publications from the rest
of the world is rather limited, which is likely because the
Taguchi method is less known outside the Asia. Most of
the published work outside Asia was published in last 5
years.

3.2 Scope of Taguchi Method in Electrical Machine
Design

In literature, the Taguchi method has been applied to
various types of electrical machines such as brushless DC
PM motors [8, 9, 11, 13–20], PM Synchronous Machines
(PMSM) [10, 12, 21–61], line-start PMSM [62–66],
induction machine (IM) [67–71], Reluctance Synchronous
Machines (RSM) or Switch Reluctance Machines (SRM)
[72–81], axial flux PMSM [82, 83], linear or tubular
type machines [84–88], piezoelectric motor [89], active
magnetic bearing [90], Halbach array PM machine [91],
and superconducting wind generator [92].

As illustrated in Figure 4(a), the large percentage of
the published work using the Taguchi method focused

∗ Although the literature search was also conducted in Asian
languages, it may not be exhaustive. Furthermore, the research carried
out in Japanese industry is not always in public domain.
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(a)

(b)

Figure 3: (a) Number of annual publications relating to the use
of the Taguchi method in electrical machines; (b) Publications

by country or region.

on PM machines. As displayed in Figure 4(b), the
Taguchi method has been used in electrical machine
designs for reducing cogging (Tc/Ta) and ripple (Tr/Ta)
torque, Total Harmonic Distortion (THD) and active
machine mass, improving efficiency, torque production,
electromagnetic (EM) properties (flux or flux density),
back-EMF and power factor, and investigating rotor
saliency ratio, temperature distribution and acoustic noise.
The most common use of the method is to improve
the performance or the robustness of an existing design
realised by other design methods. Overall more than 50%
of the published work involved the torque performance
related design problems.

As with any other optimisation methods, the number
of parameters directly influences the total number of
simulations and the complexity to analyse and realise
the final design. With the Taguchi method the available
OAs need to be considered when selecting the number of
parameters for the optimisation. As shown in Figure 5(a),
the L9 is mostly used for the main OA, followed by
the L16 and the L18 in literature. These arrays are
used to determine the optimum conditions for 4, 5 and 8
parameters, respectively. In addition to the main design
parameters, the use of outer design can also be included,

(a)

(b)

(c)

Figure 4: Percentage breakdown of the Taguchi method related
publications in terms of (a) Machine types; (b) Optimisation

objectives; (c) Implementation types.

which often requires the use of a second OA [11,14,35,41,
44] leading to an increased total number of trials.

3.3 Citation Index

To identify the key publications from the published work
and to establish unique contribution made by researchers
to advance the use of the Taguchi method in the field
of electrical machines, a citation index is compiled in
Figure 5(b). The citation index presents the number of
citations for each selected paper of significance received
from other Taguchi method related publications.

It was found that Kim et al. in [22] and Hwang et al. in [24,
25,82,85] applied practically the same approach as that of
Chen et al. in [8]. However, Kim et al. in [27, 63], Shin et
al. in [28] and Hwang et al. in [46] each proposed methods
for multi-response optimisation using the Taguchi method.
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(a)

(b)

Figure 5: (a) Commonly used Orthogonal Arrays (OA) in
publications; (b) Taguchi machine design publication citations

index [8–38, 40–68, 71–80, 82–99].

There has not been any published research incorporating
the Taguchi method into an iterative design procedure.

4. REVIEW OF TAGUCHI METHOD IN
ELECTRICAL MACHINE DESIGN

Comparing with common optimisation methods, Taguchi
method has two inherent limitations, i.e. single
response optimisation and relative optimum parameter
conditions. The majority of publications focused on
methods/techniques to overcome the single response
limitation. There is also some work where Taguchi method
was used in conjunction with other optimisation algorithms
such as Genetic Algorithm (GA) [93], Particle Swarm
optimisation (PSO) [99] and Response Surface (RS) [12]
methodology.

After careful review and synthesis of the available
literature, it was found that the ways of implementing the
Taguchi method for electrical machine design in literature
were similar (as in Figure 2(a) and Figure 2(b)). However,
there are many different approaches when it comes to
determining optimum conditions with multiple responses.
To facilitate further discussion, these relevant publications

are classified into the six categories. Figure 4(c) illustrates
these categories and their percentage representation of the
total relevant publications:

• Single response: a standard Taguchi implementation
where only one objective is investigated. The
optimum conditions of each parameter could be
determined using the ANOM and/or ANOVA. The
latter provides the percentage contribution towards
performance variance.

• Multiple single-response using ANOVA: each ob-
jective is treated as a single stand-alone Taguchi
optimisation. The optimum conditions for each
objective are determined as with the single response
one. The final optimum conditions are selected
based on the percentage contribution provided by the
ANOVA and the designer’s discretion.

• Multi-response using weighted function: the re-
sponses are combined into a single weighted opti-
misation function. To ensure equal representation,
each response needs to be normalised, after which a
weighted value is assigned to each response. Once
combined the problem is treated as a standard Taguchi
implementation.

• Multi-response using fuzzy logic: each of the
responses are combined into a single function
using fuzzy logic. The fuzzy conversion ensures
a more accurate representation without assigning
artificial weights to each response. Once combined
the problem is treated as a standard Taguchi
implementation.

• Parameter screening for a secondary method: by
reducing the number of initial parameters a more
computational expensive method can be used in the
second design step. The parameters are screened
using ANOVA to select only the parameters with
a high contribution towards performance variance.
Lower contributing parameters are set using the
ANOM. This approach is ideally suited as an
extension to the single or multiple responses using
ANOVA in providing a non-relative optimum.

• Sensitivity or robustness analyser: the Taguchi
method is used to investigate the sensitivity of a
specific response and the influence certain parameters
have on the response by using the ANOVA. This,
in turn, can be used to increase the performance
robustness of the machine or selecting manufacturing
tolerances. This is in part an extension of the single
or multiple responses using ANOVA.

Each of the above mentioned implementations and their
respective advantages and disadvantages will be discussed
in more detail in the following sections.

4.1 Single Response

The single response implementations of the Taguchi
method can be conducted with or without using outer noise
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design such as using an outer OA or exposing the main OA
to different operating conditions. Since there is only one
objective being investigated, the working flow to analyse
the data stays the same as that in Figure 2(b).

The single response Taguchi optimisation without outer
noise design has been widely used in literature, which is
probably the simplest form of applying Taguchi method
as it does not require the use of Quality Control (QC),
Mean-Square Deviation (MSD) and S/N ratio calculations.
The optimum condition of each parameter is determined
using the ANOM and the main effect plots. Despite
the apparent advantage of requiring fewer simulations
due to the use of OA, the robust design feature of
the Taguchi method is lost as the variance reduction is
not included. The use of the ANOVA is optional as
this only provides information regarding a parameter’s
influence on performance variance. The applications of
this approach relating to electrical machine design include
electromagnetic design [23, 31, 54, 61, 76, 83], combined
electrical machine and drive design [77, 79] and thermal
effects of winding potting material [78].

Azizi et al. in [76] investigated the effect that geometrical
variables have on the saliency ratio of an RSM. The
contribution of each geometry parameter on the objective
is examined by using the L36 OA. The ANOM and
ANOVA are used to determine the optimum shape of the
rotor to maximise the saliency ratio. An interesting aspect
of the paper is the inclusion and use of the interaction
effects of the design variable in the optimisation. This was
done by using the interaction investigation columns built
into the OA. The interaction plots were also constructed
to investigate the interaction with the most influence. The
optimum levels were adjusted accordingly.

The first instance of using single response optimisation
with outer noise design was reported in [11], which in
fact was the first full implementation of Taguchi method in
electrical machine design as it applied the method strictly
according to Taguchi’s methodology. The aim was to
minimise the cogging torque as a function of average
torque and reduce the variance in performance caused by
manufacturing.

The Taguchi method was selected as it requires fewer
simulations than DOE and traditional optimisation
techniques. Furthermore, the DOE method does not take
non-linearity or noise effects into account, thus cannot
reduce performance variances. For both the main and
outer arrays the L9 OA was selected, thus a total of 81
2D FEM simulations were required to obtain the necessary
information for the ANOM and ANOVA. With the use of
an outer array, a smaller-is-better MSD was calculated
for each main trial, which are needed for the S/N ratio
calculations. The confirmation simulations showed a
reduction in cogging torque to average torque ratio. This
study clearly demonstrated the advantages of using the
Taguchi method such as the simplicity of use and the
ability of reducing variations when using an outer array.
However, it should be noted that the use of an outer array

increases the number of simulations and in this case to the
same number as the DOE method.

The use of the Taguchi method to maximise the efficiency
of a 5 MW PM generator was presented by Tsai in
[44]. The publication indicated that the Taguchi method
can be used in a fully unconstrained machine design
using both the stator outer diameter and stack length as
design variables. The trial machine analysis was done
using 3D FEM simulations, after which the results were
converted to S/N ratio to conduct the ANOM and ANOVA.
The verification simulation of the optimal parameter
combination confirmed the predicted performance with the
final design realising an efficiency greater than 95% at
rated conditions.

Other interesting applications of the single-response
Taguchi method include minimising cogging torque of
a brushless PM motor [35], maximising the back-EMF
of a PMSM [43, 55], and optimising the air-gap flux
density waveform of an outer-rotor PMSM [56]. In [43]
and [55], the back-EMF was maximised by using the
design parameters in the main L18 OA and the variance
minimised through the use of the L4 outer OA containing
the PM noise parameters. Both the average and variance
of the back-EMF between the Taguchi robust optimisation
model and initial optimisation model are compared in
Figure 6. A 12.87% performance improvement and a
11.32% variance reduction were achieved in terms of the
back-EMF.

Figure 6: Comparison between the Taguchi robust design and
original optimum design. Reconstructed from [43, 55].

4.2 Multiple Single-Response

The multiple single-response implementation is by far
the most popular way of applying the Taguchi method
for machine design as seen in Figure 4(c). It is well
suited for both outer and non-outer noise design cases,
although the non-outer design is mostly used. For the
multiple single-response implementation, each response is
obtained from the same OA trial framework, but analysed
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Figure 7: Identification steps for the final optimum of the
multiple single-response implementation.

separately. Thus, all the performance objectives under
investigation are extracted from the same simulation. For
each performance response both the ANOM and ANOVA
are required. The ANOM is used to determine the
optimum condition for each parameter while the ANOVA
is used to add weight to a response when there is no clear
overall optimum.

Once the optimum conditions of each response have been
identified, the overall optimum can be found using the
ANOM and ANOVA results as shown in Fig. 7. The
selection of the overall optimum of the parameters may
lead to two possibilities: complementing or contradicting
combinations. A complementing optimum occurs when
a parameter has the same optimum condition for all the
responses, thus the optimum is set using the parameter
level state identified by the ANOM. A contradicting
optimum occurs when a parameter does not satisfy the
optimum conditions of all the responses. In such
cases, the final optimum can be determined by using the
percentage contribution to variance information obtained
from ANOVA, which leads to one of following three
possible outcomes:

• High-low contribution: The optimum condition of the
parameter is selected to favour the objective with the
highest contribution towards performance variance.

• Equal-midway contribution: Here designers have to
use their own discretion in selecting the optimum
conditions. They can either favour a specific objective
or set the optimum so that neither of the two
objectives are favoured nor penalised.

• Low-low contribution: Neither of the two param-
eters has a high contribution towards performance
variance. The probability in selecting a combination
resulting in a poor optimum design is relatively low.
For this case, the ANOM’s main effect plot has a near
horizontal line.

For the above three contradicting cases, it is more
challenging to determine the optimum condition for an
equal-midway contribution, where the risk of selecting a
combination that results in a sub-optimum performance for

all the responses is relatively high. Furthermore, designers
have to interpret both the ANOM’s and ANOVA’s results
to ensure they select the best option. For this case the
ANOM’s main effect plots can also be helpful in making
selections.

One concern regarding this implementation is the
increased complexity in determining the overall optimum
as the number of responses increases. The same is also
true if there is an increase in parameters (e.g. with the
L18 OA that uses 8 parameters) or an increase in parameter
levels (e.g. with the L16 that uses 4 levels for each of the
5 parameters).

In literature, this approach was mostly used for electrical
machine design with two single responses. Several cases
were presented where average torque was maximised (or
maintained) while minimising torque ripple [8, 21, 22, 26,
58,75], cogging torque/force [9,14,34,48,85] or harmonic
components in the machine [47, 49, 73, 74]. Hwang et
al. applied this approach to maximise efficiency while
minimising torque ripple [23, 52] or cogging torque [24–
26] while Zhu et al. used the same approach for structural
design [20].

Another interesting multiple single-response implementa-
tion was reported in [15] as part of a comparison study
between the use of S/N ratio [9] and Grey relational
analysis. The objective of the study was to minimise
the cogging torque whilst reducing the variance of a
brushless DC spindle motor. To reduce the torque variance
the same main and outer OA were used to provide a
relative comparison between S/N ratio and Grey relational.
For both cases, the ANOM and ANOVA results agreed
well with only a slight difference between their optimum
designs. The advantage of using the Grey relation rather
than S/N ratio is that the use of a structured outer design
array is not as important as with S/N ratio. The Grey
system can provide relatively accurate results with partial
data while this is not always applicable to S/N ratio. This
can be beneficial in a design that has both a large number of
design parameters and noise factors. Thus, instead of using
a large OA for the noise factors, a small number of outer
designs can be compiled that still cover the whole range.
The full comparative study is also presented in [100].

4.3 Multi-Response Using Weighted Function

The first use of a modified Taguchi method for
multi-response problems was reported in [18], which was
writen in Korean. A similar paper in English was published
in 2009 [19]. The main idea in the paper was to improve
the weakness of the Taguchi method for multi-response
optimisation problems by allocating weighted value to
each response function. In order to perform multi-response
design by using the OA trial results, it is necessary to
normalise the S/N ratio of each response function. The
same approach was also used in [19, 27, 28, 63].

To convert a multi-response optimisation problem to a
single-response one, as per requirement of the Taguchi
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(a)

(b)

Figure 8: Flowcharts describing: (a) data analysis framework for
a multi-response Taguchi implementation; (b) Fuzzy logic

framework within the MR combiner. Adapted from [29, 95].

method, an additional step is required as indicated
by the highlighted blocks in Figure 8(a). The main
experimental framework still functions as in Figure 2(a),
however, the multiple responses have to be combined
into a singular response (a process called Multi-Response
(MR) combiner) before the ANOM and ANOVA can
be performed. In addition, each response has to be
transferred into the same frame of reference to ensure equal
representation. There are several ways in which the MR
combiner can function for the weighted normalisation.

In literature, there are two variants using the Taguchi
method with multi-response using the weighted sum
normalisation method, one was proposed by Park [18] et
al. and the other by Kim [41] et al. For both methods,
outer noise designs are required, thus, the use of QC and
its corresponding MSD formula is required. In Park’s
method, the more favoured of the two, each response’s

S/N ratio is first calculated, then normalised and then
combined. In Kim’s method each response value is first
normalised before the S/N ratio of each trial is calculated.
The procedure to combine multi-response into a single
function using Park’s method comprises three steps [19]:

• Step 1: Calculate the S/N ratio of each trial using
the QC applicable to the specific response. Each
response’s S/N ratio values are calculated separately.

• Step 2: Normalise the S/N ratio of each trial using the
z-standardisation method. Each response’s S/N ratio
normalisation is done separately. The normalisation
for a specific trial (n) is done as follows:

norm(S/Nn) =
S/Nn − ave(S/N)

sd(S/N)
(1)

where S/Nn is the S/N ratio of nth trial, ave(S/N)
is the OA trial average and sd(S/N) is the standard
deviation of the OA trial’s S/N ratios.

• Step 3: Calculate the total S/N ratio (TS) for the
nth trial using the multiple response function and the
normalised S/N ratio value

TSn =
n

∑
i=1

wi·norm(S/Nn) (2)

where wi is the weight factor of the ith response that
represents the relative importance of the ith response.
The sum of the weight value of w is 1.

Once TS has been determined for each of the main OA
trial, the ANOM and ANOVA can be conducted as normal.
In addition to the work in [27, 28, 63], Park’s method
was also used in [92], [57] and [80]. The method was
successfully used to realise an optimal machine design
ranging from two to five responses and was experimentally
validated in the majority of the publications. It should be
noted that there are various ways to normalise the OA trial
data.

Although this method may be relatively easy to implement
for the use of optimisations using three or more responses,
it has some disadvantages. In Eq. (2) the weights assigned
to each response are selected by the designer. This is
usually done to favour one response over the other and not
to realise a balanced design between each response or to
obtain the maximum value of TS by the optimum machine.
To overcome this problem Yang [19] additionally proposed
the use of a second Taguchi optimisation to maximise TS.
For this, each weight is treated as a parameter and the
combination of an OA trial is seen as the ratio that must
provide the sum of 1. The optimal weight ratio of each
experiment is obtained when TS is maximised using the
Taguchi method.
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4.4 Multi-Response Using Fuzzy-Logic

An alternative method when using the Taguchi method
for multi-response optimisation is to incorporate the use
of fuzzy-logic. A fuzzy-based Taguchi method was first
published in [29, 95] by Gaing et al., who later published
further work with Chui et al. in 2014 [50]. Also
in 2010, Hwang used a similar fuzzy base approach
in [30]. In 2013, Hwang presented a comparison
study between a multiple single-response implementation
and a fuzzy logic realised design [46]. The study
confirmed the effectiveness of the adapted method to
realise a higher performance machine design than the
multiple single-response technique. The final design was
experimentally validated. It shows that the technique
can be applied to solve multi-response machine design
optimisation problems.

The incorporation of fuzzy-logic framework within the
MR compiler block is described in Figure 8(b). The
fuzzy-based method coordinates the multiple responses to
obtain the better combination of geometric parameters for
achieving multiple targets using the same framework. The
method is used primarily for pre-processing of the S/N
ratios of each OA trial so that the different attributes of
each response can be compared and summed at the same
level by using membership functions. This ensures the
identification of the best combination of parameters by the
ANOM for the selected responses.

A fuzzy rule-based inference system comprises of three
basic units: fuzzifier, fuzzy inference engine, and
defuzzifier as presented in Figure 8(b). Both the fuzzifier
and defuzzifier require the use of a membership function
to fuzzify the S/N ratio and OA results and defuzzify them
to be summed into a single output. For the membership
function either a Gaussian [29, 95], triangular [30, 46, 50]
or a trapezoidal [50] function can be selected. The
fuzzifier and defuzzifier do not necessarily require the use
of the same type of membership function [50]. Typical
normalised fuzzifiers are presented in Figure 9. To
interpret the fuzzified input data the fuzzy rule base is
used. In a case of three states (Small, Medium, Large) with
two objectives would result in 9 rules and five defuzzifier
curves (Very-Small, Small, Medium, Large, Very-Large).
If three objectives are used, 27 rules are formulated with
seven defuzzifier curves.

4.5 Parameter Screening

The use of the Taguchi method as a parameter screening
tool in complex design optimisation problems with a large
number of design variables is an attractive alternative
to the DOE method. Comparing with traditional DOE,
the advantage of the fractional analyses of the Taguchi
method effectively reduces the number of trial simulations
required without sacrificing accuracy when conducting the
ANOVA.

The use of the Taguchi method as a parameter screening
method for electrical machine design was first used by

(a) (b)

(c)

Figure 9: Typical normalised fuzzifier membership function: (a)
triangular [30, 46, 50] (b) trapezoidal [50] (c) Gaussian [29, 95].

Gillion and Brochet in their series of publication [10, 12,
13] between 1999 to 2001. They selected more significant
design parameters based on Taguchi screening method
to further improve the machine’s performance. As the
number of design variables is reduced by the Taguchi
method, the more complex RS optimisation and objective
function can be introduced in the second stage. In addition,
constraints or penalty functions can also be included,
which are challenging to do in the initial screening.
Kim et al. in [16] applied this approach to identify the
parameters that influence the cogging torque variance due
to manufacturing tolerances. Chen in [86] proposed the
use of a Genetic Algorithm (GA) along with the Taguchi
method to identify the significant parameters influencing
the thermal properties of a linear air-cored PMSM. In all
cases, the second stage optimisation was done using a
numerical optimisation method to maximise the desired
objective function.

In [84] Ashabani et al. presented the use of the Taguchi
screening approach along with an Artificial Neural
Network (ANN) for shape optimisation of tubular linear
PMSM. A multi-objective optimisation was formulated to
reduce force ripple and PM volume while improving thrust
development using the following cost function:

TS =
O1

w1

O2
w2Ȯ3

w3 (3)

with Ox representing the objective and wx the weight
assigned to the objective by the designer. Using the
Taguchi method in the first stage, the near optimum values
of design variables were obtained by using the ANOM.
The two most significant parameters are identified by the
ANOVA and used in training of a radial-basis function
ANN. The trained ANN then predicts the objective
function variations as a surface function (Figure 10) of the
two parameters and a maximum is obtained.

Although the Taguchi method reduced the number of
simulations required in the first stage, the proposed
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Figure 10: Typical surface response plot for objective
function [84].

method introduces additional complexity and requires an
additional number of simulations to train the ANN.

The Taguchi screening approach has also been combined
with stochastic methods which have gained popularity
over the past few years. Hwang in [34] presented the
use of the Taguchi screening approach along with the
Rosenbrock method to reduce cogging torque in a PMSM.
Here Rosenbrock method is employed to determine the
optimal settings of the design parameters identified using
the Taguchi method as the Taguchi method lacks the
ability in finding the global optimum without the use of an
alternative method. A main concern of this approach is the
high computational costs, especially with a large number
of parameters.

5. CONCLUSION

The Taguchi method has been increasingly used in
electrical machine designs. Apart from more conventional
implementation of the Taguchi method, there has been
a significant amount of research efforts addressing the
limitations of the Taguchi method to make it more
suitable for the use in multi-response optimisations.
Many techniques have been developed to facilitate
multi-response optimisation with the Taguchi method.
However, they essentially all try to transform multiple
responses into a single response function.

Both the weighted sum and fuzzy based methods are very
attractive options for the use in multi-response problems
along with the Taguchi framework. The weighted sum
method is easy to implement as it only requires the
normalisation of the results before it can be summed
together into a single response. The judicious selection
of weighted ratio distribution between responses can be
challenging. The fuzzy based Taguchi method requires
some additional implementation steps and analysis of the
results before they can be combined into one response.
The use of membership functions ensure an accurate
representation of each response in the final response value,

thus reducing the total number of required simulations in
order to find the domain optimum solution.

The use of the multiple single-response approach is a
simple and popular way of using the Taguchi method.
However, it relies on the designer’s knowledge and
experience to select parameter states when dealing with
contradicting optimums for the objectives.

When using the Taguchi method with the outer array
design, both the average performance and its variance
are improved, thus a robust design can be realised. To
reduce the number of required simulations, it is important
to ensure that only the applicable parameters are included
for both the main and outer OA. The use of the Taguchi
parameter screening method can be useful in this regard.

Although the use of the Taguchi method as a parameter
screening tool in the hybrid optimisation structure is
an attractive approach, it is still highly dependent
on the second-tier optimisation. Usually mainstream
optimisation algorithms are used to realise the final
optimum design instead of the Taguchi method itself.
Thus, despite all the benefits that Taguchi method
screening may offer such as effective selection of design
parameters (using ANOVA) and design domain, the robust
design benefit of Taguchi method is partially lost.

This paper presents a detailed literature review on the
applications of the Taguchi method in electrical machine
design. Although extensive research on this subject can
be found in literature, there is still ample scope for further
development work. There are also no attempts in literature
to use the Taguchi method directly as an optimisation tool
within an iterative optimisation framework. Future work
in this direction should be encouraged.
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