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Table 7: Algorithms’ performance – 45 bus system 

Parameter Benders B&B Enhanced 
PSO 

Bus 1,  
Size 1 (MVA) 

(378, 75) (378, 67) (378, 75) 

Bus 2,  
Size 2 (MVA) 

(433, 92) (430, 150) (433, 92) 

J value 0.9174 1.0170 0.9174 
Voltage 
deviation (J1) 

0.1824 0.1819 0.1824 

Time (sec) 18,611 846 666 
Power flows 63,095 2,155 2,000 

 
Considering the ability of the algorithms to find the 
global optimal solution, Enhanced-PSO and Bender’s 
decomposition, are able to find the best solution. On the 
other hand, the B&B algorithm gets trapped in a local 
minimum. 

Concerning the computational effort, the number of 
fitness function evaluations for Benders’ decomposition 
is 31.5 times larger than the Enhanced-PSO, with the 
resultant increase in computational time. Nevertheless, 
both algorithms require only a fraction of the total 
computational effort required by the exhaustive search, 
0.17% and 0.005% for Benders, decomposition and 
Enhanced-PSO, respectively. 

7.  CONCLUSIONS 

This paper compares several optimization algorithms 
applied to the problem of optimal allocation of FACTs 
devices in the power system: classical approaches such as 
Bender’s decomposition and Branch and Bound (B&B) 
algorithms, and metaheuristic techniques such as Genetic 
Algorithm (GA), Particle Swarm Optimization (PSO), 
Enhanced-PSO and Bacterial foraging Algorithm (BFA). 

Emphasis is placed on aspects of the optimization process 
that tend to be overlooked in the literature: 

Convergence into feasible regions: for this type of 
application the feasible region is reduced, scattered and 
non-convex, therefore special consideration has to be 
given to the exploratory capabilities of the optimization 
algorithms. Enhanced-PSO algorithm is introduced to 
show the importance of this aspect: with simple rules to 
enhance the initial exploration of the problem 
hyperspace, this algorithm is capable of finding feasible 
solutions in 100% of the cases and twice as fast as 
compared to its closest competitor, the BFA algorithm, 
and 30 times faster than the canonical PSO. 

Statistical analysis of algorithm’s performance: 
performance of metaheuristic techniques is mostly  
analyzed using parameters, such as average value and  

standard deviation, which assume the data to be normally 
distributed. This paper shows that there are cases when 
the normality assumption does not hold. Weibull analysis 
is presented as an example of how statistical tools 
correctly applied in those cases can lead to interesting 
conclusions about the underlying search mechanism of 
metaheuristic algorithms. 

Global Optimality:  until now there is no proof that 
metaheuristic algorithms provide global optimality. This 
paper analyzes this aspect using a simple but realistic 
case study of optimal STATCOM allocation considering 
steady state and economic criteria. An exhaustive search 
is carried out on a 45 bus system to find the global 
optimum of the problem, and then statistical results are 
obtained for different optimization algorithms. The 
algorithm with the best performance is capable of finding 
the global optimum at least once over 50 trials, and in at 
least 70% of the time, the degree of sub-optimality is less 
than 10%. 

Scalability of metaheuristic algorithms: scalability is 
investigated using as an example the Enhanced-PSO 
algorithm. Results are obtained for the IEEE 118 bus 
system and compared with the 45 bus system. 
Considering both, the convergence to feasible solutions 
and the degree of sub-optimality of the optimal solutions 
found, there is evidence that indicates that the 
performance of the algorithm is not affected by the size 
of the system. 

Classical versus metaheuristic approaches: the classical 
approaches, Bender’s decomposition and B&B are 
compared with the Enhanced-PSO considering the 
capability of the algorithms in finding the global optimal 
solution and their computational effort. Bender’s 
decomposition and Enhanced PSO are capable of finding 
the global optimum however B&B becomes trapped in a 
local optimal point. For all algorithms, the number of 
power flow computations is small (compared to the 
exhaustive search), but a comparison between them 
favors the metaheuristic algorithm since Bender’s 
decomposition takes 30.5% more computational effort 
than the Enhanced –PSO. 

A final concluding remark is that, at present, there is no 
optimization method that universally outperforms all 
others. The selection of an algorithm is problem 
dependent, and this paper makes a particular effort in 
showing different aspects that should be considered while 
choosing an optimization method for solving the problem 
of allocating  FACTS devices. 

ACKNOWLEDGEMENTS 

This work has been partly supported by NSF Grants ECS 
#0524183 and ECCS #0348221. 



Vol.100(1) March 2009SOUTH AFRICAN INSTITUTE OF ELECTRICAL ENGINEERS22



Vol.100(1) March 2009 SOUTH AFRICAN INSTITUTE OF ELECTRICAL ENGINEERS 23


