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Fun Selfie Filters in Face Recognition:
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Abstract—This work investigates the impact of fun selfie filters,
which are frequently used to modify selfies, on face recognition
systems. Based on a qualitative assessment and classification of
freely available mobile applications, ten relevant fun selfie fil-
ters are selected to create a database. To this end, the selected
filters are automatically applied to face images of public face
image databases. Different state-of-the-art methods are used to
evaluate the influence of fun selfie filters on the performance
of face detection using dlib, RetinaFace, and a COTS method,
sample quality estimated by FaceQNet and MagFace, and recog-
nition accuracy employing ArcFace and a COTS algorithm. The
obtained results indicate that selfie filters negatively affect face
recognition modules, especially if fun selfie filters cover a large
region of the face, where the mouth, nose, and eyes are cov-
ered. To mitigate such unwanted effects, a GAN-based selfie filter
removal algorithm is proposed which consists of a segmenta-
tion module, a perceptual network, and a generation module.
In a cross-database experiment the application of the presented
selfie filter removal technique has shown to significantly improve
the biometric performance of the underlying face recognition
systems.

Index Terms—Biometrics, face recognition, selfie filter, face
occlusion, generative adversarial network, inpainting.

I. INTRODUCTION

IN THE recent past, the use of deep convolutional
neural networks has achieved remarkable improvements

in face recognition (FR) accuracy, surpassing human-level
performance [1], [2]. Due to these breakthrough advances FR
technologies have become an essential tool for identity man-
agement systems and forensic investigations worldwide. In the
latter application scenario, public content plays an important
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Fig. 1. Example of fun selfie filters [11], [12], [13].

role, especially facial images from social media [3], [4], [5].
However, before sharing their face images on social media plat-
forms, e.g., Facebook or Instagram, users frequently edit them
to achieve a desired impact. Common editing tools include
beautification filters which may apply significant alterations
to the facial shape and texture, e.g., by enlarging the eyes or
smoothing of the skin. Furthermore, so-called fun selfie filters
(FSF) are frequently applied by users to add to the amusement.
FSF applications automatically edit facial images in a funny
and conspicuous way. In Fig. 1, it can be seen that FSFs may
induce severe alterations and occlusions to face images.

In many forensic investigations, public authorities are fre-
quently confronted with cases where only edited facial images
of a subject are available, e.g., in searches for missing persons.
This is particularly the case for teenagers which often apply
FSFs to their face images [6], [7]. In such cases, an auto-
matic reconstruction of the original face images can facilitate
forensic investigations.

In a FR system, FSFs applied to face images are expected
to represent a challenge for various processing stages [8], [9].
For instance, a large coverage of the facial region by a FSF
may hamper face detection or face sample quality estimation.
In addition, biometric comparison scenarios where one of the
face images to be compared has been altered with a FSF are
expected to be challenging. So far, a first attempt towards eval-
uating the impact of FSFs on certain facial analysis tasks
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has been made in [10]. However, the impact of FSFs on
the performance of state-of-the-art FR systems has not been
investigated in a detailed manner yet.

Recently, deep learning techniques have been applied for
the purpose of image inpainting. In particular methods based
on generative adversarial network (GAN) have shown impres-
sive results for removing facial occlusion [14], e.g., caused by
medical masks [15]. In order to perform well, such techniques
usually require a large amount of realistic training data con-
taining face image with and without targeted occlusions. To
the best of the authors’ knowledge, so far the feasibility of
GAN-based removal of FSFs has not been investigated in the
scientific literature.

In order to assess the impact of FSFs on FR systems and
mitigate their potentially negative effects, this work makes the
following contributions:

• A qualitative assessment of FSFs, available in mobile
application stores, is conducted. Based on this assess-
ment, ten highly relevant FSFs are identified and classi-
fied w.r.t. the face image alterations.

• The automated creation of a dataset generated from
images of more than 1,000 subjects of the public
FRGCv2 [16] and FERET [17] face image databases.1

• A comprehensive evaluation of the impact of FSFs on the
performance of face detection, face sample quality, and
FR, along with a detailed discussion of obtained results.

• A FSF removal algorithm which is created by adapt-
ing existing network architectures for segmentation and
inpainting [15], [18], along with a detailed evaluation of
FR performance before and after the FSF removal.

The remainder of this paper is organised as follows: related
works are briefly summarised in Section II. The creation of
the FSF face image dataset is described in detail in Section III.
Subsequently, the impact of FSFs on different FR sub-systems
is evaluated and discussed in Section IV. Section V introduces
the novel GAN-based selfie removal which is applied to the
created dataset to evaluate to which extent it mitigates the
effects of FSFs. Section VI concludes the work.

II. RELATED WORK

Facial occlusions challenge FR systems which are able to
cope with the occlusion problem in three main ways [14]:

• Occlusion Robustness: apply a patch-based or learning-
based feature extraction strategy to describe the fea-
ture space that is less affected by facial occlusions
(e.g., [19], [20], [21], [22], [23]).

• Occlusion Awareness: feature extraction methods
which detect occluded facial regions and sub-
sequently only employ visible face parts for FR
(e.g., [24], [25], [26], [27]).

• Occlusion Recovery: techniques which aim at
reconstructing the occluded face parts prior to
applying the feature extraction of the FR systems
(e.g., [28], [29], [30], [31], [32]).

Many works have reported negative impacts of facial occlu-
sions on FR, e.g., caused by sunglasses or face masks [14].

1Due to license restrictions the database created in this work is only made
available to visiting researchers.

TABLE I
CATEGORIZATION OF OCCLUSION TYPES [14]

The common facial occlusions that challenge the current
state-of-the-art FR systems are listed in Tab. I.

Similar to occlusions, strong makeup [33], [34], [35] or even
facial tattoos and painting [36] have been shown to negatively
influence FR systems, especially in cases where significant
parts of a face are covered with tattoos or paint.

During the COVID-19 pandemic, which at the time of
writing is still ongoing, many countries made it mandatory
to wear facial masks in public and indoor spaces as a pre-
ventive measure to help stop the spread of the virus [37].
However, occlusions from facial masks significantly change
the operational condition of face recognition systems and, as
a result, can make automated face recognition more chal-
lenging [38]. Additionally, it has been shown that facial
masks can be used to successfully launch attacks against
commercial FR systems [39]. Hence, many research activi-
ties focus on algorithms to increase FR performance when
dealing with masks that cover a large area of an individual’s
face [40], [41].

Focusing on selfie filters, the impact of beautification fil-
ters has firstly been analysed in [42]. In contrast to FSFs,
beautification filters aim at beautifying the facial appearance
in a discreet way. It was shown that the performance of a
FR system might significantly drop in case a beautification
filter drastically alters the facial appearance. In more recent
works it has been shown that FR systems can be robust to
moderate alterations resulting from the use of beautification
applications, e.g., in [43], [44], [45]. With respect to FSFs,
the Specs on Faces (SoF) dataset was introduced in [10] for
the purpose of evaluating various tasks, e.g., face detection
and gender prediction, in challenging environmental scenar-
ios. This face database contains face images of 112 subjects
to which two FSFs have been applied. However, its small size
and the fact that facial images of the said database were mostly
captured in a single session makes the SoF dataset less suitable
for FR performance evaluations. The large amount of facial
occlusion variations, as well as their possible random place-
ment on the face, makes FR under occlusion a yet unresolved
issue.

So far, FSFs have not been considered as potential occlu-
sions a FR system has to deal with. Hence, the impact of FSFs
on FR performance is assessed both in the direct face compar-
ison but also following an occlusion recovery approach, using
inpainting techniques to treat the occluded face as an image
repairing problem.
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Fig. 2. Fun selfie filter dataset creation workflow.

A. Occlusion Detection and Segmentation

For an effective occlusion removal, it is important to accu-
rately detect and segment the occluded facial regions. In the
past years, various deep learning-based object detection and
segmentation methods have been shown to obtain outstanding
performance [46], [47].

Regions with convolutional neural networks (R-CNNs) [48],
Fast R-CNNs [49], or Faster R-CNNs [50] are well-known
for their state-of-the-art object detection performance. These
approaches use selective search algorithms to extract regions
from an image, feeding them to a CNN to produce a fea-
ture vector for each processed region. Subsequently, machine
learning-based classifiers, e.g., support vector machines
(SVMs), analyse the features extracted from each candi-
date region, to determine the presence of the object. Despite
their competitive detection performance, such approaches are
computationally expensive [51].

While R-CNNs have also been used for semantic image
segmentation tasks [48], Long et al. showed in [52] an
improved performance for segmentation tasks using a fully
convolution network. However, the need for more precise seg-
mentation that works for relatively few training images led to
the development of U-Net [53], being one of the most used
end-to-end FCNs in image segmentation. The U-Net encoder
uses a series of convolutions with max pooling layers, while
the decoder uses transformed convolutions to upsample the
encoded information. The encoder and decoder feature maps
are concatenated to better learn the contextual information.
For an accurate FSF segmentation, the current work adopts
the idea presented in [15], using U-Net architecture supple-
mented with a squeeze and excitation (SE) [54] block at the
output of the first three layers of the encoder.

B. Occlusion Removal

Deep learning-based algorithms have been effectively used
to reconstruct occluded facial regions, e.g., [30]. On the
other hand, inpainting techniques focus on reconstructing the
occluded elements of the image, leaving FR out of consid-
eration. It is a challenging task to recover details of facial
features on high-level image semantics, being used in many
FR scenarios, such as when a subject wears sunglasses [32], a
facial mask [15], or when there are other external facial occlu-
sions [18], [55]. The purpose of inpainting is to reconstruct
missing information in an image.

Inpainting methods usually consider information from the
whole image (i.e., low-level texture information and high-level
semantic information). Traditional inpainting methods rely on
low level information to find best corresponding patches from
the unaltered regions in the same image [56], [57]. These
methods work well for background completions and repeti-
tive texture patterns. However, as the face image consists of
many unique components, low level features are limited for
face inpainting tasks. Thus, the inpainting process needs to be
carried out with a high semantic confidence [58].

Facial inpainting (also referred to as face completion) meth-
ods have been found to improve FR performance on occluded
face images [59]. Rapid progress in deep learning, in partic-
ular GANs, inspired studies [15], [60] on facial inpainting.
Here, GANs are proposed to deal with both low-level textural
features and high-level semantic features utilised for removing
facial occlusions. In [15] several GAN-based image inpaint-
ing models, i.e., [55], [61], [62], [63], are benchmarked on real
world images showcasing significant reconstruction capability.

III. FUN SELFIE FILTER DATABASE

To create the FSF database used in this work, a quali-
tative assessment of popular mobile applications for adding
FSFs were conducted. In addition, various styles that
focus on occluding different facial regions was considered.
Subsequently, the selected FSFs were applied to 1,441 face
images of the FRGCv2 [16] dataset. For this purpose, an
automated software that emulates the chosen mobile appli-
cations was used, as illustrated in Fig. 2. The used subset
of the FRGCv2 dataset has good-quality face images which
allows to analyse the sole impact of FSFs on FR modules in
the absence of quality-related factors [64], e.g., variations in
pose or illumination.

A. Face Image Selection

The used database consists of constrained reference images
and unconstrained probe images. For reference images frontal
faces with neutral expression have been manually chosen.
Further, probe images were selected which exhibit varia-
tions in pose, expression, focus and illumination. If possible,
probe images were preferably chosen from different acquisi-
tion session in order to obtain a realistic scenario. Examples
of probe and reference images of both face image subsets
are depicted in Fig. 3. FSFs are applied to the constrained
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Fig. 3. Examples of reference (top row) and probe (bottom row) images
selected from the FRGCv2 database.

TABLE II
RANKING CRITERIA FOR FUN SELFIE FILTER APPLICATIONS

TABLE III
SELECTED FUN SELFIE FILTER APPLICATIONS WITH THE NUMBER OF

DOWNLOADS AND SCORE BASED ON THE USER REVIEWS IN 2022

reference images. This facilitates the automated application of
FSF which requires a detection of faces.

B. Fun Selfie Filter Selection

To create an appropriate database of facial images with
FSFs, a total of ten FSFs were selected from five different FSF
mobile applications. The mobile applications were selected by
performing a ranking based on the criteria in Tab. II. The
scores have been assigned based on the available reviews
from users, as well as the authors’ experience while using the
applications. Tab. III shows the five FSF mobile applications
that received the highest rankings and which are the mobile
applications used in this work.

Fig. 4. Cropping of facial region polygon.

TABLE IV
FUN SELFIE FILTER GROUPS BASED ON THE FACIAL COVERAGE METRIC

In Tab. II, gallery support refers to the possibility of apply-
ing selfie filter to existing photos, rather than live captures;
variety provides an estimate of how different selfie filters are
relative to each other; development captures the continuous
work on the application in terms of new feature or selfie filter
addition.

When investigating the impact of FSFs on FR systems, it is
interesting to see how the FSF coverage and placement affect
the performance of the tested systems. The chosen FSFs are
depicted as part of Fig. 2.

C. Categorisation

According to the criteria presented in Tab. II, a categori-
sation of FSFs was performed based on facial coverage and
placement of the FSF.

Coverage: The FSF coverage is quantified by focusing on
the facial region polygon that is used as a mask to the original
image, cropping the facial part of the image as illustrated in
Fig. 4.

This information is used further on to investigate the impact
of the FSF based on its facial alteration, as well as focusing
on specific elements that drive the eventual decrease in facial
recognition performance.

Coverageintensity = �Facial Pixel Intensity

Number of Facial Pixels
(1)

Eq. (1) reports on the average pixel intensity variation due to
the FSF, being a stable and accurate way of estimating the sig-
nificance of the FSF. In the equation, �Facial Pixel Intensity
is the absolute difference between pixels in the cropped
facial regions of the masked and original face. Moreover,
Number of Facial Pixels is the total pixel amount in the
cropped facial region. Using this metric, transparent FSFs will
achieve a lower score in comparison to corresponding solid
color FSFs that cover the same area. Additionally, smoothing,
compression, and other effects which do not occlude facial
attributes, will not have a big impact on the calculated cov-
erage intensity score. After trying a wide variety of FSFs
provided by various mobile application, the visual complexity
of recognising the identity behind the FSF has been defined
following the thresholds presented in Tab. IV.
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Fig. 5. Fun selfie filters with facial coverage score (see Eq. (1)).

Fig. 6. Fun selfie filter groups by the most affected facial region.

It is expected that the coverage score will correlate with the
actual difficulty of recognising the original face once the FSF
is applied. Tab. IV highlights the main FSF groups and Fig. 5
presents the scores for each of the ten samples.

Placement: Each of the FSFs presented in Fig. 6 focuses
on altering certain facial features. This information will be
used in concluding whether certain regions of the face are
more important for recognition purposes and if there is any
difference across the state-of-the-art FR systems.

IV. IMPACT ON FACE RECOGNITION

The impact of FSFs on face detection and sample quality
is estimated for scenarios with different facial coverage mea-
sures. In experiments on recognition performance, the most
relevant scenario where either one of the face images to be
compared has been modified using a FSF is considered. For
evaluations on recognition performance, the placement of FSFs
is additionally considered. In all evaluations a comparison with
a baseline of unaltered face images is made.

Fig. 7 presents the min-max normalized face detection
score, while Tab. V refers to the actual score, where the detec-
tion score ranges differ across the used algorithms (e.g., in our

TABLE V
AVERAGE FACE DETECTION SCORES, STANDARD DEVIATION, AND

ERRORS (IN %) BY THE FUN SELFIE FILTER FACIAL COVERAGE

Fig. 7. Min-max normalized (eq. (2)) face detection confidence scores by
the fun selfie filter facial coverage.

case, the range for detection scores on dlib is [0; 4], RetinaFace
is [0; 1], and COTS is [0; 5.4]).

The min-max normalization is done to ensure an equal scale
when comparing the performance of various algorithms as
defined in Eq. (2).

Xnormalized
i = Xi − Xmax

Xmax − Xmin
· (Rmax − Rmin) + Rmin (2)

where Rmin and Rmax cover the desired range of normalized
data (i.e., in this case Rmin = 0 and Rmax = 1) and Xi refers
to the detection score of sample i.

A. Face Detection

As shown in Tab. V and Fig. 7, using dlib [67],
RetinaFace [68], and a COTS method, the confidence scores of
detected faces for the FSF-filtered images, in general, degrade
as the FSF coverage increases.

The used COTS is particularly prone to detection errors
(ε) when the face is covered at a higher intensity or if
the eye region is occluded. Such recognition systems are
designed based on constraint environments, where the subject
is required to follow some rules for an increased FR pipeline
accuracy (e.g., in the border control scenario, every person
follows a well-defined FR protocol and no unnecessary object
is allowed to occlude the face).

B. Sample Quality

For face quality assessment, on the basis of FaceQNet [69]
and MagFace [70], results, ranging in the interval [0; 1], are
shown in Fig. 8 and Tab. VI.
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Fig. 8. Face quality scores by the fun selfie filter facial coverage.

TABLE VI
AVERAGE FACE QUALITY SCORES BY THE FUN SELFIE

FILTER FACIAL COVERAGE

In addition to the case when the face is fully altered by the
FSF, a significant effect on face sample quality is shown by
medium coverage FSFs. FaceQNet as well as MagFace return
a consistently lower image quality score as the FSF coverage
increases. For MagFace, the comparatively high variance for
high coverage FSFs is mainly caused by attributing relatively
good face quality scores to face images where the joker mask
is applied. Hence, if the FSF highlights certain facial char-
acteristics, the magnitude of the facial embedding increases
while the face may still be significantly occluded.

C. Recognition Performance

Biometric recognition performance is measured in terms
of false non-match rate (FNMR) at certain false match
rate (FMR) [71], [72]. In addition, the failure-to-enrol rate
(FTE) and the equal error rate (EER) are reported. For the
ArcFace [73] and COTS system, a higher FSF facial coverage
results in a higher FNMR and EER, see detection error trade-
off (DET) curves in Fig. 9 and Tab. VII. With respect to the
placement of FSFs, the impact of the altered facial region dif-
fers but is especially challenging for mouth. Due to its more
constraint target environment, COTS performs poorly on FTE
when the eyes are covered.

V. FUN SELFIE FILTER REMOVAL

The facial coverage resulting from the application of FSFs
can range from being almost non-existent to the extreme case
of full coverage (cf. Fig. 5). As shown in the previous section,
FR systems recognize well on low facial coverage scenarios,

Fig. 9. DET curves by fun selfie filter coverage.

TABLE VII
FACE RECOGNITION PERFORMANCE (IN %) BY FUN

SELFIE FILTER FACIAL COVERAGE

while they are rather challenged by FSFs that produce high
facial coverage.

This section introduces the proposed FSF removal method
which represents an adaptation of the inpainting technique
of [18]. As suggested in [15], the architecture is supplemented
with a perceptual network [74], in a form of a pre-trained
VGG-19 fixed network, to stimulate the generator output, to
have similar feature representation to the ground truth ones.
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Fig. 10. DET curves by fun selfie filter placement.

TABLE VIII
FACE RECOGNITION PERFORMANCE (IN %) BY THE FACIAL REGION

THAT IS ALTERED BY THE FUN SELFIE FILTER

The segmentation module and perceptual network are inspired
from [58]. As proposed in [58], a good way of improving the
GAN-based image inpainting accuracy is to split the occluded
image segmentation from the actual image inpainting.

It is acknowledged that there are more possible solutions to
the face occlusion removal (e.g., sunglasses, mask). However,
without aiming to benchmark various algorithms, the afore-
mentioned approach is chosen and tailored to the FSF case,
proving the feasibility of selfie filter removal for an enhanced
FR performance.

A. Segmentation

An overview of the architecture of the segmentation algo-
rithm is depicted in Fig. 11. The output of the segmentation
module is a binary map indicating the pixels covered by the
FSF. The generator of the segmentation map is a modified ver-
sion of the U-Net architecture [53] consisting of a CNN-based
encoder and decoder:

Encoder consists of five blocks comprising of a convolu-
tion and a ‘Squeeze-and-Excitation’ layer, followed by a
down-sampling of the input along its spatial dimensions
by applying a MaxPool of kernel size 2 and stride 2;
Decoder resembles the encoder architecture except that
the MaxPool is replaced by the up-sampling layer and
instead of the convolution layers, deconvolution layers are
applied, where the last layer of the decoder uses sigmoid
activation function.

The local information is combined with the global one by
concatenating the result of the deconvolution layers with the
feature maps from the encoder at the same level. As a loss
function, cross-entropy is used between the predicted binary
map and corresponding target map, adding a post process-
ing step to handle image processing operations of erosion and
dilation.

B. Inpainting

The goal of this module is to remove the FSF and recon-
struct the representation of the facial characteristics that have
been covered by the FSF in a way that is both structural and
appearance wise consistent with the ground truth image. The
main building blocks for the image inpainting module are the
generator, the discriminator and the perceptual network.

Generator: The generator has the same encoder and decoder
architecture as the generator of the segmentation map, with
the addition of gated convolution for the image inpainting
network, accounting for a dynamic feature selection mech-
anism for each channel and spacial location.

Fig. 14 depicts the used architecture, where each convo-
lution is distinctively marked based on its type (e.g., gated,
dilated gated, or normal convolution). Overall, the GAN model
takes as input the original or FSF-filtered image together with
the corresponding FSF binary segmentation and passes it to
the first generator network. Once the coarse output is derived,
it is passed through a refinement network for an improved
inpainting. The refined inpainting together with the FSF binary
segmentation is the input to the fully convolutional discrimi-
nator and to the perceptual network. As a result, the GAN loss
is computed and the training proceeds until it has reached the
targeted number of iterations.

Discriminator: For training free-form image inpainting
networks, the fully convolutional discriminator architecture is
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Fig. 11. Architecture of the fun selfie filter segmentation network.

used. As indicated earlier, the network is inspired by global
and local GANs [61], MarkovianGANs [75], and perceptual
loss [76].

A six strided convolutional network with kernel size 5 and
stride 2 is used as the discriminator. Additionally, GANs are
applied for each feature element in this feature map, formulat-
ing h×w×c number of GANs focusing on different locations
and different semantics of the input image.

Perceptual network: The third module of the image inpaint-
ing module presented in Fig. 14 is a perceptual network, in
the form of a pre-trained VGG-19 fixed network [74] with a
perceptual loss [76] that is applied to penalize the outputs that
are perceptually not reasonable by defining a feature level dis-
tance measure between the intermediate feature maps of the
reconstructed image and its original counterpart. The purpose
of this network is to encourage the generator’s output to be
similar to the original image.

As a optimization, [15] suggests exploiting the intermediate
convolution layer feature maps of the VGG-19 network to
get rich structural information. This is expected to help in
recovering plausible structure of the face semantics.

The overall generator loss function, L, is defined as:

L = λrccoarse · Lrccoarse + λrcrefined · Lrcrefined + λperc · Lperc

+ λG · LG (3)

where λrccoarse = 30, λrcrefined = 70, λperc = 50, and λG = 0.7.
The aforementioned constants are determined by incremen-

tally optimizing the parameter values, so that the loss function
would converge to low values [15]. Lrc = LH +LSSIM (calcu-
lated based on the coarse and refined outputs, as presented in
Fig. 14). LH uses the mean squared error (MSE) if the absolute
element-wise error falls below one and the l1-distance, other-
wise. Its combination with the LSSIM ensures that the resulting
image resembles its target, being also similar in terms of struc-
tural similarity index (SSIM). Lperc refers to the perceptual
loss, while LG, the generator loss, captures the MSE loss given
the discriminator’s refined output and the target image.

Additionally, the discriminator loss function, LD, is:

LD = 0.5 · (LMSEfake + LMSEreal

)
(4)

where LMSE is the MSE between the input and target tensor.

Fig. 12. Fun selfie filters used for training, validation and testing.

Fig. 13. Data augmentation: Overlay with multiple shapes of random color,
size, and transparency.

For both the generator and the discriminator, the Adam opti-
mizer is applied [77] with an initial learning rate of 0.001 that
is adjusted every 50,000 training iterations by 0.1.

C. Training

To assess the GAN model’s generalizability, seven FSFs are
chosen for training and validation, while the remaining three
are used for testing, as shown in Fig. 12.

The overall image inpainting process is directly related to
the quality of the FSF segmentation. Hence, for enhanced
accuracy and generalizability, the training of the segmen-
tation module should be done on a wide variety of
FSFs. Given the limited number of considered popular
FSFs (Fig. 12), it becomes rather challenging to gener-
alize well on unknown FSFs occluding unknown facial
images.
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Fig. 14. Architecture of the inpainting network.

To improve robustness towards unknown FSFs, data aug-
mentation was applied. The employed data augmentation is
motivated by observed FSF properties: on the one hand, FSFs
can contain various colours and be transparent to a certain
degree: on the other hand, FSFs can be of different sizes and
cover different facial parts. The implemented data augmenta-
tion method, for which examples are shown in Fig. 13, consists
of three steps:

1) Identify the facial region based on its landmarks;
2) Divide the identified region in a the desired number of

subregions that do not overlap;
3) Place random shapes (of random colour and intensity)

on a subset of subregions such that only one shape is
attributed to a subregion and its size is a perfect fit for
the target subregion.

In a cross-database experiment, the training is performed
on the FERET dataset [17], while the FSF removal is applied
to the FRGC dataset [16]. As a result, the training and test
images are captured from different subjects and affected by
different environmental factors, e.g., different illumination.

The training of the GAN based model for FSF removal
was done on a Tesla M10 GPU over 12,225 training sam-
ples of size 512 × 512, where 4,355 are FSF-filtered images
(Fig. 12) based on the FERET references and 7,870 are semi-
synthetically created images with shapes (Fig. 13) based on
the FERET probes. The model is trained for 70 epochs (i.e., as
a good time and performance trade-off), using an Adam opti-
mizer as a replacement optimization algorithm for stochastic
gradient descent.

Fig. 15 presents the evolution of the GAN based FSF
removal training, where samples exceeding 500,000 iterations

Fig. 15. Incremental GAN based fun selfie filter removal training.

do not differ much from the performance attained just after
500,000 iterations. However, fine-tuning the generator and the
discriminator over more iterations was seen to be very impor-
tant when testing the FSF removal. Fig. 16 highlights the FSF
removal performance on unseen FSFs over a set of pre-trained
weights.
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Fig. 16. GAN testing on removing unseen fun selfie filters.

TABLE IX
THE PSNR AND MSSIM SCORES FOR THE FUN SELFIE FILTERED

IMAGE (FIG. 12) AND ITS RECONSTRUCTED COUNTERPART,
AVERAGED OVER 1,441 IMAGES

D. Face Recognition Performance With Fun Selfie
Filter Removal

Having trained the GAN-based FSF removal model for
at least 500,000 iterations, following the train and test split
presented in Fig. 12, a comparison with the original unaltered
counterparts is performed.

Following the Peak Signal-to-Noise Ratio (PSNR) [78]
and Mean Structural Similarity Index (MSSIM) [79] scores,
Tab. IX indicates an overall higher similarity between the
FRGC reference and the image where the FSF has been
removed relative to the FSF-filtered counterpart.

PSNR captures the ratio between the maximum possible
power of a signal and the power of corrupting noise that affects
the fidelity of its representation.

MSSIM is a perception-based model that considers image
degradation as perceived change in structural information,
where pixels have strong inter-dependencies especially when
they are spatially close. A higher PSNR or MSSIM score relate

Fig. 17. DET curves for FRGC based fun selfie filter test dataset by facial
coverage.

TABLE X
EER COMPARISON BETWEEN THE FUN SELFIE SELFIE-FILTERED

IMAGES AND THEIR FUN SELFIE FILTER REMOVAL

COUNTERPART BY FACIAL COVERAGE

to an increased degree of similarity between the compared
images.

To quantify the benefit of applying the proposed removal
method, the FR performance is re-evaluated after removing
the FSFs. The corresponding DET curves are plotted for FSFs
of various facial coverage (Fig. 5) and affected facial regions
(Fig. 6).

Comparing the results in Fig. 17 and Tab. X with their FSF-
filtered counterparts, the EER has mostly decreased, improving
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Fig. 18. Examples of total facial coverage FSFs.

Fig. 19. Examples of medium facial coverage fun selfie filters.

Fig. 20. Examples of low facial coverage fun selfie filters.

the FR performance across facial coverage and placement. The
only exception is proposed by the low coverage FSFs, where,
due to some facial artifacts after the removal, the metric is
slightly higher than the FSF-filtered counterpart, while still
keeping the superior FR performance.

The high coverage FSFs have benefited the most from the
proposed FSF removal approach, achieving a 15.30% percent-
age point lower EER for ArcFace (Fig. 17a) and a 16.10%
percentage point lower EER for COTS (Fig. 17b) compared
to the FSF-filtered variant (Fig. 19).

For medium facial coverage FSFs, despite of a realistic
reconstruction of the face, the challenge of approximating
facial elements of the mouth region in particular has not
allowed for a significant growth in FR performance (Fig. 20).

In the case of low coverage FSFs, facial images before and
after FSF removal maintain a high visibility of the original
facial characteristics (Fig. 20).

Despite of the relatively accurate FSF removal, the resulting
images might vary in brightness or might still contain FSF
related artefacts. In the case of the total facial coverage only
some facial elements are approximated, while still leading to
an enhanced FR performance.

The application of the FSF removal when the entire face is
occluded sees the highest FR performance enhancement but
it can also improve performance in other scenarios as, for
instance, illustrated in Fig. 21 and Tab. XIII.

In addition to reducing the EER, the FSF removal improves
the FTE. Given that COTS has shown to be vulnerable to FSFs
covering the eye region, the selfie removal has reduced the
corresponding FTE by 19.87% points. Furthermore, the FSF
removal has reduced the FTE on COTS for the total coverage
FSFs by 16.37% points. The FTE metric on ArcFace is stable
before and after the use of the FSF removal method. Tab. XII

Fig. 21. DET curves for FRGC based fun selfie filter test dataset by
placement.

TABLE XI
EER COMPARISON BETWEEN THE FUN SELFIE-FILTERED AND ITS FUN

SELFIE FILTER REMOVAL COUNTERPART BY FACIAL PLACEMENT

and Tab. XIII highlight the benefits of the FSF removal method
in terms of FTE across facial coverage and placement, where
the FRGC test dataset is considered.

VI. CONCLUSION AND FUTURE WORK

FSFs are frequently used to modify selfies, e.g., prior to
sharing them on social media. Alterations and occlusions that
are added to face images by applying such FSFs represent



102 IEEE TRANSACTIONS ON BIOMETRICS, BEHAVIOR, AND IDENTITY SCIENCE, VOL. 5, NO. 1, JANUARY 2023

TABLE XII
FTE COMPARISON BETWEEN THE FUN SELFIE-FILTERED AND ITS FUN

SELFIE FILTER REMOVAL COUNTERPART BY FACIAL COVERAGE

TABLE XIII
FTE COMPARISON BETWEEN THE FUN SELFIE-FILTERED AND ITS FUN

SELFIE FILTER REMOVAL COUNTERPART BY FACIAL PLACEMENT

a challenge for FR systems. The results obtained during this
work have shown that FSFs may negatively impact commercial
and open-source FR modules. Across face detection, sam-
ple quality estimation, and FR, this is especially the case for
facial images with high FSF facial coverage and for FSFs that
cover the mouth and nose. Furthermore, for the used COTS
system, eye coverage has a high correlation with an increased
FTE.

To tackle the above challenge, a FSF removal algorithm
has been proposed. The proposed GAN-based method was
shown to reduce the negative effects caused by the FSF when
removing it prior to FR.

Nevertheless, it is important to note that the presented work
represents an initial study that has certain limitations. The
following should be addressed in future work to confirm the
effectiveness of the proposal and to show the applicability of
the proposed approach in a realistic scenario:

• The experimental evaluation should be extended, intro-
ducing comparisons with related and alternative facial
inpainting techniques applicable to selfie filter removal.

• More unconstrained images containing common varia-
tions should be considered to supplement the images used
in the work and prove selfie filter removal generalizability.
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