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Phase-Based Palmprint Identification With
Convolutional Sparse Coding
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Abstract—Phase-based image matching has shown high recog-
nition accuracy in palmprint verification. The algorithm com-
pares a pair of palmprint images by extracting local phase
features from the images and computing local correlation func-
tions between them. A major drawback of this algorithm is
its high computational cost associated with the evaluation of
local correlation functions. This needs to be addressed, especially
in the case of one-to-many comparisons required for palm-
print identification. The problem becomes increasingly severe
as the number of enrolled images increases. In this paper, we
propose a novel palmprint identification algorithm with low com-
putational complexity, which employs a sparse representation
of enrolled phase features (i.e., phase templates) to evaluate
local correlation functions. For this purpose, we also develop
an efficient Convolutional Sparse Coding (CSC) algorithm that
can derive a compact representation of phase templates. The
proposed method reduces the computational cost of phase-based
palmprint identification without significant degradation of recog-
nition performance. Our experiments using public databases
clearly demonstrate the advantage of the proposed method over
conventional methods.

Index Terms—Convolutional sparse coding, palmprint identi-
fication, phase-based image matching, phase correlation, phase
features, biometrics.

I. INTRODUCTION

B IOMETRIC recognition is currently available in a wide
range of applications including border controls, financial

transactions and authentication in personal devices. There are
many biometric traits that can be used for person recognition;
examples include face, iris, fingerprint, palmprint, hand geom-
etry, vascular patterns, DNA, voice, gait, and signature [1].
Among these traits, a palmprint is a very appealing trait for
biometric recognition due to its balance between person recog-
nition capability and simplicity of image data collection. The
palmprint comprises a wide area, and has stable and dis-
criminative features including principal lines, wrinkles, and
ridges. A palmprint image can be captured by using a camera
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under an unconstrained environment while causing little to
no discomfort to users [2]. In this paper, we focus on one-to-
many comparisons required in the identification task instead of
one-to-one comparisons required in the verification task, and
investigate a fast and accurate palmprint identification method.

The approaches used in palmprint recognition are classi-
fied into four types [3], [4], [5]: (i) sub-space-based methods,
(ii) coding-based methods, (iii) Convolutional Neural Network
(CNN)-based methods, and (iv) correlation-based methods. An
overview of each approach is given below.

(i) Sub-space-based methods — Sub-space-based methods
employ Principal Component Analysis (PCA) [6], Independent
Component Analysis (ICA) [7], their derivatives [8], [9],
Linear Discriminant Analysis (LDA) [10], and Random
Projection (RP) [11]. Dual Power Analysis (DPA) [12] has
been proposed, which uses feature representation of 2D DCT
and feature selection based on discrimination power, as a sim-
ilar approach to LDA. These methods enable fast recognition
by reducing the dimension of the features, while the problem
is that the recognition accuracy is not very high.

(ii) Coding-based methods — The major approach of
palmprint recognition is to use Gabor-coding-based methods
inspired by the success in iris recognition [13]. Typical meth-
ods describe the palm texture by encoding the orientation
of line features or ordinal features across the palm surface
to have compact codes for identifying individuals such as
Palmcode [14], Competitive Code [15], Double-Orientation
Code [16], and Ordinal Code [17]. These Gabor-coding-
based methods exhibit short computation times and low
storage requirements [4]. PalmHash and PalmPhasor [18]
have been proposed as another approach. These meth-
ods are intended for cancelable biometrics and to reduce
the computational and storage cost. Other methods using
Extreme Downsampling Method (EDM) [19] and Multiple-
order Texture Co-occurrence Code (MTCC) [20] have also
been proposed recently. These characteristics make them
suitable for one-to-many comparisons required in the iden-
tification task. However, for advanced palmprint recognition
systems with contactless image acquisition, Gabor-coding-
based methods are not necessarily adequate since they lack
the ability to cope with nonlinear palmprint deformations and
imperfect preprocessing resulting from hand pose variations.

(iii) CNN-based methods — With the recent progress of
CNN in face recognition, CNN-based methods are also con-
sidered in palmprint recognition. Dong et al. [21] proposed
a modified version of MobileNet [22] for palmprint recog-
nition. Zhao et al. [23] proposed a method using a modified
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version of AlexNet [24] for hyperspectral palmprint images.
Genovese et al. [25] proposed PalmNet combining CNN
and Gabor-based filter tuning. Liu and Kumar [26] proposed
a deep learning-based contactless palmprint identification
framework consisting of Residual Feature Network (RFN) and
Soft-Shifted Triplet Loss (SSTL). Zhao and Zhang [27] con-
vert CNN features into the label matrix by Joint Constrained
Least-Square Regression (JCLSR) to improve their inter-
pretability and performance. They also proposed a Learning
Complete and Discriminative Direction Representation
(LCDDR) method [28]. Liang et al. [29] proposed CompNet
consisting of Learnable Gabor Convolution (LGC) layer,
PostProcessing Unit (PPU), and multisize Competitive Blocks
(CBs). Liu et al. [18] proposed Similarity Metric Hashing
Network (SMHNet), which extracts plamprint features using
a simple CNN, calculates scores by Structural Similarity
Index Measure (SSIM), and compresses features by hash-
ing. Shao et al. [30] considered the combination of Deep
Distillation Hashing (DDH) and knowledge distillation to
build a compact CNN model for palmprint recognition.
Wu et al. [31] considered extracting the binary template from
palmprint and palmvein images using deep hashing network.
Xu et al. [32] proposed an accurate method for palmprint
recognition by transfer learning of CNN pre-trained with soft
biometrics for palmprints. These CNN-based methods achieve
higher recognition accuracy than the coding-based methods,
while they have the problem of requiring a considerable
amount of training data.

(iv) Correlation-based methods — The most successful
correlation-based methods for biometric recognition are those
using phase-based matching. Phase-based matching tech-
niques [33], [34] have demonstrated efficient verification
performance for palmprint images by combining hierarchi-
cal correspondence search [35] with Band-Limited Phase-Only
Correlation (BLPOC) [36]. Phase-based matching utilizes
phase features extracted from local block images through 2D
Discrete Fourier Transform (DFT). These local phase features
are used to compute BLPOC functions that provide us accu-
rate and robust similarity evaluation between images. In a real
system, local phase features of users are to be enrolled in the
system’s gallery (which we call phase templates). However,
these phase templates are large in size and the BLPOC
functions are computationally expensive, especially for one-
to-many comparisons required in the identification task. This
results in a long computation time which is prohibitive to
identification task with a large number of users. We can con-
clude that the phase-based matching approaches have excellent
palmprint recognition accuracy at the cost of computational
complexity and template size.

In this paper, we propose a compact representation of
phase features that achieves identification time comparable
to that of coding-based methods while keeping the discrim-
inative capability of phase-based matching better than that of
CNN-based methods. We can significantly reduce the compu-
tational complexity of BLPOC with compact phase templates
obtained using Convolutional Sparse Coding (CSC) [37],
which exploits the sparsity of phase features. We also pro-
pose a Phase-Based Hierarchical Block Matching algorithm

with CSC (PB-HBM-CSC) for palmprint identification, which
reduces the computation time without searching the cor-
responding blocks unlike the phase-based correspondence
matching algorithm [33], [34]. Through the experiments on
three public databases: PolyU Palmprint Image Database,1

CASIA Palmprint Database,2 and Tongji Database [38], we
demonstrate the effectiveness of the proposed method and its
advantages over conventional methods.

This study comprises two major contributions:
• a compact feature representation of phase features using

CSC to reduce the computational complexity of BLPOC
and

• PB-HBM-CSC for palmprint identification, which
achieves identification time comparable to that of
coding-based methods while keeping the discriminative
capability of phase-based matching better than that of
CNN-based methods.

II. PHASE-BASED IMAGE MATCHING FOR

BIOMETRIC RECOGNITION

In this section, we give an overview of the palm-
print identification system using phase-based matching. We
revisit the mathematical notation of phase-based matching
[33], [34], [36]. The original notation for one-to-one matching
is extended to that for one-to-many matching.

A. General Considerations of Palmprint Identification System

A palmprint identification system using phase-based image
matching consists of preprocessing, phase template extraction,
and matching. The preprocessing method proposed in [14] is
generally used to extract a palm region from a hand image.
Since this method cannot handle actual situations such as fin-
ger opening and closing, it is necessary to use a modified
version [39] or a CNN-based method [40]. The palm region
is extracted as a region whose centroid is located on the per-
pendicular bisector of the line segment between keypoints.
The extracted central region of the palm is normalized to
have a fixed size, scale, rotation, and translation. We refer
to the preprocessed palmprint images enrolled in the system’s
database (i.e., gallery) as reference images, and refer to the
preprocessed input image to be identified as a probe image.
Regarding the feature extraction process, local phase features
are extracted from reference images and are stored in the
form of phase templates inside the gallery during enrollment.
Local phase features extracted from the probe image are com-
pared with the enrolled phase templates during identification.
The system conveys a similarity score (based on POC) for
every reference image enrolled in the gallery. As a result, the
highest score is expected to correspond to the specific palm-
print image. Palmprint identification requires one-to-many
matching between a probe image and a set of reference
images.

1http://www4.comp.polyu.edu.hk/ biometrics/
2http://www.cbsr.ia.ac.cn/english/Palmprint Databases.asp
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B. Image Matching Using POC

For mathematical definition, we use the following sym-
bols: �.� means rounding towards negative infinity, �.� means
rounding towards positive infinity, ⊗ means circular cross-
correlation and � means circular convolution. Consider two
palmprint images, a reference image I and a probe image J.
We extract two block images of L1 × L2 pixels from I and
J, respectively. Denote f (n1, n2) (called a reference block)
as a block centered at a point p on I, and denote g(n1, n2)

(called a probe block) as a block centered at a point q on
the reference image. The ranges of image coordinates are
given by n1 = −L−1 , . . . , L+1 and n2 = −L−2 , . . . , L+2 where
L−1 = �(L1 − 1)/2�, L+1 = �(L1 − 1)/2�, L−2 = �(L2 − 1)/2�
and L+2 = �(L2 − 1)/2�.

The level of brightness, or DC component of a block,
does not contribute to the description of the palm’s texture
and thus it should be subtracted before windowing. Let the
DC components of the reference block f (n1, n2) and probe
block g(n1, n2) be f DC and gDC, respectively. Then, suitable
frequency representations F(k1, k2) and G(k1, k2) of the blocks
are given by the following expressions:

F(k1, k2) =
∑

n1,n2

{
f (n1, n2)− f DC

}
w(n1, n2)

× Wk1n1
L1

Wk2n2
L2

, (1)

G(k1, k2) =
∑

n1,n2

{
g(n1, n2)− gDC

}
w(n1, n2)

× Wk1n1
L1

Wk2n2
L2

, (2)

where k1 = −L−1 , . . . , L+1 , k2 = −L−2 , . . . , L+2 , WL1 = e
−j 2π

L1 ,

WL2 = e
−j 2π

L2 , and
∑

n1,n2
denotes

∑L+1
n1=−L−1

∑L+2
n2=−L−2

. The

function w(n1, n2) is the Hanning window function. We define
the phase template X(k1, k2) of the reference block f (n1, n2)

as

X(k1, k2) = H(k1, k2)
F(k1, k2)

|F(k1, k2)| , (3)

where H(k1, k2) is a spectral weighting function [41]. On the
other hand, we define the phase feature Y(k1, k2) of the probe
block g(n1, n2) as

Y(k1, k2) = G(k1, k2)

|G(k1, k2)| . (4)

In order to evaluate the similarity between the reference block
f (n1, n2) and the probe block g(n1, n2), we first compute the
weighted cross-power spectrum R(k1, k2) from X(k1, k2) and
Y(k1, k2) as

R(k1, k2) = X(k1, k2)Y(k1, k2). (5)

The POC function rPOC(n1, n2) is obtained by the 2D IDFT
of R(k1, k2) as

rPOC(n1, n2) = 1

L1L2

∑

k1,k2

R(k1, k2)W
−k1n1
L1

W−k2n2
L2

, (6)

where
∑

k1,k2
denotes

∑L+1
k1=−L−1

∑L+2
k2=−L−2

. The POC func-

tion is a correlation function useful for biometric recognition.

It indicates a distinctive sharp peak when the image blocks
f (n1, n2) and g(n1, n2) are similar. When they are dissimilar,
the peak height, denoted as α, drops significantly. The peak
location indicates the translational displacement δ = [δ1, δ2]
between image blocks [41], [42].

The use of BLPOC [36] makes it possible to focus only
on the essential frequency band in calculating the correlation
function, which is particularly useful for biometrics. Let the
band size of BLPOC be given by B1×B2, where B1 < L1 and
B2 < L2. The BLPOC function uses limited frequency compo-
nents (k1, k2) as k1 = −B−1 , . . . , B+1 and k2 = −B−2 , . . . , B+2 ,
where B−1 = �(B1 − 1)/2�, B+1 = �(B1 − 1)/2�, B−2 =�(B2 − 1)/2� and B+2 = �(B2 − 1)/2�. Thus, the BLPOC
function is the band-limited 2D IDFT of R(k1, k2) as

r(n1, n2) = 1

B1B2

∑

k1,k2

′
R(k1, k2)W

−k1n1
B1

W−k2n2
B2

, (7)

where
∑′

k1,k2
denotes

∑B+1
k1=−B−1

∑B+2
k2=−B−2

. The resulting

BLPOC function r(n1, n2) is defined for n1 = −B−1 , . . . , B+1
and n2 = −B−2 , . . . , B+2 . In the same way as with POC,
the location of the correlation peak [δBL

1 , δBL
2 ] indicates the

translational shift between block images but with a factor,
δ1 = δBL

1 L1/B1 and δ2 = δBL
2 L2/B2.

Let x(n1, n2) and y(n1, n2) be the band-limited 2D IDFTs
of X(k1, k2) and Y(k1, k2), respectively. Unlike f (n1, n2) and
g(n1, n2), these spatial representations have size B1×B2, thus,
for x(n1, n2) and y(n1, n2), n1 = −B−1 , . . . , B+1 and n2 =
−B−2 , . . . , B+2 . Then, note that the BLPOC function r(n1, n2)

can be expressed in the spatial domain as the following circular
cross-correlation as

r(n1, n2) = x(n1, n2)⊗ y(n1, n2), (8)

where ⊗ indicates the operator of circular cross-correlation. In
general, however, it is unnecessary to calculate x(n1, n2) and
y(n1, n2) explicitly since the BLPOC function r(n1, n2) is effi-
ciently calculated by the band-limited 2D IDFT of R(k1, k2)

as shown in Eq. (7). In the rest of this paper, we will only
use the band-limited versions of phase templates, phase fea-
tures and cross-phase spectrum, i.e., X(k1, k2), Y(k1, k2) and
R(k1, k2), with k1 = −B+1 , . . . , B+1 and k2 = −B−2 , . . . , B+2 .

III. PHASE-BASED IMAGE MATCHING WITH CSC FOR

ONE-TO-MANY COMPARISONS

We define the CSC representation of the phase template
and describe the calculation of the BLPOC function based
on the CSC representation. The identification task requires
one-to-many comparisons, in which the same probe block
must be compared with a set of reference blocks from dif-
ferent reference images stored in the gallery database. Let
Y(k1, k2) denote a phase feature extracted from the probe
image J, and let {X1(k1, k2), . . . , XNu(k1, k2)} denote a collec-
tion of Nu phase templates in the frequency domain extracted
from the reference images {I1, . . . , INu} registered into the
gallery database, where Nu indicates the number of users
registered in the system. The problem considered here is to
find a computationally efficient way of calculating the Nu
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BLPOC functions {r1(n1, n2), . . . , rNu(n1, n2)} for evaluating
the similarities between the probe’s phase feature Y and the
reference’s phase templates {X1(k1, k2), . . . , XNu(k1, k2)}. This
section describes a basic idea of reducing the computational
complexity of BLPOC functions as well as the data amount
to be stored into the gallery database by introducing a sparse
representation of phase templates.

A. CSC Representation of Phase Templates

Consider here the spatial-domain representations
{x1(n1, n2), , . . . , xNu(n1, n2)} of phase templates {X1(k1, k2),

, . . . , XNu(k1, k2)}. They contain enhanced palmprint textures
in a normalized form, which are useful for highly accurate
biometric recognition. Our experimental observation shows
that these enhanced textures can be decomposed into a fewer
number of primitive patterns, to be later used as atoms for
sparse representation [37]. These primitive patterns repeat
across enrolled phase templates at different locations. As a
result, the i-th phase template xi(n1, n2) can be approximated
by combining atoms with specific positions and intensities in
the form of a sum of circular convolutions between atoms
and sparse codes:

xi(n1, n2) ≈
Nd∑

j=1

zi,j(n1, n2) � dj(n1, n2), (9)

where � indicates the operator of circular convolution, n1 =
−B−1 , . . . , B+1 , and n2 = −B−2 , . . . , B+2 . Note that we use i =
1, . . . , Nu and j = 1, . . . , Nd if not otherwise specified. Being
dj(n1, n2) the impulse response of the j-th convolution filter (or
the j-th atom), the set of filters {d1(n1, n2), . . . , dNd (n1, n2)}
is called the convolutional dictionary for the sparse represen-
tation, where Nd indicates the number of filters. The function
zi,j(n1, n2) is the j-th code for the i-th phase template. In
our design, the codes are sparse so that a collection of code
functions {zi,1(n1, n2), . . . , zi,Nd (n1, n2)} has only Nc non-zero
coefficients as

Nd∑

j=1

∑

n1,n2

′
lim
p→0

∣∣zi,j(n1, n2)
∣∣p =

Nd∑

j=1

∥∥zi,j
∥∥

0 = Nc, (10)

where
∑′

n1,n2
denotes

∑B+1
n1=−B−1

∑B+2
n2=−B−2

. In Eq. (10), zi,j is

a vector whose elements are the values zi,j(n1, n2) and ‖zi,j‖0
is the L0-norm of the vector, i.e., the number of non-zero
elements of the vector [43]. The synthesis of phase templates
in Eq. (9) can be rewritten in the frequency domain as

Xi(k1, k2) ≈
Nd∑

j=1

Zi,j(k1, k2)Dj(k1, k2), (11)

where Dj(k1, k2) and Zi,j(k1, k2) are the 2D DFTs of dj(n1, n2)

and zi,j(n1, n2), respectively.

B. CSC-Based Approximation of BLPOC Functions

We describe how BLPOC functions can be represented
using CSC formulas (Eqs. (9) and (11)), where we call this
CSC-based approximation as CSC-BLPOC. In the follow-
ing, we write equations in both domains: spatial domain and

frequency domain for clarity purpose. Substituting the approx-
imation of xi(n1, n2) in Eq. (9) into the definition of BLPOC
function Eq. (8) (or equivalently, Eq. (11) into Eq. (5)), we
have

ri(n1, n2) ≈
⎧
⎨

⎩

Nd∑

j=1

zi,j(n1, n2) � dj(n1, n2)

⎫
⎬

⎭⊗ y(n1, n2) (12)

in the spatial domain and

Ri(k1, k2) ≈
⎧
⎨

⎩

Nd∑

j=1

Zi,j(k1, k2)Dj(k1, k2)

⎫
⎬

⎭Y(k1, k2) (13)

in the frequency domain, respectively. These equations can be
rewritten as

ri(n1, n2) ≈ r̂i(n1, n2) =
Nd∑

j=1

zi,j(n1, n2)⊗ cj(n1, n2) (14)

in the spatial domain and

Ri(k1, k2) ≈ R̂i(k1, k2) =
Nd∑

j=1

Zi,j(k1, k2)Cj(k1, k2) (15)

in the frequency domain, respectively, where cj(n1, n2) and
Cj(k1, k2) are defined by

cj(n1, n2) = dj(n1, n2)⊗ y(n1, n2), (16)

Cj(k1, k2) = Dj(k1, k2) Y(k1, k2). (17)

The function r̂i(n1, n2) in Eq. (14) is an approximation of
ri(n1, n2) using CSC, which we call CSC-BLPOC function.
We use the symbol α̂ and [δ̂BL

1 , δ̂BL
2 ] to denote the height and

location of the correlation peak for the CSC-BLPOC function.
Since cj(n1, n2) is the cross-correlation function between the
j-th atom dj(n1, n2) and y(n1, n2), we call cj(n1, n2) atomic
correlation function. As a result, we can understand Eq. (14)
as a decomposition of a BLPOC function into a set of Nd

atomic correlation functions {c1(n1, n2), . . . , cNd (n1, n2)}.

C. Computational Advantage of CSC-BLPOC

The purpose of using CSC-BLPOC is to reduce the
computational cost of evaluating Nu BLPOC functions
{r1(n1, n2), . . . , rNu(n1, n2)} corresponding to Nu phase tem-
plates {X1(k1, k2), . . . , XNu(k1, k2)}. CSC-BLPOC functions
can be computed from only Nd (� Nu) atomic correlations
regardless of the number of phase templates Nu. Furthermore,
such computation is very fast by taking advantage of sparse
codes. To confirm the above, we rewrite Eq. (14) as

r̂i(n1, n2) =
∑

(j,m1,m2)∈ζi

zi,j(m1, m2)c̃j(n1 + m1, n2 + m1), (18)

where c̃j(n1, n2) is a 2D periodic extension of cj(n1, n2)

(centered at (0, 0) and with the 2D period of (B1, B2)).
Note that the set ζi = {(j, m1, m2)|zi,j(m1, m2) 
= 0} con-
tains only Nc triplets having nonzero values of zi,j(n1, n2).
For better understanding of the computational advantage
of CSC-BLPOC, we summarize the computational flow for
both BLPOC and CSC-BLPOC cases. Given a phase feature
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Algorithm 1 Computation of BLPOC Functions
for i ∈ {1, · · · , Nu} do

(i) Compute Ri(k1, k2) by Eq. (5)
(ii) Compute ri(n1, n2) by Eq. (7)

end for

Algorithm 2 Computation of CSC-BLPOC Functions
for j ∈ {1, · · · , Nd} do

(i) Compute Cj(k1, k2) by Eq. (17)
(ii) Compute cj(n1, n2) in the same way as Eq. (7)

end for
for i ∈ {1, · · · , Nu} do

(iii) Compute r̂i(n1, n2) by Eq. (18)
end for

TABLE I
COMPUTATIONAL COST OF BLPOC FUNCTIONS AND

CSC-BLPOC FUNCTIONS

Y(k1, k2) extracted from a probe image and a set of phase
templates {X1(k1, k2), . . . , XNu(k1, k2)} extracted from Nu ref-
erence images in the gallery, BLPOC and CSC-BLPOC are
computed as shown in Algorithm 1 and 2.

In the case of CSC-BLPOC, we assume that the fil-
ters and the sparse codes are computed in advance
through the CSC optimization algorithm described in
the next section. Thus, the filters in frequency domain
{D1(k1, k2), . . . , DNd (k1, k2)} are given, and Nu sets of sparse
codes {zi,1(n1, n2), . . . , zi,Nd (n1, n2)} are given as shown in
Algorithm 2. Additionally, if we assume |δ̂BL

1 | < M1 and
|δ̂BL

2 | < M2 for the BLPOC peak positions, we can further
reduce the computation of r̂i(n1, n2) to a limited search range:
n1 = −M1, . . . , M1 and n2 = −M2, . . . , M2.

In order to clarify the computational savings by CSC-
BLPOC, we give a rough comparison of the computation cost
between BLPOC and CSC-BLPOC as shown in Table I. For
simplicity, we use a square image block size and a square
search range, i.e., B = B1 = B2 and M = M1 = M2. Moreover,
we assume that one complex multiplication corresponds to
four real multiplications. We can see a clear similarity between
the computation of BLPOC functions and the computation of
atomic correlation functions (i.e., the step (i) and (ii) in CSC-
BLPOC). If Nd � Nu, the computation of atomic correlation
functions is much faster than the computation of BLPOC func-
tions, where Nd is the number of atoms, Nu is the number of
phase templates and the speed-up factor is Nu/Nd. The remain-
ing step (iii) in CSC-BLPOC can be, in a sense, regarded as an
overhead of CSC-based computation. For instance, assuming
Nu = 360, B = 32, M = 8, Nd = 16, and Nc = 32, the number
of real multiplications for computing the BLPOC functions is
16,220,160, while that for computing CSC-BLPOC functions

is 4,050,176, and hence CSC-BLPOC is more than 4 times
faster than BLPOC.

The concept of CSC-BLPOC computation can be extended
to other correlation methods such as [44], [45] in the field of
correlation pattern recognition [46].

IV. CSC OPTIMIZATION ALGORITHM OF

PHASE TEMPLATES

In this section, we propose an efficient optimization algo-
rithm for deriving a compact CSC representation of phase
templates to be enrolled in the gallery.

A. Problem Statement

Let x̂i(n1, n2) denote the CSC approximation of the spatial-
domain phase template xi(n1, n2), which is given by

x̂i(n1, n2) =
Nd∑

j=1

zi,j(n1, n2) � dj(n1, n2). (19)

The optimization problem considered in this section is to find
adequate codes and filters to minimize the reconstruction error
with a sparsity constraint. Formally, the problem is described
as follows:

argmin
dj(n1,n2),zi,j(n1,n2)

Nu∑

i=1

∑

n1,n2

′∣∣xi(n1, n2)− x̂i(n1, n2)
∣∣2

subject to
Nd∑

j=1

∥∥zi,j
∥∥

0 = Nc for i = 1, . . . , Nu,

∑

n1,n2

′∣∣dj(n1, n2)
∣∣2 = 1 for j = 1, . . . , Nd. (20)

The sparsity constraint, i.e.,
∑Nd

j=1 ‖zi,j‖0 = Nc, is a dis-
tinct characteristic in our biometric problem. To achieve a
regular data structure for phase templates in the gallery, we
force the code to have the same size Nc for every tem-
plate. Since this kind of L0-norm constraint is difficult to
solve, most of the researches on CSC relax this constraint
to L1-norm constraint [47], [48], [49], [50], [51]. However,
we found that, for a small Nc as is required here, the ideal
L0-norm constraint can be efficiently addressed through the
use of a specially designed CSC optimization algorithm based
on Matching Pursuit (MP) [52] technique, which is described
below.

B. Basic Strategy for Optimization

The filter optimization is a convex problem if we fix the
codes in Eq. (20), while the code optimization is a com-
binatorial NP-hard problem due to the use of L0-norm if
we fix the filters. This code optimization is usually relaxed
into a convex problem by changing the L0-norm constraint
to the L1-norm constraint such as

∑Nd
j=1 ‖zi,j‖1 ≤ Nc. The

relaxed code optimization is known in the field of statistics as
Least Absolute Shrinkage and Selection Operator (LASSO)
regression. Taking advantage of the biconvex nature of the
relaxed problem, a common practice in CSC optimization
is to alternate between code optimization for fixed filters
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Fig. 1. Flow diagram of the CSC optimization algorithm.

and filter optimization for fixed codes. Following this strat-
egy, [47], [48], [49] proposed the application of Alternating
Direction Method of Multipliers (ADMM) [53] to CSC.
Furthermore, [50], [51] presented extended frameworks that
make them possible to employ not only ADMM but also
proximal gradient methods such as Fast Iterative Shinkage-
Thresholding (FISTA) [54].

However, these algorithms can not be applied to our
problem defined by Eq. (20), where strict L0-norm constraint
with small Nc (i.e., highly sparse condition) must be addressed.
Clearly, it is quite difficult to address the general class of
L0-norm problems directly. But, for problems with small Nc,
we found that MP technique can be applied efficiently to code
optimization. For smaller Nc, MP ensures better reconstruc-
tion accuracy close to the global optimum, as is theoretically
analyzed in [55].

From the above-mentioned point of view, we propose a
new optimization method that alternately performs MP for
code optimization and Ordinary Least Squares (OLS) for fil-
ter optimization. Note that the proposed approach can be
regarded, in a sense, as an extension of the Method of Optimal
Directions (MOD) [56] to convolutional versions of dictionary
learning.

C. Incremental CSC Optimization Algorithm

The overall structure of our proposed CSC optimization
algorithm is depicted in Fig. 1. The basic procedures for
the inner loop are code optimization based on MP and filter
optimization using OLS as described above. Although rela-
tively good performance is expected by alternating between
MP and OLS, the quality of the solution significantly depends
on the initial setting of filter dj(n1, n2). We address this draw-
back by adding an outer loop to start the optimization with the
simplified sparsity constraint and to repeat the optimization by
gradually increasing the number of non-zero elements until
it reaches Nc. For this purpose, we introduce a new counter

Algorithm 3 Initialization

Set N′c to 2
for j ∈ {1, · · · , Nd} do

Initialize dj(n1, n2) by random values generated from the
normal distribution with μ = 0 and σ 2 = 1
Apply a Hanning window to dj(n1, n2)

Compute the filter energy ej by

ej =
∑

n1,n2

′∣∣dj(n1, n2)
∣∣2

Normalize dj(n1, n2) by dj(n1, n2)/
√

ej

end for

Algorithm 4 Code Initialization

Require: N′c and zi,j(n1, n2)

Ensure: zi,j(n1, n2)

if N′c ≤ 10 and # of inner-loop iterations ≤ 8 then
for i ∈ {1, · · · , Nu} and j ∈ {1, · · · , Nd} do

zi,j(n1, n2)← 0
end for

end if

N′c for controlling the number of nonzero elements in the
inner loop. We found that the result of optimization with the
L0-norm sparsity N′c can be used as a good initial condition
for the case of N′c + 1. This incremental approach drasti-
cally improves the quality of the final solution. This algorithm
consists of 4 steps as follows.

(i) Initialization: Algorithm 3 describes the initialization of
the L0-norm sparsity N′c and filters dj(n1, n2).

(ii) Code Initialization: The code initialization is shown
in Algorithm 4. For every iteration the codes zi,j(n1, n2)

are to be initialized to 0 in the ordinary MP algorithm.
However, we observe through a set of preliminary experi-
ments that the reconstruction accuracy can be improved by
skipping the code initialization and preserving the code val-
ues for the next iteration, after the counter N′c reaches a
certain value. We determine such value of N′c by empirical
observations.

(iii) Sparse Code Optimization: Let us define the residual
atomic correlation cres

i,j (n1, n2) as follows:

cres
i,j (n1, n2) = dj(n1, n2)⊗

{
xi(n1, n2)− x̂i(n1, n2)

}
, (21)

where x̂i(n1, n2) is computed by Eq. (19). Then, “Sparse code
optimization” in Fig. 1 is shown in Algorithm 5.

(iv) Filter Optimization: The filter optimization problem in
Fig. 1 (derived from Eq. (20)) is solved easily in the frequency
domain, similar to the recent CSC studies [47], [48], [49], [51]:

argmin
Dj(k1,k2)

Nu∑

i=1

∣∣∣∣∣∣
Xi(k1, k2)−

Nd∑

j=1

Dj(k1, k2)Zi,j(k1, k2)

∣∣∣∣∣∣

2

. (22)

This is an OLS formulation independent of each frequency
component, which produces the optimized filter dj(n1, n2) and
scaled codes zi,j. Then, the filter optimization is shown in
Algorithm 6. Note that the outputs of the CSC optimization
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Algorithm 5 Sparse Code Optimization

Require: N′c, xi(n1, n2), zi,j(n1, n2) and dj(n1, n2)

Ensure: zi,j(n1, n2)

for i ∈ {1, · · · , Nu} do
Count the number of non-zero elements N′′c by∑Nd

j=1

∥∥zi,j
∥∥

0
if N′′c < N′c then

while N′′c < N′c do
Compute cres

i,j (n1, n2) by Eq. (21)
Find {j′, n′1, n′2} maximizing the absolute value of the
residual atomic correlation functions by

{j′, n′1, n′2} ← argmax
j,n1,n2

∣∣∣cres
i,j (n1, n2)

∣∣∣

Update zi,j′(n′1, n′2) by

zi,j′(n
′
1, n′2)← cres

i,j′ (n
′
1, n′2)

N′′c ← N′′c + 1
end while

else
Compute cres

i,j (n1, n2) by Eq. (21)
Update all the nonzero elements in zi,j(n1, n2) by

zi,j(n1, n2)← zi,j(n1, n2)+ ηcres
i,j (n1, n2) (0 < η < 1)

end if
end for

Algorithm 6 Filter Optimization
Require: xi(n1, n2) and zi,j(n1, n2)

Ensure: dj(n1, n2) and zi,j(n1, n2)

Compute 2D DFT of xi(n1, n2) and zi,j(n1, n2)

Obtain Dj(k1, k2) by solving Eq. (22)
for j ∈ {1, · · · , Nd} do

Compute the filter energy ej by

ej =
∑

k1,k2

′∣∣Dj(k1, k2)
∣∣2

/(B1B2)

Normalize Dj(k1, k2) by Dj(k1, k2)/
√

ej

Scale zi,j(n1, n2) by zi,j(n1, n2)
√

ej

end for
Compute 2D DFT of Dj(k1, k2)

algorithm are available both in the spatial and frequency
domain depending on applications, although the outputs are
in the frequency domain in Algorithm 6. In practice, we
use a subset of phase templates, for example, which are
extracted from the center of the palm, to reduce the computa-
tion time required for filter optimization. In the experiments,
this approach did not result in any loss of reconstruction
accuracy.

V. PALMPRINT IDENTIFICATION WITH PHASE-BASED

HIERARCHICAL BLOCK MATCHING

In the real situation, palmprint images usually contain global
translations, rotations and nonlinear deformations. Hence,
given a small local block on a full-size palmprint image,
it is not an easy task to find the corresponding block loca-
tion on another palmprint image. In our previous paper [33],
we applied a phase-based correspondence matching tech-
nique using a coarse-to-fine search strategy [35] to palm-
print recognition, which we later extended to other biometric
traits [34]. The use of phase-based correspondence matching
makes it possible to achieve very high recognition accuracy
in palmprint [33], finger-knuckle-print [57], [58], [59], and
face [60]. The goal of this section is to modify the correspon-
dence matching algorithm to perform one-to-many comparison
with reduced computational complexity using the proposed
CSC-based correlation technique proposed in Section III.
In the following, we present three palmprint identification
algorithms.

A. Phase-Based Correspondence Matching

The first is Phase-Based Correspondence Matching
(PB-CM) [33], which is the baseline. Given a reference image
I (registered in the gallery) and a probe image J, the cor-
respondence matching algorithm (i) extracts a set of block
images from I at predetermined locations, (ii) searches the
corresponding block locations on J with a coarse-to-fine strat-
egy, (iii) extracts a set of corresponding blocks from J, and
(iv) evaluates the block-wise similarities to have an overall
matching score between I and J. By using phase-based image
matching in the steps (ii) and (iv), this algorithm achieves
high accuracy in one-to-one biometric recognition. However,
a major problem regarding the computational efficiency arises
when we apply this correspondence matching algorithm to
one-to-many comparisons required for identification. We must
repeat the steps (i)–(iv) Nu times to compare a single probe
image J with a set Nu reference images {I1, . . . , INu}. The
locations of the reference blocks on the reference images
I1, . . . , INu are predetermined when we enroll the reference
blocks (or more precisely the phase templates Eq. (3) of the
blocks) in the gallery. Hence, for every reference block to be
enrolled, it is sufficient to compute 2D DFT only once for gen-
erating its phase template and this computation can be done
off-line. On the other hand, the locations of the probe blocks
on J vary depending on the reference images I1, . . . , INu to
be compared. This means the total number of different probe
blocks could become very large, as much as the total number
of reference blocks enrolled in the gallery. As a consequence,
the number of 2D DFT computations to be performed on-line
for generating the phase features of probe blocks in Eq. (4) is
significantly large in the identification task.

B. Phase-Based Hierarchical Block Matching

The second is Phase-Based Hierarchical Block Matching
(PB-HBM), which uses blocks at fixed locations in an image
pyramid for matching to reduce the computation complexity
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Fig. 2. Overall palmprint identification algorithm using two-layer Phase-Based Hierarchical Block Matching (PB-HBM). Red boxes on fine features indicate
the selected features for similarity evaluation.

without searching the corresponding blocks unlike [33].
PB-HBM starts with defining Nb reference blocks on I, finds
their best match (corresponding) blocks on J, and evalu-
ates their block-wise similarity. The corresponding blocks
are selected from predetermined candidate blocks, i.e., fixed
locations, on J.

Let P = {p1, . . . , pNb
} ⊆ Z

2 denote the set of locations
(i.e., coordinates) for the Nb reference blocks on I, and let
Qcand ⊆ Z

2 denote the set of locations for candidate blocks
on J, where we assume the number of candidate locations in
Qcand is sufficiently large, i.e., |Qcand| ≥ Nb. Given the set
P on I, the problem is to find a set of corresponding block
locations Q(⊆ Qcand) on J. To do this, we shall adopt a coarse-
to-fine search strategy on a multi-scale image pyramid. We use
the superscript l, such as Il and Jl, to indicate the layer l =
0, . . . , lmax, in the image pyramid. By starting at the original
image layer I0 = I and J0 = J, the lower resolution images,
Il and Jl for (l ≥ 1), are created as follows:

Il(n1, n2) = 1

4

1∑

j1=0

1∑

j2=0

Il−1(2n1,+j1, 2n2 + j2), (23)

Jl(n1, n2) = 1

4

1∑

j1=0

1∑

j2=0

Jl−1(2n1,+j1, 2n2 + j2). (24)

The reference block locations Pl = {pl
1, . . . , pl

Nb
} on the l-th

layer of the reference image Il are determined in advance from
P as follows:

pl
t =

⌊
1

2l
pt

⌋
, (25)

where t = 1, . . . , Nb and l = 0, . . . , lmax. Thus, for original
image layer l = 0, we have p0

t = pt. Given the reference block
pl

t on Il, the problem considered here is to find the correspond-
ing block ql

t on Jl, for all t = 1, . . . , Nb, with coarse-to-fine
strategy starting from l = lmax to l = 0. We reduce the compu-
tational complexity of the coarse-to-fine search by restricting
the corresponding blocks to a set of predetermined locations
Ql

cand on Jl.
The procedure to recursively find the corresponding block

pairs (pl
t, ql

t) from the upper layer pairs (pl+1
t , ql+1

t ) consists of
the following steps: (i) compute BLPOC function between the

blocks at pl+1
t and ql+1

t , (ii) derive their displacement δl+1
t ,

and (iii) update their positions to have (pl
t, ql

t) with higher
resolution, where pl

t is given by Eq. (25) and ql
t is derived as

ql
t = argmin

q∈Ql
cand

∥∥∥q− 2
(

ql+1
t + δl+1

t

)∥∥∥
2
. (26)

For simplicity, we start the above recursion with the initial
setting:

qlmax
t = plmax

t . (27)

As a result of the above procedure, we can obtain the set of
Nb pairs (p0

t , q0
t ) of corresponding blocks at the original image

layer. For all the block pairs (p0
t , q0

t ), we compute BLPOC
functions and derive their block-wise similarities (i.e., BLPOC
peak values α0

t ). By taking an average of these block-wise
similarities, we have an overall matching score between the
image pairs I and J.

Fig. 2 illustrates the overall flow of palmprint identification
using two-layer PB-HBM. Note that we empirically found that
two resolution layers (coarse l = 1 and original l = 0) are suf-
ficient, and hence lmax = 1. The enrolment process is depicted
at the left side of the gallery database while the identification
process depicted at the right side. In the enrolment process,
we construct an image pyramid for each reference image Ii,
extract the phase templates Xl

i,pl
t
(k1, k2) from Il

i at fixed loca-

tions pl
t and store them into the gallery, where i = 1, . . . , Nu,

l = 0, 1 and t = 1, . . . , Nb. A detailed description of the enrol-
ment procedure is shown in Algorithm 7. In the identification
process, we construct an image pyramid of J, extract the phase
features Yl

q(k1, k2) from Jl at fixed locations q in Ql
cand and

compare them with the phase templates stored into the gallery.
These are a total of 2NuNb comparisons which are carried out
by computing BLPOC functions between phase features and
phase templates. A detailed description of the identification
procedure is shown in Algorithm 8.

C. Phase-Based Hierarchical Block Matching With
Convolutional Sparse Coding

The third is the palmprint identification algorithm proposed
in this paper, PB-HBM-CSC, which introduces CSC to
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Fig. 3. Overall palmprint identification using two-layer Phase-Based Hierarchical Block Matching with Convolutional Sparse Coding (PB-HBM-CSC):
(a) Enrolment for PB-HBM-CSC and (b) Palmprint identification using PB-HBM-CSC.

Algorithm 7 Enrolment Procedure for PB-HBM
Require: Nu reference images Ii

Ensure: 2NuNb phase templates Xl
i,pl

t
(k1, k2)

for i ∈ {1, · · · , Nu}) do
Generate an image pyramid, I1

i and I0
i (= Ii), by Eq. (23)

for l ∈ {0, 1} do
for t ∈ {1, · · · , Nb} do

Obtain a reference block location pl
t on Il

iby Eq. (25)
Compute the local phase template Xl

i,pl
t
(k1, k2) by

Eq. (3)
Store the phase template into the gallery

end for
end for

end for

reduce the computation time without degrading the identifi-
cation accuracy of PB-HBM in the identification task. Fig. 3
illustrates the overall process of PB-HBM-CSC. Fig. 3 (a)
illustrates the enrolment process where we store the sparse
representation of phase templates into the gallery. During
enrolment, first, we extract all the phase templates Xl

i,pl
t
(k1, k2).

Next, for each layer, we apply the CSC optimization algorithm

described in Sect. IV to the phase templates of that layer. Then,
we store the obtained convolution filters Dl

j(k1, k2) and sparse
codes zl

i,j,pl
t
(n1, n2) into the gallery. A detailed description of

the enrolment process is shown in Algorithm 9. Fig. 3 (b)
illustrates the identification process. At the beginning of this
process, we extract the phase features Yl

q(k1, k2) and compute
their atomic correlation functions cl

j,q(k1, k2) for all q in Ql
cand.

Then, we compute the CSC-BLPOC functions between atomic
correlation functions and sparse codes. A detailed descrip-
tion of the identification process is shown in Algorithm 10.
By applying CSC-BLPOC to PB-HBM, we reduce the num-
ber of 2D-IDFTs required for identification. While PB-HBM
requires 2NuNb 2D-IDFTs for the computation of BLPOC
functions, PB-HBM-CSC only requires Nd(Nb + |Qcand|)
(where Nd � Nu) for the computation of atomic correlation
functions.

VI. EXPERIMENTS AND DISCUSSION

This section presents an experimental evaluation of the
proposed and conventional methods of palmprint identifi-
cation and clarifies the major advantages of the proposed
method.
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Algorithm 8 Identification Procedure for PB-HBM
Require: A probe image J
Ensure: Matching scores for reference images Ii

Generate an image pyramid, J1 and J0(= J), by Eq. (24)
for l ∈ {0, 1} do

for each candidate block location q(∈ Ql
cand) on Jl do

Compute the phase feature Yl
q(k1, k2) by Eq. (4)

end for
end for
for i ∈ {1, · · · , Nu} do

for t ∈ {1, · · · , Nb} do
Obtain p0

t and p1
t by Eq. (25)

Find the corresponding block location q1
t on J1 be

equal to p1
t on I1

i by Eq. (27)
Compute the BLPOC function for the block pair
(p1

t , q1
t ) to derive δ1

t , where we use Eq. (5) and (7) with
Xl

i,p1
t
(k1, k2) stored in the gallery and the Yl

q1
t
(k1, k2)

prepared above
Determine q0

t from q1
t and δ1

t using Eq. (26)
Compute the BLPOC function for the block pair
(p0

t , q0
t ) to derive the peak value α0

t , where we use
Eq. (5) and (7) with X0

i,p0
t
(k1, k2) and Y0

q0
t
(k1, k2)

end for
Compute the matching score between Ii and J as an
average of α0

t for t = 1, · · · , Nb

end for

Algorithm 9 Enrolment Procedure for PB-HBM-CSC
Require: Nu reference images Ii

Ensure: Dl
j(k1, k2) and zl

i,j,pl
t
(n1, n2)

Compute the local phase templates Xl
i,pl

t
(k1, k2) following

the enrolment procedure for PB-HBM
for l ∈ {0, 1} do

Compute sparse code zl
i,j,pl

t
(n1, n2) and convolution filters

Dl
j(k1, k2) by applying the CSC optimzation algorithm in

Sect. IV to the phase templates Xl
i,pl

t
(k1, k2)

Store convolution filters and sparse codes into the gallery
end for

A. Methods

In the experiments, we implement the following 14 methods
and evaluate their performance. As sub-space-based meth-
ods, we selected (i) LDA [10], (ii) RP [11], and DPA [12].
Note that we implemented (iii) Single-source DPA (SDPA)
since only the left palmprints are used in the experi-
ments. As conventional coding-based methods, we selected
(iv) Competitive Code (CompCode) [15], (v) Ordinal Code
(OrdiCode) [17], (vi) Discriminative and Robust Competitive
Code (DR_CC) [61], (vii) Collaborative Representation
Competitive Code (CR_CC) [38], (viii) PalmHash [62], and
(ix) PalmPhasor [62], which have good recognition accu-
racy and high speed, essential for the identification task.
Note that the method (vii) requires to register multiple
samples for each enrolled user, i.e., 4 samples. As for

Algorithm 10 Identification Procedure for PB-HBM-CSC
Require: A probe image J
Ensure: Matching scores for reference images Ii

Generate an image pyramid, J1 and J0(= J), by Eq. (24)
for l ∈ {0, 1} do

for each candidate block location q(∈ Ql
cand) on Jl do

Compute the phase feature Yq(k1, k2) by Eq. (4)
for each convolution filter Dl

j do
Compute the atomic correlation functions cj,q(k1, k2)

using Yq(k1, k2) by Eq. (17)
end for

end for
end for
for i ∈ {1, · · · , Nu} do

for t ∈ {1, · · · , Nb} do
Obtain p0

t and p1
t by Eq. (25)

Find the corresponding block location q1
t on J1 be

equal to p1
t on I1

i by Eq. (27)
Compute the CSC-BLPOC function for the block pair
(p1

t , q1
t ) to derive δ1

t , where we use Eq. (18) with
z1

i,j,p1
t
(n1, n2) stored in the gallery and the c1

j,q1
t (k1,k2)

prepared above
Determine q0

t from q1
t and δ1

t by Eq. (26)
Compute the CSC-BLPOC function for the block pair
(p0

t , q0
t ) to derive the peak value α̂0

t , where we use
Eq. (18) with z0

i,j,p0
t
(n1, n2) and c0

j,q0
t (k1,k2)

end for
Compute the matching score between Ii and J as an
average of α̂0

t for t = 1, · · · , Nb

end for

CNN-based methods, there are few methods whose implemen-
tations are publicly available, or even if they are, the training
process does not proceed well. We selected (x) Modified
AlexNet (mAlexNet) [23] and (xi) Modified MobileNet (mMo-
bileNet) [21], which employ the famous CNN model for
palmprint recognition. Zao et al. [23] employs a modified ver-
sion of AlexNet [24] trained to extract features that are suitable
for recognition in a single spectral band. Dong et al. [21]
proposed a modified version of MobileNet [22] for palmprint
recognition. These CNNs can be trained with a limited num-
ber of training images. In addition to the above CNN-based
methods, we refer to the results of 6 state-of-the-art meth-
ods: PalmNet [25], JCLSR [27], CompNet [29], SMHNet [18],
DDH [30], and LCDDR [28]. Note that we refer only to results
for which the experimental conditions are almost the same.
(xii) Phase-Based Correspondence Matching (PB-CM) [33]
can be regarded as a baseline for the methods (xiii) and (xiv).
(xiii) Phase-Based Hierarchical Block Matching (PB-HBM)
described in Sect. V-B is a modified version of method (xii),
where correspondence matching is carried out on a prede-
termined set of candidate blocks with a fixed location. (xiv)
Phase-Based Hierarchical Block Matching with Convolutional
Sparse Coding (PB-HBM-CSC) described in Sect. V-C reduces
the computational complexity of method (xiii) by introducing
CSC for phase template representation.
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B. Palmprint Databases

We employ three public databases for our experiments:
(A) the PolyU palmprint database,1 (B) the CASIA palmprint
database,2 and (C) the Tongji palmprint database [38].

(A) PoyU database: The images in PolyU contain minute
displacements and deformations due to the fixed hand in image
acquisition. This database consists of 385 palms acquired in
two sessions, with at least 8 images acquired from each palm
in each session. For all the methods except the CNN methods,
the first image of the first session (385 images) is used for
enrollment and the rest of the images except for the first image
of the second session are used for test. For the CNN methods,
the first images of the first and second sessions are used for
validation, the rest of the images from the first session are
used for training, and the rest of the images from the second
session are used for test.

(B) CASIA database: The images in CASIA contain various
types of deformations due to the contactless image acquisi-
tion. This database contains 600 palms, with a maximum of
10 images per palm. For all the methods except the CNN
methods, the first image (600 images) is used for enrollment
and the second through fifth images are used for test. For the
CNN methods, the first and sixth images are used for valida-
tion, the second through fifth images are used for test, and the
rest of the images are used for training. Note that the weights
of CNNs pretrained using PolyU are used as initial values for
training on CASIA.

(C) Tongji database: The images in Tongji contain various
types of deformations due to the contactless image acquisition
as in the CASIA database. This database consists of 600 palms
acquired in two sessions, with 10 images acquired from each
palm in each session. The first image of the second session is
used for enrollment and the rest for the test of all the methods.
The methods (i), (iii), (vii) cannot be evaluated on Tongji,
since these methods require multiple training samples per user.
The methods (x) and (xi) are pretrained on PolyU as well as
CASIA.

As mentioned in Section II-A, we extract and normalize
the regions of interest from these palmprint images using the
preprocessing method described in [14], where the image size
after preprocessing is 160 × 160 pixels. In Tongji, the pre-
processed images of 128 × 128 pixels are available. We use
the preprocessed images in this experiment to guarantee repro-
ducibility. Therefore, the number of reference and candidate
blocks in Tongji differs from other databases due to the small
image size. In all three databases, the right palmprint image
is flipped in order to consider all images as left palmprint
images.

C. Experimental Conditions

In (i) LDA, (ii) RP, and (iii) SDPA, we use feature vec-
tors with 40 elements. Table II summarizes the parameters
for the method (iv)–(ix). (x) mAlexNet is trained using the
SGD algorithm as in [23]: 100 epochs and a batch size of 50
images. The learning rate, weight decay, and momentum are
set to 0.015, 1e-1, and 0.5, respectively. (xi) mMobileNet is
also trained using the SGD algorithm with variable learning

TABLE II
PARAMETERS FOR GABOR-CODING BASED METHODS

TABLE III
PARAMETERS FOR PHASE-BASED METHODS

rate as in [21]: 100 epochs and a batch size of 30 images.
The initial learning rate, weight decay, and momentum are
set to 0.001, 0.0005, and 0.9, respectively. Both CNNs use
128 × 128-pixel images as input, and random cropping is
used for data augmentation during training. Instead of the
softmax layer, we use features from the last dense layer
with Collaborative Representation Classification (CRC) [63]
in recognition. This modification improves the recognition
performance and does not significantly affect the identifica-
tion time of CNNs. Table III summarizes the parameters for
the phase-based methods (vii)–(ix), which are obtained empir-
ically. We also improve the recognition accuracy of methods
(xii)–(xiv) by removing blocks without texture in the match-
ing process. For this purpose, we use the average amplitude of
the image blocks, νF , to determine the blocks without texture,
which is calculated by νF = 1

B1B2

∑
k1,k2

′|F(k1, k2)|2. If νF is
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lower than thrAC = 0.04, we do not use the image block in
correspondence matching as it has no texture.

We evaluate the performance of the above methods using
the average computation time excluding preprocessing time
and the rank-1 identification accuracy. We implemented all
the methods using Python 3 and performed the experiments
on a computer with an Intel Xeon E5450 3.00 GHz, 32 GB
and Ubuntu 14.04.5. Methods (x) and (xi) are implemented
using TensorFlow with Keras.

D. Results and Discussion

Table IV summarizes the experimental results of identi-
fication accuracy and computation time. First, we discuss
the experimental results of identification accuracy. In PolyU,
most methods, except for sub-space-based methods, achieved
identification accuracy of over 99% since palm images are
taken with the hand fixed. In particular, (vi) DR_CC and
phase-based matching (xii)–(xiv) exhibit 100% identification
accuracy. (v) mAlexNet and (vi) mMobileNet have low iden-
tification accuracy due to lack of training data. In CASIA,
the identification accuracy of coding-based methods (iv)–(vii)
is lower than that of PolyU since these methods could not
deal with displacements and deformations. CNN-based meth-
ods such as PalmNet [25], JCLSR [27], and LCDDR [28]
can handle such displacements and deformations, and thus
achieve high identification accuracy, while (v) mAlexNet and
(vi) mMobileNet have low identification accuracy due to lack
of training data. The phase-based matching methods (xii)–(xiv)
have higher identification accuracy than the latest CNN-based
methods. In Tongji, the images are taken in a contactless sit-
uation as in CASIA, however, most methods achieve high
identification accuracy due to the small tilt and rotation of the
hand. Among all the methods, (x) mAlexNet and (xi) mMo-
bileNet show low identification accuracy since the training
and test images are from different databases. The identifi-
cation accuracy of CompNet [29], (xii) PB-CM, and (xiii)
PB-HBM is 100%, and (xiv) PB-HBM-CSC achieves the next
highest accuracy. These results demonstrate the effectiveness
of phase-based matching (xii)–(xiv) in palmprint identification
in terms of identification accuracy. Next, we discuss the exper-
imental results of computation time. (iii) SDPA is the shortest
identification time because of its quite short one comparison.
The coding-based methods also have short identification time
since both feature extraction and one comparison are fast. The
CNN-based methods have short identification time since they
evaluate the computation time on GPU. (vii) PB-CM has the
highest identification accuracy but the longest identification
time due to the time required for feature extraction. By intro-
ducing HBM, a significant reduction in computation time is
achieved, although the overall identification time is longer than
that of coding-based methods. With further introduction of
CSC, the overall identification time of PB-HBM-CSC (xiv)
is comparable to that of the coding-based methods since one
comparison is significantly faster. Our future work is to imple-
ment PB-HBM-CSC on GPUs to achieve speedups comparable
to CNN-based methods.

TABLE IV
EXPERIMENTAL RESULTS OF IDENTIFICATION ACCURACY (ACC.), THE

COMPUTATION TIME OF FEATURE EXTRACTION OF ONE SAMPLE (FEAT.
EXT.) AND ONE COMPARISON (ONE COMP.), AND THE TOTAL

IDENTIFICATION TIME (TOTAL). “∗” INDICATES THAT THE

EXPERIMENTAL RESULTS WERE REFERRED FROM THE PAPER. NOTE

THAT “—” INDICATES THAT THE COMPUTATION TIME IS NOT GIVEN

Fig. 4 shows the Cumulative Match Characteristic (CMC)
curve obtained from the experiment using CASIA, where the
CMC curve indicates the probability of observing the correct
ID within the top-nrank ranks. Among the conventional meth-
ods, DR_CC has the highest rank-n identification accuracy,
followed by CR_CC. The CNN-based methods, mALexNet
and mMobileNet, achieved considerably lower identification
accuracy than the code-based methods. None of the con-
ventional methods reached the identification accuracy of the
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Fig. 4. CMC curve evaluated using CASIA for all methods.

Fig. 5. Failure case of PB-HBM-CSC for the genuine pair in CASIA. Blue
dots indicate the center of the reference blocks and red dots indicate the
estimated center of the corresponding blocks.

TABLE V
COMPARISON OF ENROLLED DATA SIZE PER IMAGE FOR EACH METHOD

phase-based methods within the top 30. The accuracy of
PB-HBM-CSC is comparable to that of other phase-based
methods, and the genuine pair is among the top five in
all the phase-based methods. Fig. 5 shows a failure case
of PB-HBM-CSC for the genuine pair in CASIA. The rea-
son is that PB-HBM-CSC could not find the corresponding
points due to the significant deformation and large global
displacement between the two images.

Table V compares the data size required to enroll the
reference image in the gallery for each method. In the phase-
based methods (xii)–(xii), the reference image is enrolled as

Nb × (# of layers) = 25 × 2 templates. In the case of PB-
HBM and PB-CM, we employ 4-bit quantization of the phase
component to improve the storage efficiency [34]. In the case
of PB-HBM-CSC, the non-zero elements of the sparse code
are stored as 6 bytes of data consisting of 32 bits of the coef-
ficient value and 16 bits of its position and filter index. The
data size required to enroll a reference image for PB-HBM-
CSC is smaller than that required for PB-HBM and PB-CM.
Although this data size is still large compared to conventional
methods, an embedded system that can accept a data size of
10 Mbytes can enroll 1,000 users.

VII. CONCLUSION

In this paper, we focused on the high discriminative capa-
bility of palmprint recognition by phase-based matching and
reduced the computation time required for the identifica-
tion task without sacrificing its discriminative capability. We
proposed a compact representation of phase features using
CSC and constructed a palmprint identification algorithm that
provides both high identification accuracy and high identifica-
tion speed by combining hierarchical block matching with its
representation. The proposed method achieves the same level
of identification time as the coding-based methods and a higher
identification accuracy than the state-of-the-art CNN-based
methods. The reduction of computation time using CSC is not
limited to phase-based methods, but can be easily extended
to correlation pattern recognition [44], [45], [46], [64], [65].
Another interesting point is that the use of CSC results in
a multi-layer architecture like CNNs, however, it does not
require a large number of training samples like CNNs. In
the future, we plan to extend the identification framework of
the proposed method to other biometric traits, such as face,
finger-knuckle-print periocular, and iris.
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