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Abstract — the foremost illustrative task in data mining 
process is clustering. It plays an exceedingly important role 
in the entire KDD process also as categorizing data is one 
of the most rudimentary steps in knowledge discovery. It is 
an unsupervised learning task used for exploratory data 
analysis to find some unrevealed   patterns which are 
present in data but cannot be categorized clearly.  Sets of  
data can be designated  or grouped  together based on 
some common characteristics and termed  clusters , the 
mechanism  involved in cluster analysis  are  essentially 
dependent upon the primary task of keeping objects with 
in a cluster more closer  than objects belonging to other 
groups or clusters. Depending on the data and expected 
cluster characteristics there are different types of 
clustering paradigms. In the very recent times many new 
algorithms have emerged which aim towards bridging the 
different approaches towards clustering and merging 
different clustering algorithms given the requirement of 
handling sequential ,extensive  data with multiple 
relationships  in many applications across a broad 
spectrum. Various clustering algorithms have been 
developed under different paradigms for grouping 
scattered data points and forming efficient cluster shapes 
with minimal outliers. This paper attempts to address the 
problem of creating evenly shaped clusters in detail and 
aims to study, review and analyze few clustering 
algorithms falling under different categories of clustering 
paradigms and presents a detailed comparison of their 
efficiency, advantages and disadvantages on some common 
grounds. This study also contributes in correlating some 
very important characteristics of an efficient clustering 
algorithm. 

Keywords — clustering, proximity, similarity, CF tree, KDD, 
optimization. 

I. INTRODUCTION 

Data is the goldmine in today’s ever competitive world. 
Everyday large amount of information is encountered by 
organizations and people. An indispensible means to handle 
this data is to categorize or classify them into a set of groups, 
partitions or clusters. “Basically classification systems are 
either supervised or unsupervised ,depending on whether they 
assign new inputs to one of the finite number of discrete 
supervised classes or unsupervised categories 
respectively”[26][27] .Supervised classification is basically 
machine learning task of deducing a function from training 

data set. Whereas unsupervised classification is the exploratory 
data analysis where there is no training data set and extracting 
hidden patterns in data set with no labelled responses is 
achieved. The prime focus is to increase proximity in data 
points belonging to the same cluster and increase dissimilarity 
among various clusters and all this is achieved through 
achieved through some similarity measure. 

Exploratory data analysis is related to a wide range of 
applications such as “text mining, engineering,  bioinformatics,  
pattern recognition, mechanical engineering, voice mining, 
spatial data analysis, textual document collection, image 
segmentation, artificial intelligence” [2]. This diversity 
explains the importance of clustering in scientific research but 
this diversity can lead to contradictions due to different 
nomenclature and purpose. Many clustering approaches which 
are evolved with the intention of solving specific problems can 
many a times make presuppositions which are biased towards 
the application of interest.  

These favoured assumptions can result in performance 
degradation in some problems that do not satisfy the approved 
assumptions in certain premises. As an example the famous 
partitioning algorithm K -means generates clusters which are 
hyper spherical in shape but when the real clusters appear in 
varied shapes and geometric forms, it fails miserably. This way 
the chosen algorithm K- means cannot be employed and other 
clustering schemes have to be considered [3]. So the number, 
nature and approach of each clustering algorithm differ on a lot 
of performance measures, Right from the measure of similarity 
or dissimilarity to feature selection or extraction to cluster 
validation to complexity (time/ distance). Interpretation of 
results is equally valuable as cluster analysis is not a one way 
process, in most cases lots of trials and repetitions are required. 
Moreover there are no standard or set of criteria for feature 
selection and clustering schemes. The paper attempts to survey 
many popular clustering schemes as there exists a vast amount 
of work that has been done on clustering schemes and 
discussion of all those numerous algorithms will be out of the 
scope of the paper.  

Taxonomy of Clustering Algorithms: 
There exist many measures and initial conditions which are 
responsible for numerous categories of clustering algorithms 
[4, 2]. A widely accepted classification frames clustering 
techniques as: 

 Partitional clustering (sum of squared error based)  
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 Hierarchical clustering 
 Density based  

These classifications are based on a number of factors and few 
algorithms have been developed bridging the multiple 
approaches also. In very recent times an extensive amount of 
algorithms have been developed to provide solution in 
different fields, however there is no single  universal  solution 
provided by an algorithm that solves all prevalent clustering 
problems. It has been very difficult to advance an integrated 
composition (clustering) at a specialized level and enormously 
diverse clustering algorithms have been seen [5]. It becomes 
ever crucial to discuss the various characteristics that an 
efficient clustering algorithm must poses in order to solve the 
problem at hand .Some of  the characteristics are listed here: 

Scalability: this is the ability of an algorithm to perform well 
with a large amount of data objects or say tuples, in terms of 
memory requirements and execution times. This feature 
especially distinguishes data mining algorithms from the 
algorithms used in machine learning [3]. Scalability remains 
one of the major milestones to be covered as many clustering 
algorithms have shown to do bad when dealing with large 
situations and data sets. 

Prior domain knowledge: There are many clustering 
algorithms which require some basic domain knowledge or 
user is expected to provide some input parameters e.g. the 
number of clusters. However more often the user is unable to 
provide such domain knowledge, also this over sensitivity 
towards input parameters can degrade the performance of the 
algorithm as well.  

Discovering arbitrary shaped clusters: One of the most 
challenging tasks is to identify clusters of varied shapes; few 
algorithms like K-means do poorly in this identification. Data 
attributes can be of different dimensionality altogether and a 
good clustering algorithm should be able to isolate data points 
resulting in different sizes and shapes. Few density based 
algorithms like DBSCAN are able to achieve this using a 
concept of Minpts. Many algorithms based on either centroid 
or medoid based approach fail to satisfy these two clustering 
criteria of developing widely different clusters and converging 
concave shaped clusters. The paper will throw some light on 
this topic in coming sections.  

Similarity or dissimilarity measures: These measures are real 
valued functions that quantify the similarity between two 
objects .Plenty of literature can be found on these measures 
some of the popular measures are enlisted in table I [26]. 

II. HIERARCHICAL CLUSTERING 

This category is a paradigm of cluster analysis to generate a 
sequence of nested partitions (clusters) which can be visualized 
as a tree or so to say a hierarchy of clusters known as cluster 
dendrogram. Hierarchical trees can provide a view of data at 
different levels of abstraction [23]. This hierarchy when laid 
down as a tree can have the lowest level or say leaves and the 

highest level or the root. Each point that resides in the leaf 
node has its own cluster whereas the root contains of all points 
in one cluster. The dendrogram can be cut at intermediate 
levels for obtaining clustering results; at one of these 
intermediate levels meaningful clusters can be found. The 
hierarchical approach towards clustering can be divided into 
two classes: a) agglomerative b) divisive. Hierarchical 
clustering solutions have been primarily obtained using 
agglomerative algorithms [19][27]. 

Agglomerative clustering strategies function  in  bottom up 
manner i.e. in this approach merging of the most similar pair of 
clusters is achieved after starting with each of the K points in a 
different cluster. This process is repeated until all data points 
converge and become members of a same cluster. There exist 
many different variations of agglomerative algorithms but they 
are primarily dissimilar in how the conflict of similarity 
between existing clusters and merged clusters is updated. 
Many different agglomerative algorithms exist depending upon 
the distance between 2 clusters. Very well-known methods are: 
1) single linkage and 2) complete linkage technique [6]. 
Divisive approach on the other hand is exactly in contrast 
which means it works in top down manner. In divisive 
approach a cluster is recursively split after starting with all the 
points in the same cluster, this step is repeated until all points 
are in separate clusters. For a cluster with M objects, there are 
2M-1 possible two-subset divisions, which incurs a high 
computation cost [7].  

Therefore divisive clustering is considered a burden 
computationally. Although it has its drawbacks but this 
approach is implemented in two popular hierarchical 
algorithms DIANA and MONA [2]. Discussion of these 
algorithms in detail is beyond the scope of this paper. In 
hierarchical algorithms, previously taken steps, whether 
merging or splitting are irreversible even if they are erroneous. 
The hierarchical algorithms are relatively more prone and 
sensitive to noise and outliers as well as lack of robustness. To 
hierarchical clustering, there are many advantages and 
disadvantages which are reflected in many representative 
examples of hierarchical technique. The detailed discussion is 
possible only by examining popular hierarchical algorithms. 
Some of the representative examples are: 

1. BIRCH 2.CURE 3.ROCK 4. CHAMELEON BIRCH 
“Balanced iterative reducing and clustering using hierarchies” 
(birch) [23]. The Birch addresses two huge issues in clustering 
analysis 1.it is able to scale while dealing with voluminous 
data and 2.  Robustness against noise and outliers [23].Birch 
introduces a novel data structure for achieving the above goals, 
(CF) tree clustering feature. CF tree can be assumed as a tuple, 
summarizing the information that is maintained about a cluster. 
Instead of directly using the data originally, CF tree can 
compress data and develop numerous tiny points or nodes 
.These nodes work as tiny clusters and depict the summary of 
original data. This CF tree is height balanced tree with two 
parameters: branching factors B and T, 
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TABLE I: measures for finding similarity  

S. 
N. 

Popular similarity measures for data points 

Measure Form Example 

1 Euclidean 
distance D =  

k-means, 
PAM. 

2 Minkowski 
distance D =  n 

Fuzzy c-
means 

3 Cosine 
distance 

Sij = cosα= xi
T xj 

                        ||xi || ||xj||   

k-means, 

many 
partitional 
algorithms 

 
It is the threshold.  In the CF tree every internal vertex 
comprises of entries defined as [CFi,childi], I = 1….k, where 
CFi is a summary of the cluster i and is defined as a tuple CF i= 
(Ni,LS,SS) where Ni = no. of data objects in the cluster. LS= 
the linear sum of the N data points, SS= squared sum of the 
objects. 

The CF’s are saved as leaf nodes whereas non leaf nodes 
comprise of summation of all the CF’s of their children.  A CF 
tree is built dynamically and incrementally, also it requires a 
single scan of the entire data set, when an object is inserted in 
the closest leaf entry, the two parameters B and T control the 
maximum number of children per non leaf node and the 
maximum diameter of sub clusters stored in the leaf node. In 
this manner birch constructs a framework which can be stored 
in main memory , after building a CF tree the next step is to 
employ an agglomerative hierarchical or any of the sum of 
square error  based algorithm  to perform clustering. It is quite 
fast and with multiple scans it gives improved results but again 
the inability to deal with non- spherical shaped clusters stands 
as the biggest drawback of birch. Arbitrary shaped clusters 
cannot be identified by birch as it uses the principal of 
measuring diameter of all clusters for determining their 
boundary. Encountering the above drawback, guha,rastogi and 
shim developed CURE. 

CURE  
It was developed for identifying more complex cluster shapes 
[15]. It is more robust to outliers. Cure is an agglomerative 
method. Instead of using a single centroid it assumes many 
separate fixed points as clusters and a fragment of m is used to 
shrink these diverse points towards centroids. These scattered 
points after shrinking represent the cluster at each iteration and 
the pair of clusters with the closest representatives are merged 
together. This feature enables CURE to identify clusters 
correctly and makes it sensitive to outliers. This algorithm uses 
two enhancements 1) random sampling and 2 partitioning. 

These enhancements help improve cure’s scalability. Random 
sampling can affect memory requirements making it an 
expensive choice for data bases. 

ROCK                                           
 Guha et al. suggested and proposed another agglomerative 
hierarchical algorithm, ROCK. This algorithm scales quite 
well with increase in dimensionality. With ROCK concept of 
“links” was introduced. ”links are used for measuring 
proximity between a pair of data points with categorical 
attributes”[10].This algorithm uses a “goodness measure” for 
determining how proximate or similar clusters are. A criteria 
function is calculated, more the value of this function the better 
a cluster is. This link based approach used in rock claims to be 
a global approach to the clustering problem. ROCK algorithm 
can measure the similarity of two clusters by comparing a user 
specified inter connectivity measure which is static with 
aggregate inter connectivity of any two clusters. ROCK is 
highly likely to generate ambiguous results if choice of 
parameters is provided in the static model differ from the data 
set being clustered. Again, clusters that are of different sizes 
and shapes cannot be accurately defined by this algorithm. 

CHAMELEON                                            
This algorithm is capable of “measuring the similarity of two 
clusters based on a dynamic model” [14] it improves the 
clustering quality by using more detailed merging criteria in 
comparison to CURE. This method works in two phases, and 
measures the similarity of two clusters based on a dynamic 
model. During the  1st phase a graph is created which contains 
links between each point and its N-nearest neighbor. After that 
during the 2nd phase graph is recursively split by a graph 
partitioning algorithm resulting in many tiny unconnected sub–
graphs. This algorithm iteratively combines two most similar 
clusters. During the 2nd phase when each sub graph is 
considered as an initial sub cluster, two clusters can be merged 
but only if the resultant cluster has similar inter connectivity 
and closeness to the two parent clusters prior to merging .The 
overall complexity of this algorithm is dependent on the exact 
duration of time required to develop an N-nearest neighbor 
graph combined with the time required to complete both 
phases. Chameleon is a dynamic merging algorithm and hence 
considered more functional as compared to Cure While dealing 
with arbitrary   shaped clusters of uneven density. 

Advantages and disadvantages: as discussed in above section, 
hierarchical clustering can cause trouble while handling noisy 
high dimensional data. In HC when merges are final they 
cannot be undone at a later time preventing global 
optimization. After the assignment of an object or data point is 
done, that data point is highly unlikely to be reconsidered in 
future even if this assignment generates a bad clustering 
example. Most agglomerative algorithms are a liability in 
terms of storage and computational requirements. The 
computational complexity of most HC algorithm is at least 
O(N2). Not only this, HC algorithms could be severely 
degraded when applied in high dimensional spaces due to 
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curse of dimensionality phenomenon. The above mentioned 
algorithms have each introduced their novelties towards 
overcoming many shortcomings of HC approach. Hierarchical 
approach can be a great boon when used in taxonomy tree 
problems for example when vertical relationships are present 
in data. 

III. PARTITIONAL CLUSTERING 

Partitional clustering is highly disimilar to hierarchical 
approach which yields an incremental level of clusters with 
iterative fusions or divisons, partitional clustering assignes a 
set of objects into K clusters with no hierarchical structue[3]. 
Research from very recent years  acknowleges that partitional 
algorithms are a favoured choice when dealing with large 
datasets. As these algorithms have comparatively low 
computational requirements[21]however when it comes to the 
coherence  of clustering ,this approach is less effective then 
agglomerative aproach. These algorithms deduce the shape of 
clusters as hyper-ellipsoidal and basically experiment with 
cutting data into n number of  clusters  so that partitioning of 
data  optimizes a given criterion. Centroid based techniques as 
used by K-MEANS and ISODATA assign some points to 
clusters so that  the mean squared  distance of points to the 
centroid  of the choosen cluster is minimized.The sum of 
squared error function is the dominant criteria function in 
partitional approach. It is used as a meaure of variation with in 
a cluster. One of the most popular partitioning clustering 
algorithms implementing SE is k – means.  

K-MEANS 
K-means is undoubtedly a very popular partitioning algorithm. 
It has been discovered, rediscovered and studied by many 
experts from different fields, by steinhaus(1965),Ball and Hall 
(1965),Lloyd(proposed 1957 – published 1982) and 
Macqueen(1967). It is distance-based and by definition data is 
partitioned into pre- determined groups or clusters. The 
distance measures used could be Euclidean or cosine. 
Originally a fixed   K cluster centroids [11, 12] are marked at 
random; k-means reassigns all the points to their closest 
centroids and re-computes centroids of newly created groups. 
This iteration continues till the squared error converges. 
Following steps can summarize the function of k-means. 

1. Initialize a K partition based on previous information. A 
cluster prototype matrix A=[ai…..aj] is created. Where 
a1,a2,a3 …are cluster centers. Data set D is also 
initialized. 

2. In the next step assignment of each data point in the 
dataset(di) to its nearest cluster(ai) is performed. 

3. Cluster matrix can be recalculated considering the current 
updated partition or until ai,aj,ak….. Show no further 
change. 

4. Repeat 2 and 3 until convergence has been reached [20]. 

K-means is probably the most wildly studied algorithm this is 
the reason why there exists too many variations and improved 
versions of k-means yet it can show some sensitivity towards 
noise and outliers present in data sets. Even if a point is at a 
distance from the cluster centroid, it could still be enforced to 
the centre and can result in distorted cluster shape. K- means 
does not clearly defines a universal method of deciding total 
number of  partitions in the beginning , this algorithm relies 
heavily on user to provide in advance ,the number   of k 
clusters. Also, k-means is not applicable to categorical data. 
Since k-means presumes that user will provide initial 
assignments it can produce replicated results upon every 
iteration.(the k-means ++ addresses this problem by attempting  
to choose better starting clusters [12,13]. 

K-MEDIODS  
Unlike the k-means, in the k-medioids or partition around 
medoids (PAM)[13,14] method , a medoid represents any 
cluster . This characteristic object called the medoid, is the 
most centrally located point within the cluster [13]. Medoid 
show better results against outliers as compared to centroids 
[2]. K-means finds the mean to define accurate centre of the 
cluster which can result in extreme values but k-medoid 
calculates the cluster centre using an actual point. Primarily 
this algorithm attempts to minimize the average dissimilarity 
of objects against their closest object. The following steps can 
sum up this algorithm: 

1. Initialize: a random k is selected of the n data points as 
the medoid. 

2. Assign: each data point should be associated with the 
closest medoid. 

3. Update: for every m medoid and data point d, swapping 
of m and d can be done compute average dissimilarity of 
d to all the data points associated with m. 

Steps 2 and 3 can be repeated multiple times until there is no 
further change left in assignments. 

PAM uses a greedy search resulting in failure in finding an 
optimum solution. 

CLARANS                                                              
“Clustering large applications based on randomized search”, 
this method combines the sampling techniques with 
PAM[15].This method employs random searching techniques 
for finding clusters and no supplementary structure is used., a 
feature that makes this algorithm robust against  increase in  
dimensionality of data .In  previously discussed techniques it is  
assumed  that distance function has to be an Euclidean but 
CLARANS uses a local search technique and  prohibits  any 
particular distance function. CLARANS claims to identify 
polygon shaped objects very effectively. A method known as 
“IR – approximation” is used for grouping non convex 
polygon as well as convex polygon objects. 
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ISODATA  
An interesting technique called ISODATA “Iterative self 
organizing data analysis technique”, developed by ball and 
Hall [17] also evaluates   k(no of clusters)and is iterative in 
nature. A variant of k-means algorithm, ISODATA works by 
dynamically adjusting clusters through the process of splitting 
and merging depending on some thresholds defined a priori. 
like , C : (no. of clusters desired ),Dmin : minimum number of 
data points for each cluster ,Vmax: maximum variance for 
splitting up clusters and Mmin : minimum distance measure for 
merging. 

The newly calculated clusters are used as it is for next 
iteration. ISODATA is able to handle the problem of outliers 
much better than the k-means through the splitting procedure 
and ISODATA can eliminate the possibility of elongated 
clusters as well. 

Advantages and disadvantages: The most prominent advantage 
of partitioning based methods is that they can be used for 
spherical based clusters for very small to bigger sized data sets. 
Algorithms like k-means can tend to show high sensitivity to 
noise and outliers whereas other methods which show 
resistance against noise can prove to be computationally 
costly. 

Apart from the computational complexity, algorithms can be 
compared on some other common grounds, like the capability 
to converge to a optimum clustering solution or the potential to 
create clusters of different density and shapes. Although all 
clustering algorithms attempt to solve the same problem but 
there exist performance issues which can be discussed. Table II 
lists some comparisons in brief. The next table lists various 
time and space complexity. 

TABLE II: Performance evaluation of  various algorithms. 

Algorithm shape convergence capability 
k-    means Cannot 

handle 
arbitrary 
clusters. 

K is required in 
advance 
.performance 
degrades with 
increased 
dimensionality. 

Simple and 
efficient 

Birch Cannot 
handle 
arbitrary 
clusters. 

 Deals fairly with 
robust data. 
Performs strongly 
against noisy data. 

Most famous 
HC algorithm 

Rock Random 
sampling 
has an 
impact on 
selection 
of cluster 
shapes. 

Can handle large 
data sets 

Usage of links 
gives better 
results with 
scattered points 

Cure Finds Cannot scale well Less sensitive to 

Algorithm shape convergence capability 
richer 
cluster 
shapes. 

compared to birch. 
Merging 
phenomenon used 
in cure makes 
various mistakes 
when handling 
large data sets with 
comparison to 
chameleon. 

outliers. A 
bridge between 
centroids based 
and all points 
approach. 

Dbscan Handles 
concave 
clusters. 

Targets low 
dimensional spatial 
data. 

Very popular 
density 
algorithm. 

Denclue Influence 
function 
can affect 
shapes 

Faster and handles 
large data sets. 

Shows better 
result with 
outliers then 
dbscan. 

Chameleon Fair Scales with increase 
in size of data 

Modify clusters 
dynamically.       
curse of 
dimensionality 

 
TABLE III: Comparisons of complexity of various algorithms 

S.N. Time and space complexity 
Algorithm Time Space 

1 K-means  O(idkn) 
i = iterations 

O((d +k)n) 
d = data points,  
n= attributes 

2 Birch O(d*e*p) 
d =data points, 
 e= entries per node, 
 p= path from root to 
leaf.  

O(N) 

3 Cure O(n2logn)  O(n) 
4 Chameleon O(n2) O(n log  n) 
5 Dbscan O(n2) (worst case),  

O(n * t) , t= time for 
Eps neighbourhood. 

O(n) 

6 Denclue O(n log n) O(n) 

IV. DENSITY BASED ALGORITHMS 

This paradigm of clustering conceptualizes the theory of 
“neighborhood”, Clusters are spotted such that every given N-
neighborhood for some given N>0 must have some minimum 
number of points i.e. the “density” in N-neighborhood of 
points has to exceed some initial criterion (Ester et al.1996). 
Closeness of objects is not the benchmark here rather “local 
density” is primarily measured.  A cluster is viewed as a set of 
data points   scattered in the data space. In Density based 
clustering   contiguous region of low density of objects and 
data exists and the distance between them is calculated. 
Objects which are present in low density region constitute of 
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outliers or noise .these methods have better tolerance towards 
noise and are capable of discovering non convex shaped 
clusters. Two most known representatives of density based 
algorithms are density based spatial clustering of applications 
with noise (DBSCAN)[17] and density based clustering 
(DENCLUE)[11,17].  

DBSCAN 

It was proposed by Martin Ester,Hans-PeterKrigel, JorgSander 
and Xiawoei in 1996.one of the most popular density based 
algorithm. It requires that the density in the neighborhood of 
an object should be high enough if it belongs to a cluster[16].A 
cluster skeleton is created with this set of core objects with 
overlapping neighborhood. Points inside the neighborhood of 
core objects represent the boundary of clusters while rest is 
simply noise. It requires two parameters 1) ᴇ is the starting 
point and 2) Minpts, is the minimum number of points required 
to form a dense region. The following steps can elaborate the 
algorithm further: 

1 An unvisited random point is usually taken as the initial 
point. 

2. A parameter E is used for determining the neighborhood 
(data space) 

3. If there exist sufficient data points or neighborhood 
around the initial random point then algorithm can 
proceed and this particular data point is labeled as visited 
or else the point is labeled as a flaw in data or outlier. 

4. If this point is considered a part of the cluster then its E 
neighborhood is also the part of the cluster and step 2 is 
repeated for all E. this is repeated until all points in the 
cluster are determined. 

5. Another initial data point is processed and above steps 
are restated until all clusters and noise are discovered. 

Although this algorithm shows excellent results against noise, 
it can be a failure when tested in high dimensional data sets 
and shows sensitivity to Minpts. 

This algorithm fairs well as compared to k-means in terms of 
creating clustering of varied shapes.  

DENCLUE 
Density based clustering (DENCLUE) was developed by 
hinneburg and keim[11].This algorithm buys heavily from the 
concepts of density and hill climbing[24]. In this method there 
is an “influence function” which is the distance or influence 
between random points. Many influence functions are mainly 
calculated and added up to find out the “density function”[11]. 
So it can be said that influence function is the influence of a 
data point in its neighborhood and density function is the total 
sum of all influences of all the data points. Clusters are 
determined by density attracters, local maxima of the overall 
density function. DENCLUE has a fairly good scalability, a 

complexity of (O(N)) it is able to spot  and converge clusters 
with unpredictable shapes But suffers with a sensitivity 
towards input parameters. DENCLUE suffers from curse of 
dimensionality phenomenon. 

Advantages and disadvantages: density based methods can 
very effectively discover arbitrary shaped clusters and capable 
of dealing with noise in data much better than hierarchical or 
partitional methods, these methods do not require any pre 
defined specification for the  number of partitions or  clusters  
but most density based algorithms show decrease in efficiency 
if dimensionality of data is increased although algorithm like 
DENCLUE shows some escalation while dealing with high 
dimensionality[2] but it is still far from completely effective. 

V. CONCLUSION 

Cluster analysis is a very crucial paradigm in the entire process 
of data mining and paramount for capturing patterns in data. 
This paper compared and analyzed some highly popular 
clustering algorithms where some are capable of scaling and 
some of the methods work best against noise in data. Every 
algorithm and its underlying technique have some 
disadvantages and advantages and this paper has 
comprehensively listed them for the reader. Every paradigm is 
capable of handling unique requirements of user application.  
An extensive research and study has been done in the field of 
data mining and there exist popular real life examples such as 
Netflix, market basket analysis studies for business giants, 
biological breakthroughs which use complex combinations of 
various algorithms resulting in hybrids also and subsequently 
cluster analysis in the future will unveil more complex data 
base relationships and categorical data. There is an alarming 
need of some sort of benchmark for the researchers to be able 
to measure efficiency and validity of diverse clustering 
paradigms. The criteria should include data from diverse 
domains (text documents, images, CRM transactions, DNA 
sequences and dynamic data). Not just a measure for 
benchmarking algorithms, consistent and stable clustering is 
also a barrier as a clustering algorithm irrespective of its 
approach towards handling static or dynamic data should 
produce consistent results with complex datasets.  Many 
examples of efficient clustering methods have been developed 
but many open problems still exist making it playground for 
research from broad disciplines. 
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