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Abstract— In this paper, we propose a learning-based super-
vised discrete hashing (SDH) method. Binary hashing is widely
used for large-scale image retrieval as well as video and document
searches, because the compact binary code representation is
essential for data storage and reasonable for query searches using
bit operations. The recently proposed SDH method efficiently
solves mixed-integer programming problems by alternating opti-
mization and the discrete cyclic coordinate descent (DCC) method.
Based on some preliminary experiments, we show that the SDH
method can be simplified without performance degradation.
We analyze the simplified model and provide a mathematically
exact solution thereof; we reveal that the exact binary code is
provided by a “Hadamard matrix.” Therefore, we named our
method Hadamard coded-SDH (HC-SDH). In contrast to the
SDH, our model does not require an alternating optimization
algorithm and does not depend on initial values. The HC-SDH
is also easier to implement than the iterative quantization. Exper-
imental results involving a large-scale database show that the
Hadamard coding outperforms the conventional SDH in terms
of precision, recall, and computational time. On the large data
sets SUN-397 and ImageNet, the HC-SDH provides a superior
mean average of precision (mAP) and top-accuracy compared
with the conventional SDH methods with the same code length
and FastHash. The training time of the HC-SDH is 170 times
faster than the conventional SDH and the testing time including
the encoding time is seven times faster than the FastHash which
encodes using a binary-tree.

Index Terms— Supervised discrete hashing, Hadamard matrix,
binary orthogonal.

I. INTRODUCTION

B INARY hashing is an important technique for pattern
recognition, computer vision, machine learning, and

large-scale image/video/document retrieval [1]–[7]. Binary
hashing enables multi-dimensional feature vectors with inte-
gers or floating-point elements to be transformed into short
binary codes.

This binary code representation is an important technique
since large-scale databases occupy large amounts of storage.
Furthermore, it is easy to compare a query in binary code with
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a binary code in a database because the Hamming distance
between them can be computed efficiently by using bitwise
operations that are part of the instruction set of any modern
CPU [8], [9].

Many binary hashing methods have been proposed in the
past two decades. Locality-sensitive hashing (LSH) [1] is one
of the most popular methods. LSH generates binary codes by
using a random projection matrix and thresholding using the
sign of the projected data. Iterative quantization (ITQ) [2] is
another state-of-the-art binary hashing method. ITQ optimizes
a projection matrix of the hash function by iterating projection
and thresholding procedures according to the given training
samples. The binary code of a query is compared with the
binary codes in a database, and efficient algorithms for search-
ing for the nearest neighbor code have been developed [10].
Moreover, classifiers such as support vector machine and its
improved method [11] are used for the classification.

Binary hashing can be roughly classified into two types:
unsupervised hashing [3], [6], [12]–[15] and supervised hash-
ing. Supervised hashing uses label information if it exists.
In general, supervised hashing is more accurate than unsuper-
vised hashing; thus, in this study, we target supervised hashing.
In addition, some unsupervised methods such as LSH and ITQ
can be converted into supervised methods by imposing label
information on their feature vectors. For example, canonical
correlation analysis (CCA) [16] can transform feature vectors
to maximize inter-class variation and minimize intra-class vari-
ation according to the label information. Hereafter, we refer
to these processes as CCA-LSH and CCA-ITQ, respectively.

Rather than imposing label information on feature vectors,
such as in CCA, imposing it directly on hash functions
has been proposed. In this case, a cost function is defined
by both the label information and feature vectors. Kernel-
based supervised hashing (KSH) [17] uses spectral relaxation
to optimize the cost function through a sign function. The
feature vectors are transformed by kernels during preprocess-
ing. KSH has also been improved to kernel-based supervised
discrete hashing (KSDH) [18]. It relaxes the discrete hashing
problem through linear relaxation. Supervised discriminative
hashing [5] decomposes training samples into inter- and intra-
samples. Column sampling-based discrete supervised hashing
(COSDISH) [19] uses column sampling based on semantic
similarity, and decomposes the problem into a sub-problem
to make it easier to solve. In these methods, binary code b
is computed as b = sign(P�x) by using a sign function
and linear matrix operation on the input feature vector x.
A main problem of these approaches is to obtain the matrix P.
On the other hand, the use of other algorithms to compute
the binary code has also been proposed. For example, fast
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supervised hashing (FastHash) [20] generates a binary code
using a boosted decision tree.

The optimization of binary codes leads to a mixed-integer
programming problem involving integer and non-integer vari-
ables, which is an NP-hard problem in general [7]. Therefore,
many methods either discard the discrete constraints or trans-
form the problem into a relaxed problem, i.e., a lin-
ear programming problem [21]. This relaxation significantly
simplifies the problem, but is known to affect classification
performance [7].

Recent research has introduced a type of supervised discrete
hashing (SDH) [7] that directly learns binary codes with-
out relaxation. SDH is a state-of-the-art method because of
its ease of implementation, reasonable computation time for
learning, and enhanced performance over other state-of-the-art
supervised hashing methods. SDH solves discrete problems
by using a discrete cyclic coordinate descent (DCC) method,
which is an approximate solver of 0-1 quadratic integer
programming problems. In the latest work of [22], rather than
using the integer programming solver, a simple sign operation
to optimize the binary code generates good binary codes of
SDH and it is efficient to train samples while maintaining the
performance. This algorithm is known as fast SDH (FSDH).

Moreover, there are some improvements in supervised
hashing and its cost function. Supervised discrete hash-
ing with relaxation (SDHR) [23] improved label-loss by
adding an offset vector. In spite of the simple modifica-
tion, the performance can be improved. In [24], �p,q mixed
norm is introduced as the cost function for robust similarity
searches. Distributed adaptive binary quantization has been
proposed [25] and it optimizes the binary codes associated
with the distribution of training samples. Some methods use
the structure of samples [26], [27]. A sparse encoding and
sparse anchor representation are also useful for general hash-
ing frameworks [28], [29]. Recently, neural network based
hashing methods have been developed [30], [31] and have
high accuracy.

A. Contributions and Advantages of Our Method

In this study, we first analyze the SDH method and point
out that it can be simplified without performance degrada-
tion based on some preliminary experiments. We analyze
the approximated model and provide a mathematically exact
solution thereof. Because the exact solution can be provided by
the Hadamard matrix as described later, we name our method
Hadamard coded-supervised discrete hashing (HC-SDH). The
model simplification is validated through experiments involv-
ing several large-scale datasets.

The advantages of the proposed method are as follows:
• Unlike SDH or FSDH, HC-SDH does not require alter-

nating optimization or hyper-parameters, and is does not
depend on the initial value.

• It is easier to implement than ITQ and is efficient in terms
of computational time. In MATLAB, the implementation
of HC-SDH only requires three lines.

• High bit scalability: the learning time and performance
of HC-SDH do not depend on the code length.

• HC-SDH is superior in terms of precision and recall than
other state-of-the-art supervised hashing methods.

B. Related Work

1) PQ Type Hashing: Binary hashing methods such as ITQ
and SDH are a kind of quantization hashing. Another type
of quantization hashing, product quantization (PQ), is well
known [32]–[36]. PQ-type hashing uses vector quantization
such as k-means and an input feature vector is represented by
the code word of training samples. In binary hashing, a query
vector is encoded into a binary code and a symmetric distance
such as the Hamming distance is used. On the other hand,
in PQ-type hashing, the query vector is not encoded into a
binary code and an asymmetric distance is used for searching.
Although discussions of PQ-type hashing vs. binary hashing
are continuing today, in this study, we focus on binary hashing.

2) Matrix Factorization: As described subsequently,
the SDH method poses a matrix factorization
problem: F = W�B. The popular form of this problem
is singular value decomposition (SVD) , and when W
and B are unconstrained, the Householder method is
used for computation. When W ≥ 0, non-negative matrix
factorization (NMF) is used [37]. In the case of the SDH
method, B is constrained to {−1, 1} and W is unconstrained.
In a similar problem setting, Slawski et al. proposed matrix
factorization with binary components [38].

3) Other Applications: Other applications of factorization
with binary components exist outside of hashing for pattern
recognition and image retrieval. In this regard, [38] reported an
application to DNA analysis for cancer research in which B is
constrained to {0, 1}, and indicates unmethylated/methylated
DNA sequences. The factorization was optimized by using
CPLEX. Furthermore, a similar model has been proposed
for use in display electronics. The work of [39] proposed
binary continuous decomposition for multi-view displays.
Their model decomposes multiple images F into binary
images B and a weight matrix W. An image projector projects
binary 0-1 patterns through digital mirror devices (DMDs), and
the weight matrix corresponds to the transmittance of the LCD
shutter. The decomposition was optimized by using particle
swam optimization (PSO) and a branch-and-bound method.

The remainder of this paper is organized as follows.
Section II contains an overview of the SDH method and
Sec. III discusses the technical problems this model presents.
Section IV elaborates on the proposed approximated SDH
method and analyzes the model, after which the exact solution
of the model is provided. Section V describes the experiments
in detail, provides the results, and discusses the findings.
Finally, the paper is concluded in Sec. VI.

II. SUPERVISED DISCRETE HASHING (SDH) MODEL

In this section, we introduce the supervised discrete hash-
ing (SDH) model. Let xi ∈ R

M be a feature vector as an
M dimensional column vector, and let us introduce a set of
N (≥ M) training samples X := [x1, . . . , xN ] ∈ R

M×N . Then,
consider binary label information yi ∈ {0, 1}C corresponding
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to xi , where C is the number of classification categories.
Setting the k-th element to 1, [yi ]k = 1, and the other
elements to 0 indicates that the i -th vector belongs to class k.
By concatenating N yi vectors horizontally, a label matrix
Y := [

y1, . . . , yN
] ∈ {0, 1}C×N is constructed.

A. Binary Code Assignment to Each Sample

To each sample xi , an L-bit binary code bi ∈ {−1, 1}L is
assigned. By concatenating N bi vectors horizontally, a binary
matrix B := [b1, . . . , bN ] ∈ {−1, 1}L×N is constructed. The
binary code bi is computed as

bi = sign
(

P�xi

)
, (1)

where P ∈ R
M×L (hence P� ∈ R

L×M ) is a linear transfor-
mation matrix and sign(·) is the sign function. The major
aim of SDH is to determine the matrix P from training
samples X. In practice, feature vectors {xi} are transformed by
preprocessing. Thus, we denote the original feature vectors xori

i
and the transformed feature vectors xi .

B. Preprocessing: Kernel Transformation

The original feature vectors of training samples xori
i

(i = 1, . . . , N) are converted into the feature vectors xi ∈R
M

using the following kernel transformation �:

xi ← �(xori
i )

=
[

exp

(

−�x
ori
i − a1�2

σ

)

, . . . , exp

(

−�x
ori
i − am�2

σ

)]�
,

(2)

where am is an anchor vector obtained by randomly sampling
the original feature vectors, am = xori

rand. Then, the trans-
formed feature vectors are bundled into the matrix form
X := [x1, . . . , xN ].

C. Classification Model

Following binary coding by (1), we assume that the binary
code that classifies the class is effective, and formulate the
following simple linear classification model:

ŷi =W�bi , (3)

where W ∈ R
L×C is a weight matrix and ŷi is an esti-

mated label vector. As mentioned above, its maximum index,
arg min

k
[̂yi ]k , indicates the assigned class of xi .

D. Optimization of SDH

The SDH problem is defined as the following minimization
problem:

min
B,W,P

�Y−W�B�2 + λ�W�2 + ν�B− P�X�2, (4)

where � · � is the Frobenius norm, and λ ≥ 0 and ν ≥ 0 are
balance parameters. The first term includes the classification
model explained in Sec. II-C. The second term is a regularizer
for W to avoid overfitting. The third term indicates the fitting
errors due to binary coding.

In this optimization, it is sufficient to compute P, i.e., if P
is obtained, B can be obtained by (1), and W can be obtained
from the following simple least-squares equation:

W =
(

BB� + λI
)−1

BY�. (5)

However, because of the difficulty presented by optimization,
the optimization problem of (4) is usually divided into three
sub-problems comprising the optimization of B, W, and P,
respectively. Thus, the following alternating optimization is
performed:

(i) Initialization: B is initialized, usually randomly.
(ii) F-Step: P is computed by the following simple

least-squares method:

P =
(

XX�
)−1

XB�. (6)

(iii) W-Step: W is computed by (5).
(iv) B-Step: After fixing P and W, Eq. (4) becomes

min
B
�Y�2 − 2Tr(W�Y�B)+ Tr(B�WW�B)

+ ν
(
�B�2 − 2Tr(P�XB)+ �P�X�2

)

⇒ min
B

Tr(B�QB+ F�B), (7)

where

Q : = WW� ∈ R
L×L ,

F : = −2
(

WY+ νP�X
)
∈ R

L×N . (8)

Note that Tr(B�B) = L N . The trace can be rewritten as

min{bi }

N∑

i=1

b�i Qbi + f�i bi , (9)

where fi ∈ R
L is the i -th column vector of F. The {bi }

are independent of one another. Therefore, it reduces to the
following 0-1 integer quadratic programming problem for each
i -th sample:

∀i min
bi∈{−1,1}L

b�i Qbi + f�i bi . (10)

Here, the FSDH method simply computes the binary code as

B = sign(WY+ νP�X). (11)

(v) Iterate steps (ii)∼(iv) until convergence is achieved.

III. DISCUSSION OF THE SDH METHOD

A. 0-1 Integer Quadratic Programming Problem

1) DCC Method: SDH solves (10) by using a discrete cyclic
coordinate descent (DCC) method. This method optimizes a
one-bit element of bi while fixing the other L − 1 bits; the
l-th bit bl is optimized as

bl = −sign

(
2

∑

i 
=l

Qi,l bi + fl

)
. (12)

Then, all bits l = 1, . . . , L are optimized, and this procedure is
repeated several times. In addition, the DCC method is prone
to converge to a local minimum because of its greediness.
To improve this method, Shen et al. proposed using a proximal
operation of convex optimization [40].
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Fig. 1. Convergence of optimizations with several initial conditions.
Even though the problem is simple, conventional solvers with alternating
optimization (DCC and full search) cannot reach the optimal solution (green
line) and converge to local minima.

2) Branch-and-Bound Method: In the case of a large num-
ber of bits L ≥ 32, solving (10) exactly is difficult because this
problem is NP-hard. However, a few efficient methods capable
of solving the 0-1 integer quadratic programming problem,
exist. In [39], a branch-and-bound method is used to solve the
problem. Their approach is to expand b into a binary tree of
depth L, and the problem of (10) is divided into a sub-problem
by splitting b = [b�1 , b�2 ]�. At each node, the lower bound
is computed and compared with the given best solution; child
nodes can be excluded from the search.

The computation of the lower bound depends on the struc-
ture of Q, q, and b. In general, a standard method for
computing the lower bound is the linear relaxation method,
b ∈ {−1, 1}L ⇒ b ∈ [−1, 1]L . In this case, a rough lower
bound of the quadratic term in (10) can be provided by
the minimum eigenvalues of Q. However, linear relaxation
is pointless in the SDH method because L > C in general;
hence, the matrix Q =WW� is rank deficient and, as a result,
the minimum eigenvalue of Q becomes zero.

Even if we could obtain an efficient algorithm, such as
branch-and-bound and a good lower bound, the application of
binary hashing would still present computational difficulties
because code lengths of L = 64, 128, or 256 bits, which are
frequently encountered, would remain too long to optimize.

B. Alternating Optimization and Initial Value Dependence

Even if we could perform the binary optimization in (10),
the resulting binary codes B would not always be optimal
because they depend on other fixed variables W and P.
In addition, alternating optimization is prone to cause a serious
problem: the solution depends on the initial values, and may
converge to a local minimum during iteration, even if each step
of F-Step, W-Step, and B-Step provided the optimal solution.

Figure 1 shows an example of the optimization result for a
simple version of the SDH method in (4) with a small number
of bits (L, C, N)=(16, 10, 10). In this case, an exact solution
is known and the minimum value is 0.94 (green line in Fig. 1).
The DCC (red lines) provides results for 10 randomized initial
conditions. The full search (blue lines) provides the results of

an exact full search in B-Step, where 216 = 65, 536 nodes are
searched.

Despite the small size of the problem, the cost function
of conventional alternating solvers (DCC and full search)
cannot find the exact value, and depend on the initial values.
Interestingly, a full search immediately converges to a local
minimum, and the results are less accurate than those of DCC.

IV. PROPOSED SDH METHOD

We introduce a new hashing model by approximating
the SDH method. The new model utilizes the following
assumptions:

A1: The number of bits L of the binary code is a power
of 2: L = 2l .

A2: The number of bits is greater than the number of
classes: L ≥ C .

Single-labeling

A3: problem.

A4: �WY�2 � ν�P�X�2 in (8).
Note that assumptions A1∼A3 also become the limitations
of the proposed model. In A4, SDH recommends that the
parameter ν is set to a very small value, such as ν = 10−5 [7].
In practice, �WY�2 � 31.53 and ν�P�X�2 � 0.013 in the
CIFAR-10 dataset. Furthermore, when ν = 0, almost the
same results can be obtained for all datasets as shown in
the experimental results in Sec. V.

Using the approximation, we solve the following problem
for each N-sample bi in B-Step:

∀i min
bi∈{−1,1}L

b�i Qbi + f�i bi , (13)

where Q := WW� is a constant matrix and fi that is the
i -th column vector of F := −2WY depends on label yi .
By using the single-label assumption in A3, the number of
kinds of yi is limited to C:

y1 = [1, 0, . . . , 0]�, . . . , yC = [0, 0, . . . , 1]�. (14)

Thus, it is sufficient to solve only C of the N integer quadratic
programming problems of (13). In general, the number of
samples N is larger than the number of classes: N � C ,
e.g., N = 59, 000 and C = 10. Thereby, the computational
cost of B-Step becomes 5, 900 times lower. In other words,
the approximation proposes the following:

Proposition 1: The approximation by ν = 0 defines the
SDH method to assign a binary code to each class.

After obtaining the binary codes of each class B� =[
b�1, . . . , b�C

] ∈ {−1, 1}L×C , the binary codes of all samples B
can be constructed by lining up b�i as

B :=
[
b�y1

, . . . , b�yN

]
. (15)

After constructing B, the projection matrix P can be obtained
by (6).
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A. Analytical Solutions of the Approximated SDH Method

From Proposition 1, we found that it is sufficient to deter-
mine the binary code for each class. Furthermore, we can
choose the optimal binary codes under the approximation
model as follows:

Lemma 1: If f (xi) is convex, the solution of

min{xi }

N∑

i

f (xi ) s.t .
N∑

i

xi = L (16)

is given by the mean value xi = L/N (i = 1, . . . , N).
Proof: See Appendix VI-A. �

Theorem 1: An analytical solution of the approximated
SDH B� is obtained as a Hadamard matrix.

Proof: Using the approximation and label representations
in (14), the SDH method in (4) becomes

min
B�,W

�I −W�B��2 + λ�W�2, (17)

where I ∈ R
C×C is an identity matrix. Using the solution

of (17), i.e., W=(B�B�� + λI)−1B�, and the eigendecomposi-
tion of B��B� =U�DU, we denote the eigenvalues as σi and
denotes a diagonal matrix diag(D)= {σi }Ci=1 and then obtain∑C

i=1 σi = Tr(D)= Tr(B��B�)= LC as the trace of diagonal
values. Then, (17) can be represented simply as

min
B�

C∑

i=1

λ

σi + λ
s.t .

C∑

i=1

σi = LC. (18)

By Lemma 1, σi = L (i = 1, . . . , C). This implies that B� is
an orthogonal matrix with binary elements {−1, 1}; in other
words, B� ∈ {−1, 1}L×C can be obtained as a submatrix of
the Hadamard matrix H∈{−1, 1}L×L . We named our method
Hadamard coded-supervised discrete hashing (HC-SDH). �

Corollary 1: The following characteristics can be obtained
easily:

• B� is independent of regularization parameter λ (i.e., it is
λ-invariant).

• The optimal weight matrix W of HC-SDH is given by
scaling the binary matrix B� as W = 1

L+λB�.
• The minimum value of (17) is given by λC

L+λ .
In short, this means it becomes possible to eliminate

the W-Step, the alternating procedure, and the initial value
dependence. Moreover, an exact solution of the HC-SDH
method can be obtained independently of the hyper-parameters
λ and ν.

B. Implementation of HC-SDH

Algorithm 1 and Figure 2, respectively, show the algorithm
of HC-SDH and sample MATLAB code, which is simple and
easy to implement. Figure 3 shows an example of B� and B.
A Hadamard matrix of size 2k×2k can be constructed recur-
sively by Sylvester’s method [41] as

H2 : =
[

1 1
1 −1

]
,

H2k : =
[

H2k−1 H2k−1

H2k−1 −H2k−1

]
(k ≥ 2). (19)

Algorithm 1 Hadamard Coded-Supervised Discrete Hashing
(HC-SDH)

Fig. 2. Sample MATLAB code for the main part of HC-SDH, which is
implemented in only three lines and is easier to implement than the ITQ
algorithm.

Fig. 3. An example of the construction of B� and B with L = 8 bits and
C = 4 classes. After computing B� from the Hadamard matrix, the binary
code B with N columns is constructed according to label yi .

Furthermore, Hadamard matrices of orders 12 and 20 were
constructed by Hadamard transformation [42]. Fortunately,
in applications of binary hashing, because L = 16, the num-
bers of bits that are frequently used are 32, 64, 128, 256, and
512, and Sylvester’s method suffices in most cases. Here,
the assumption A1 is not a necessary and sufficient condition
because it suffices to obtain the binary orthogonal matrix
such as a Hadamard matrix. More precisely, it is known
that there exist Hadamard matrices when n is a power of 2;
n = L/12 or L/20. Therefore, for example L = 24, 48, 96,
and 192 are also available and are sufficient for actual
applications.

C. Analysis of Bias Term of HC-SDH

We have already shown that B, which is obtained from
the Hadamard matrix, minimizes two terms: �Y−W�B�2 +
λ�W�2. Furthermore, we pay attention to the way in which B
affects the bias term �B−P�X�2. In this subsection, we con-
tinue to analyze its behavior. We suppose that samples are
sorted by label yi . Let P� = BX�

(
XX�

)−1
be the bias term:

�B− P�X�2 = �B (I−K) �2
= Tr(B�B)− Tr(BKB�), (20)
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Fig. 4. Visualization of matrix K (left) and matrix B�B (right). B�B of
SDH includes a “negative” block in the non-diagonal components, and reduces
Tr(KB�BK).

where K := X�
(
XX�

)−1
X ∈ R

N×N is a projection matrix.
Therefore, to reduce the bias term, Tr(BKB�) should prefer-
ably have a large value. Then, using K = KK, we can rewrite
it as

Tr(BKB�) = Tr(KB�BK), (21)

where B�B is a block-diagonal matrix:

B�B = L

⎡

⎢
⎣

JN1 O
. . .

O JNC

⎤

⎥
⎦ , (22)

where JNk ∈1Nk×Nk are matrices with all elements equal to 1,
and Nk is the number of samples with label yi = k. Using
these values, Tr(KB�BK) in (21) can be expressed as

L
N∑

i=1

[(
Ki,1 + . . .+ Ki,N1

)2 + (
Ki,N1+1 + . . .+ Ki,N2

)2

+ . . .+ (
Ki,NC−1+1 + . . .+ Ki,NC

)2
]
, (23)

where {Ki, j } with the same label yi = y j are summed.
The definition K := X�

(
XX�

)−1 X, Kij can be regarded
as the normalized correlation of xi and x j . Since samples
with the same label must represent a similar feature vector,
Tr(KB�BK) is assumed to be a large value.

Figure 4 shows visualizations of matrices K and B�B for
SDH and HC-SDH. High-correlation areas of K are partitioned
by each class block. B�B of SDH includes a “negative” block
in the non-diagonal components, and reduces Tr(KB�BK).
On the other hand, the proposed HC-SDH shows clear blocks;
the diagonal blocks take the value L and the non-diagonal
blocks 0.

V. EXPERIMENTS

We tested two experiments named Experiment I and Exper-
iment II. First, we tested datasets having a small number
of classes, C = 10, with many methods, and then we
tested datasets having over 100 classes with methods chosen
according to the results of Experiment I.

A. Datasets

We tested the proposed method on four kinds of
large-scale image datasets: CIFAR-10 and CIFAR-100 [43],
SUN-397 [44], MNIST [45], and ImageNet-2012 [46]. The
feature vectors of all datasets were normalized.

Recently, although an evaluation method for supervised
hashing has been discussed [47], we use a standard method
for the evaluation.

CIFAR-10 and CIFAR-100 include labeled subsets
of 60,000 images. In Experiment I, we used 512-dimensional
GIST features [48] extracted from the images. N = 59, 000
training samples and 1,000 test samples were used for eval-
uation. The number of classes was C = 10 in CIFAR-10,
and included “airplane,” “automobile,” “bird,” and so on.
In Experiment II, a CIFAR-100 of/with a large number of
classes C = 100 was used.

SUN-397 is a large-scale image dataset for scene recog-
nition with 397 categories, and consists of 108,754 labeled
images. In Experiment I, we extracted 10 categories with
C = 10 and N = 5, 000 training samples. A total of 500 train-
ing samples per class and 1,000 test samples were used.
We used 512-dimensional GIST features extracted from the
images. For C = 10, we named the dataset “SUN-10.”
In Experiment II, we used C = 397 classes and N = 79, 400
training samples.

MNIST includes an image dataset of handwritten digits.
The feature vectors we used were given by 28×28 = 784 [pix]
of data that were normalized. The number of classes was
C=10, i.e., ‘0’ ∼ ‘9’ digits. We used N = 30, 000 training
samples and 1,000 test samples for evaluation.

ImageNet is a large-scale image dataset with over
20,000 categories and it includes 14 million images.
We extracted 1024-dimensional GIST features from images
resized to 64×64 pixels. We sampled 50,000 training samples
and 1,000 test samples from 1,000 categories of the original
dataset.

B. Comparative Methods and Settings

The proposed method was compared with six state-
of-the-art supervised hashing methods: CCA-ITQ, SDH,
FSDH [22], COSDISH [19], FastHash [20], and KSDH [18].
Unsupervised or semi-supervised methods were not
assessed. All methods were implemented in MATLAB
R2016 and tested on an Intel i7-6950X@3.0 GHz CPU with
DDR4 SDRAM@128 GB.

CCA-ITQ: ITQ are state-of-the-art binary hashing meth-
ods. They can be converted into supervised binary hashing
methods by preprocessing feature vectors X using label infor-
mation. Canonical correlation analysis (CCA) transformation
was performed and feature vectors were normalized and set to
zero mean. They generated the projection matrix P, and binary
codes were assigned by (1).

COSDISH is a recently proposed supervised hashing
method. COSDISH generates the projection matrix P, as does
ITQ. The feature vectors are transformed such that they have
zero mean and are normalized through variance in preprocess-
ing. We used open-source MATLAB code, published by the
authors [19], for the computation.

FastHash is a nonlinear binary hashing method. The
binary codes are generated by boosted decision-tree. We used
open-source MATLAB code, published by the authors [20],
for the implementation.
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Fig. 5. Comparative results of precision, recall of Hamming distance within radius 2, and mAP for CIFAR-10 with code lengths from 16 to 128.

TABLE I

PRECISION OF HAMMING DISTANCE WITH RADIUS 2, MAP, TRAINING TIME, AND TEST TIME FOR CIFAR-10 WITH A 64-BIT CODE LENGTH

KSDH is a kernel-based discrete hashing method, which
is an improvement of kernel-based supervised hashing
(KSH) [17]. KSDH generates the projection matrix P. The
feature vectors are transformed by kernel function and anchor
points similar to SDH in preprocessing. Because public code
of KSDH does not exist, we used the MATLAB code of KSH,
published by the authors of KSH [17], and modified it to
implement KSDH.

SDH and FSDH are well-known supervised discrete hash-
ing methods. We used λ=1 and ν=10−5 with the maximum
number of iterative cycles set to 5, anchor points M=1, 000,
M=3, 000 and M=5, 000, and kernel parameter σ =0.4 for
all datasets. SDH generated the projection matrix P, and binary
codes were assigned by re-projection (1). Furthermore, to show
the validity of the HC-SDH approximation, we evaluated
the case where ν = 0 (SDHν=0). We used the open-source
MATLAB code, published by the authors of the SDH [7], for
the computation. FSDH uses almost the same model as SDH.
FSDH differs from SDH in that FSDH optimizes the binary
code B by (11).

HC-SDH: The proposed method used the same parame-
ters as SDH: anchor points M = 1, 000, M = 3, 000 and
M=5, 000, and kernel parameter σ = 0.4 for all datasets.
HC-SDH generated the projection matrix P and assigned
binary codes through re-projection (1), as in SDH. Our code
will be made available to the public,1 and is shown in Fig. 2.

1https://github.com/goukoutaki/HCSDH

C. Experiment 1: Small Classes and Short Code Length

We tested two kinds of experimental settings. In the first
experiment, a small number of classes C = 10 and short code
lengths L = 16, 32, 64, 96, and 128 were used.

1) Precision, Recall, and mAP: Precision and recall were
computed by calculating the Hamming distance between the
training samples and the test samples with a Hamming
radius of 2. Furthermore, the mAP was computed by rank-
ing the Hamming distance. Anchor points M = 1, 000,
3, 000, and 5, 000 were used for SDH, FSDH, KSDH,
and HC-SDH.

CIFAR-10: Table I provides the results of precision, mAP,
training time, and test time for the CIFAR-10 dataset with
a 64-bit code length. The results in the table indicate that
FastHash achieved the highest mAP. The proposed HC-SDH
yielded the best precision. SDH and SDH(ν = 0) provided
almost the same performance. The difference in training time
is derived from the number of iterative cycles of SDH and
SDH(ν= 0) converged faster than SDH. The performance of
FSDH was similar to that of SDH and the former required
less time for training than the latter method. The mAP of
HC-SDH is comparable to that of SDH. However, the pre-
cision of HC-SDH was high and the training time was the
shortest.

All the methods SDH, FSDH, HC-SDH, and KSDH
generate the binary code by a linear operation and sign
function of (1) and the same feature used for kernel
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Fig. 6. Comparative results of precision, recall of Hamming distance within radius 2, and mAP for SUN-10 with code lengths from 16 to 128.

TABLE II

PRECISION AND MAP FOR MNIST AND SUN-10
WITH A 64-BIT CODE LENGTH

transformation in Sec. II-B. Therefore, the time these methods
requires for testing depends on the number of anchor
points. The longest computational testing time was obtained
for the kernel transformation. Although a high mAP was
obtained by FastHash, it required more computational time
than SDH because of the decision-tree-based binary code
generation.

Figure 5 shows the results of precision, recall and mAP for
the CIFAR-10 dataset with code lengths L = 16, 32, 64, 96,
and 128. The number of anchor points M = 3000, was used
for SDH, FSDH, HC-SDH, and KSDH. Although FastHash
showed a satisfactory mAP, the precision was reduced as a
function of the code length. As the code length increases,
SDH and FSDH reduce the precision to the same extent as
FastHash. However, the proposed HC-SDH maintains high
precision and recall for any code length. This is a significant
advantage of the proposed method. In general, an increase
in the code length tends to decrease the precision with such a
narrow threshold resulting from a Hamming radius of 2. SDH,
FSDH, and SDH(ν=0) almost achieve the same results. The
performance of HC-SDH improves when the number of anchor
points increases.

SUN-10: Figure 6 shows the results of the SUN-10 dataset.
The same number of anchor points was used as for CIFAR-10.
In this dataset, the recall rates of the HC-SDH remained high
in spite of long code lengths. When the SDH and HC-SDH
had the same number of anchor points, HC-SDH was clearly
superior. The mAP of FastHash was comparable to that of

TABLE III

COMPARISON OF PERFORMANCE WITH AND WITHOUT THE BIAS TERM

TABLE IV

�WY�2 AND ν�P�X�2 FOR ALL DATASETS FOR ν = 10−5

HC-SDH5000, for which the number of anchor points was
M = 5, 000.

MNIST: Figure 7 shows the results of the MNIST dataset.
HC-SDH yielded the best results for all datasets with the
same trends. It retained high precision and recall even with
long code lengths. The mAP is almost saturated for all
methods.

2) ROC Curves by Hamming Ranking: Figure 8 shows the
precision-recall ROC curves based on Hamming ranking. For
CIFAR-10, FashHash and COSDISH show the best result.
For the CIFAR-10 and MNIST datasets, SDH, FSDH, and
HC-SDH show almost the same results. Increasing the number
of anchor points of HC-SDH improves the performance of
HC-SDH5000 such that it becomes comparable to FastHash
for SUN-10.

3) Validation of Our Approximation of SDH: We validated
our approximation of SDH with ν = 0 in (4) by comparing
its performance with that of SDH with ν = 0 under the
same conditions. Table III presents the comparative results
of SDH with ν = 10−5 and SDH with ν = 0. For all
datasets, the results of SDH and SDH with ν = 0, were
almost identical. Table IV provides �WY�2 and ν�P�X�2
of SDH for all datasets after optimization. We can confirm



5386 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 27, NO. 11, NOVEMBER 2018

TABLE V

TRAINING TIMES FOR CIFAR-10 [S] WITH CODE LENGTHS 16, 32, 64, 96, AND 128

Fig. 7. Comparative results of precision, recall of Hamming distance within radius 2, and mAP for MNIST with code lengths from 16 to 128.

Fig. 8. Comparative results of Precision and Recall ROC curves for all datasets and all methods with 32-bit code lengths.

�WY�2 � ν�P�X�2. For CIFAR-10, ν�P�X�2 is 0.041%
of �WY�2. This means that our approximation was appropriate
for supervised hashing.

4) Training Time: Table V lists the training time of each
method for CIFAR-10 with code length L = 16, 32, 64, 96,
and 128 for 59,000 training samples. As the number of anchors
increased, the training time increased for SDH, FSDH, and
HC-SDH. The training time for SDH, KSDH, COSDISH,
and FastHash increased significantly with the code length.
On the other hand, the training times required by FSDH
and HC-SDH are almost the same for all code lengths. The
reason for the increase in the time for SDH is that the

TABLE VI

LOSS COMPARISON OF SDH AND HC-SDH FOR SUN-10

number of iterative cycles of the DCC method depended
on the code length because it optimizes the binary code
bitwise.



KOUTAKI et al.: HADAMARD CODING FOR SDH 5387

TABLE VII

BIT-SCALABILITY OF HC-SDH AND SDH FOR CIFAR-10 AND 10,000 TRAINING SAMPLES

TABLE VIII

COMPARISON OF MAP, TOP-5 ACCURACY, TRAINING TIME, AND TEST TIME FOR SUN-397(C=397)

5) Loss Comparison: We define W-loss and P-loss of the
SDH method in (4) as follows:

W-loss = �Y−W�B�2,
P-loss = �B− P�X�2. (24)

Tables VI show the two types of loss of SDH and HC-SDH
after optimization of the SUN-10 datasets. As described in
Sec. IV-A, HC-SDH can minimize W-loss exactly. Therefore,
for all datasets, HC-SDH results in a lower value of W-loss
than SDH. Furthermore, as described in Sec. IV-C, HC-SDH
can also reduce P-loss. HC-SDH obtained a lower value of
P-loss than SDH.

D. Experiment 2: Large Classes and Code Lengths

To validate our method for a more actual case, we evaluated
the dataset with large classes and code lengths.

1) Bit-Scalability of Larger Code Lengths for CIFAR-10 and
CIFAR-100: First, we show the bit-scalability of the training
time for CIFAR-10. Table VII contains the comparative results
in terms of computational time and performance with a wide
range of code lengths L = 32 ∼ 1024 for the CIFAR-10
dataset. In this experiment, N = 10, 000 training samples,
1,000 test samples, and 1,000 anchors were used. The com-
putational time of HC-SDH was almost identical in terms of
the code length because the main computation in HC-SDH
involved matrix multiplication and inversion

(
XX�

)−1
of (6).

In practice, the inverse matrix was not computed directly,
and a Cholesky decomposition was performed. In contrast,
the computational time for SDH exponentially increased and
the precision decreased significantly. This means that the DCC
method converged to local minima in the case of large code
lengths as discussed in Sec. III-B.

TABLE IX

THE MAP AND TOP-5 ACCURACY FOR CIFAR-100(128 BITS)
AND IMAGENET(1024 BITS)

2) Larger Number of Classes and Larger Code Lengths:
Second, we tested using three datasets with a larger number
of classes as follows.

SUN-397: C = 397 classes with N = 79, 400 training
samples.

CIFAR-100: C = 100 classes with N = 50, 000 training
samples.

ImageNet: C = 1000 classes and we sampled N = 50, 000
training samples from the original 1.2 million training samples.

Table VIII lists the results of mAP, top-5 accuracy, training
time, and test time for the larger classes of the SUN dataset.
The results of SDH show that, by increasing the number
of anchor points, it becomes possible to improve the mAP.
In general, a large number of bits is useful for a large
number of classes. HC-SDH achieves the best mAP, accuracy,
and training time compared with SDH and FSDH. When
M = 30, 000 is used, mAP = 0.527 can be obtained by
HC-SDH. When M = 10, 000, the training time of the
proposed HC-SDH is five times faster than that of FSDH and
170 times faster than SDH.

The test times of these SDHs are similar. FastHash provides
a good mAP; however, the training time and test time are
longer than for HC-SDH. The time SDHs require for testing
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TABLE X

PERFORMANCE FOR THE CIFAR-100 DATASET WITH OVER 128 BITS

Fig. 9. Comparative results of precision and recall ROC curves for SUN-397, CIFAR-100 and ImageNet.

depends on the number of anchor points and most of the
computation is derived from the kernel transformation. The
test time of HC-SDH with M = 30, 000 is seven times faster
than FastHash and the mAP and top-5 accuracy of HC-SDH
is superior to the results of FastHash.

Table IX lists the results of mAP, top-5 accuracy for
CIFAR-100 and ImageNet datasets with 10000 anchors.
As well as SUN-397, HC-SDH outperforms the other methods
under the same conditions.

Figure 9 shows the precision and recall ROC curve
of the SUN-397, CIFAR-100 and ImageNet datasets with
512, 128 and 1024 bits, respectively. FSDH, HC-SDH, and
FastHash were evaluated and M = 30, 000 anchor points were
used for FSDH and HC-SDH. HC-SDH provided the best
performance. Table XIII compares the loss between FSDH
and HC-SDH for this dataset with 512 bits and M = 30, 000.
When the code length is large, FSDH cannot optimize the
W-loss and P-loss and performs poorly. Although HC-SDH
does not minimize the P-loss explicitly, as discussed in
Sec. IV-C, HC-SDH reduces the P-loss indirectly. Actually,
Table XIII shows that the P-loss of HC-SDH is less than that
of SDH.

Moreover, Table X shows the results for CIFAR-100 with
32, 64, 128, 256, 512 and 1024-bit code lengths and M =
10, 000 anchors. At 32 and 64 bits, we cannot use HC-SDH
due to assumption A2. When the code length is less than the
number of classes C , the mAP increases according to the code
length. As well as the results of CIFAR-10, the proposed
HC-SDH shows almost the same performance for all code
lengths. The conventional SDH can improve the performance
by increasing the code length, but, it cannot outperform the
proposed HC-SDH.

TABLE XI

RESULTS FOR THE MULTI-LABELED NUS-WIDE DATASET

E. Computational Complexity Analysis

In the conventional SDH, B-Step requires approximately
O(TDCCL2 NC), where TDCC is the number of iterations of
the DCC algorithm and it is set to TDCC = 10 in this study. The

computational bottleneck is P-Step, i.e., P = (
XX�

)−1
XB�

especially the inverse of XX� requiring O (
M3

)
for Cholesky

factorization, 2 where M is the dimension of the feature
vector x and it is also the number of anchor points. After
adding some matrix multiplications, finally it approximately
becomes O (

M2 N + M3 + M N L
)
. The SDH iterates the

steps until convergence or a maximum of T = 5 iterations.
Although the computational cost of an iteration in the FSDH
and HC-SDH is the same, the proposed method is T = 5 times
faster than the FSDH because our method requires a one-time
calculation.

2The computational bottleneck is at
(

XX�
)−1

, and in our method, it is

solved by the mldivide function of MATLAB. Since XX� is a symmetric
matrix, Cholesky factorization and forward and backward substitution are used
for solving it. The computational complexity for each operation to solve Ax =
b, where A := XX� of size N × N , is as follows: 1/3 N3 + 2/3 N in
Cholesky factorization A = LL�; N2 in forward substitution Ly = b; N2 in
backward substitution L�x = y. Additionally, other computational costs for
matrix multiplication are added.
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TABLE XII

INTRA-CLASS DIVERSITY OF BINARY CODES FOR EACH CLASS

F. Discussion and Limitation

From the two experiments, we conclude that:
• Increasing the number of anchor points of the SDHs can

improve the mAP and accuracy (the maximum number
of anchor points is limited to the number of training
samples). This increase causes an increase in the training
and test time. Thus, we need to choose the number of
anchor points according to the test time.

• The training time of HC-SDH is more efficient than that
of SDH and FSDH.

• Larger code lengths can improve the performance in a
dataset with a larger number of classes. On the other
hand, HC-SDH maintains its performance.

We assume explicitly some assumptions A1∼A4 in Sec. IV
and they also become the limitations of HC-SDH. A1 is
sufficiently practical and A4 has been confirmed experimen-
tally through the evaluations for the six datasets in Table VI.
A2 means that the number of classes is limited to C ≤ L.
Usually, L = 64 ∼ 2048-bits are used in binary hashing in
practice. Although the maximum number of classes is limited
to approximately 2000, it is practical for many applications
within this limit. A3 means that the proposed HC-SDH is lim-
ited to single-labeling problems. Despite this limitation, there
are many applications of binary hashing for single-labeling
problems such as surface categorization from a hyperspec-
tral image in remote sensing [49], text categorization [50],
analysis for DNA sequences [51], applications of intelligent
transportation systems (ITS) such as traffic signs [52] and
vehicle classification [53] and more.

1) Extension to Multi-Labeling Hashing of HC-SDH: With
the assumption A3, although the proposed HC-SDH can
only handle single-labeling problems, there exist some tech-
niques to convert a single-labeling problem to multi-labeling
problem [54]. Note that the final output of both the conven-
tional SDH including multi-labeling models and the proposed
HC-SDH is the projection matrix P. A simple method to
extend the HC-SDH to a multi-labeling model is to duplicate
a multi-labeled training sample to multiple single-labeled
training samples and then learn by HC-SDH.

Table XI shows the results of SDH, FSDH, and HC-SDH for
the multi-labeled dataset NUS-WIDE [55]. In the evaluation,
the dataset includes 81 classes, and 100,000 training samples
and 10,000 test samples were used. M = 1, 000 anchors were
used in all methods. The proposed HC-SDH has a comparable
performance to SDH and FSDH with less computational time
despite the simple implementation. This indicates that the
proposed HC-SDH can handle the multi-labeling problem.

TABLE XIII

LOSS COMPARISON OF FSDH AND HC-SDH
FOR SUN-397 WITH 512 BITS

2) Re-Projection for Binary Codes and Intra-Class
Diversity: As well as other types of the SDH methods, each
binary code for test and training samples is converted by
b = sign

(
P�x

)
using the projection matrix P obtained in

Algorithm 1. Although our optimization for HC-SDH tends
to assign the same binary code to training samples in the
same class, each sample has a slight different binary code
due to re-projection. It can represent a unique characteristic
of the samples in the same class.

To observe the intra-class diversity, we checked it by
computing the diversity of some dataset. First, we defined the
intra-class diversity of binary codes as

σ 2
c :=

1

Nc

Nc∑

i=1

�bc,i − b̂c�2, (25)

where bc,i is the binary code for the training sample xi in
class c. b̂c is the mean vector of binary codes in class c. Nc is
the number of samples for the class c. Table XII shows the
diversity of CIFAR-10 and MNIST. The results show almost
the same values, which means that HC-SDH can represent the
diversity as well as SDH and FSDH.

3) Larger Number of Classes: For larger datasets with
over 10,000 classes, hierarchical classification can be used.
In hierarchical classification, multiple classifiers are used in
classifying sub-trees [56], e.g., a current version of ImageNet
has 21,841 categories and those are divided into 27-subtrees.
For a large-scale dataset, we can select our HC-SDH for
classifying the subtrees.

VI. CONCLUSIONS

In this paper, we simplified the SDH (supervised discrete
hashing) method to an HC-SDH (hadamard coded-supervised
discrete hashing) method by approximating the bias term,
and provided exact solutions for the proposed SDH method.
We revealed that the exact solution can be provided by the
Hadamard matrix. The proposed SDH approximation was
validated by comparative experiments with the SDH method.
Unlike conventional SDH, the HC-SDH does not require
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alternating optimization which would cause it to converge
to local minima. The HC-SDH is easy to implement. The
experimental results showed that our method outperformed
several state-of-the-art supervised hashing methods. In particu-
lar, for large code lengths, HC-SDH can maintain performance
without losing precision. For the large datasets SUN-397 and
ImageNet, HC-SDH provided the best mAP and top-accuracy
compared to the conventional SDH methods with the same
code length and FastHash. The training time of HC-SDH is
170 times faster than conventional SDH and the testing time
is seven times faster than FastHash.

Our idea, which avoids using alternating optimization by
using a Hadamard matrix, is easily applicable to other super-
vised hashing models such as the cross-modal model [57].
This model uses multiple features of not only images but also
text or video data. Here, in [57], the problem of alternating
optimization and its limitation was discussed. Our Hadamard
coding assigns one category to one binary code. Therefore,
it is an example of the vector quantization method in binary
space. For the assignment, the idea of collective matrix
factorization [58] may be useful. In future work, we plan
to extend Hadamard coding to a kind of vector quantization
approach to accelerate the search time.

APPENDIX

A. Proof of Lemma 1

The optimization problem in (16) is known as the resource
allocation problem [59]–[61]. Here we present a simple proof
for the solution.

The constraint
∑N

i=1 xi = L can be regarded as a sur-
face equation in an N-dimensional space (x1, x2, . . . , xN ).
On the other hand, the gradient vector of the object function∑N

i=1 f (xi ) is defined as

g := [ f �(x1), f �(x2), . . . , f �(xN )]� (26)

where f �(·) is the differentiated version of f (·) and the
i -th element (the gradient in the i -th direction) is given by
∂

∂xi

∑
j f (x j ) = ∑

j
∂x j
∂xi

∂
∂x j

f (x j ), and ∂x j
∂xi

becomes 1 if
i = j or 0 if i 
= j .

Then, the gradient along the surface is obtained as the
projection of g onto the surface, and computed as the
inner-product of g and a set of vectors {n⊥} perpendicular
to the normal vector of the surface:

n := 1√
N
[1, 1, . . . , 1]� ∈ R

N , (27)

and the projected gradient g�n⊥ becomes 0 at the global
extremum point on the surface. This also indicates g and n
are parallel and their inner-product becomes

( g
�g�2

)�
n = 1 ⇒ g�n = �g�2. (28)

Substituting (26) and (27) into (28), we get

1√
N

∑

i

f �(xi ) =
√∑

i

f �(xi )2 (29)

Additionally, when we express f �(xi ) as
√

f �(xi )2 and 1√
N

as
1
N

√
N , we get

1
N

∑

i

√
f �(xi )2 =

√
1
N

∑

i

f �(xi )2. (30)

The shape of this equality actually corresponds to Jensen’s
inequality:

∑
i pih(yi ) ≥ h(

∑
i pi yi) where

∑
i pi = 1, and

the equality holds if and only if {yi }, i.e., { f �(xi )
2} are all

equal:

f �(x1)
2 = f �(x2)

2 = . . . = f �(xN )2 (31)

Additionally, when f (·) is a convex function, f �(·) becomes
an injective function because f ��(·) ≥ 0 is a monotonically
increasing function. Also, if the sign of f �(·) does not change
within the valid range of xi (the case considered in this paper),
f �(·)2 becomes injective. Hence,

x1 = x2 = . . . = xN . (32)

Finally, substituting (32) into the condition
∑N

i=1 xi = L,
we get

∀i xi = L

N
. (33)

B. Details of (17) to (18)

We consider the expansion of (17) as

�I −W�B��2 + λ�W�2
= �I�2 − 2Tr(W�B�)+ Tr(W�B�B��W)+ λTr(WW�).

(34)

Here, we use �I�2 = C , W = (
B�B�� + λI

)−1
B�,

and B��B� = U�DU by eigendecomposition with an orthogo-
nal matrix U−1 = U� and UU� = U�U = I. Here, note the
following relationship to the inverse matrix:

(
B�B�� + λI

)−1 =
(

U�DU+ λU�IU
)−1

= U� (D+ λI)−1 U. (35)

Using the property of exchanging order of trace Tr(AB) =
Tr(BA) and Tr(D)=∑C

i=1 σi and Tr(D+ λI)−1=∑C
i=1

1
σi+λ ,

we get

(34) = C − 2Tr(W�B�)+ Tr(W�B�B��W)+ λTr(WW�)

=
C∑

i=1

(

1− 2
σi

σi + λ
+ σ 2

i

(σi + λ)2 +
λσi

(σi + λ)2

)

=
C∑

i=1

λ

σi + λ
. (36)
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