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Temporally Dependent Rate-Distortion Optimization
for Low-Delay Hierarchical Video Coding

Yanbo Gao, Ce Zhu, Fellow, IEEE, Shuai Li, and Tianwu Yang

Abstract— Low-delay hierarchical coding structure (LD-HCS),
as one of the most important components in the latest High
Efficiency Video Coding (HEVC) standard, greatly improves
coding performance. It groups consecutive P/B frames into
different layers and encodes them with different quantization
parameters (QPs) and reference mechanisms in such a way that
temporal dependency among frames can be exploited. However,
due to varying characteristics of video contents, temporal depen-
dency among coding units differs significantly from each other in
the same or different layers, while a fixed LD-HCS scheme cannot
take full advantage of the dependency, leading to a substantial
loss in coding performance. This paper addresses the tempo-
rally dependent rate distortion optimization (RDO) problem by
attempting to exploit varying temporal dependency of different
units. First, the temporal relationship of different frames under
the LD-HCS is examined, and hierarchical temporal propagation
chains are constructed to represent the temporal dependency
among coding units in different frames. Then, a hierarchical
temporally dependent RDO scheme is developed specifically
for the LD-HCS based on a source distortion propagation
model. Experimental results show that our proposed scheme
can achieve 2.5% and 2.3% BD-rate gain in average compared
with the HEVC codec under the same configuration of P and B
frames, respectively, with a negligible increase in encoding time.
Furthermore, coupled with QP adaption, our proposed method
can achieve higher coding gains, e.g., with multi-QP optimization,
about 5.4% and 5.0% BD-rate saving in average over the HEVC
codec under the same setting of P and B frames, respectively.

Index Terms— Low-delay hierarchical coding structure,
HEVC, temporal dependency, rate-distortion optimization.

I. INTRODUCTION

THE latest High Efficiency Video Coding (HEVC) [1]
standard significantly improves coding efficiency com-

pared to the precedent standards. For example, compared to
H.264/AVC [2], it provides a rate reduction of approximately
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50% while achieving equal video quality. Many techniques,
including tree-structured block partition [3], merge mode [4],
more intra modes [5], sample adaptive offset (SAO) filter [6]
and hierarchical coding structure (HCS) [7]–[9], have been
adopted, which leads to its superior performance. Among
them, HCS groups P/B frames into different temporal layers
and frames in the same layer are coded with the same and fixed
strategy in selecting the quantization parameter (QP) and the
reference frames while frames in different layers are coded
with different strategies. Fig. 1 shows an example of HCS
under the Low-Delay (LD) configuration (noted as LD-HCS
hereafter in this paper), where frames are encoded interlacedly
with relatively large and small QP values, resulting in low
and high reconstruction quality, respectively. As we know,
due to the widely used inter prediction mechanism in the
modern coding standards, coding of one P/B frame is highly
dependent on its reference frames. To exploit this temporal
dependency, frames with high reconstruction quality in the
lowest temporal layer (layer 1 in Fig. 1) are included into
the reference frame set more frequently than other frames
to improve the motion compensation efficiency. However,
video contents are generally different from each other and
even in one video sequence, different portions of the video
frames generally show different characteristics which results in
varying optimal coding behaviors for different portions. Thus,
a predefined coding structure using a fixed QP selection and a
fixed reference management scheme as in the current HEVC
codec cannot achieve optimal coding globally.

A number of approaches working on the coding structure
have been reported in literature. In [10], a long-term reference
frame with high quality is inserted adaptively based on the
RD performance analysis of motion compensated prediction
based on the coded frames without considering the temporal
relationship of the whole sequence. Li et al. [8] reformu-
lated the reference picture management as an optimization
problem and attempted to obtain an optimal solution by
Viterbi algorithm by traversing all possible solutions. In [11],
a new QP refinement (QPR) scheme is developed based on
the relationship between Lagrange multiplier and QP under
HCS. Furthermore, with a fixed Lagrange multiplier, multi-
QP (MQP) optimization [12] is integrated in the HEVC where
QP values in a predefined set are tested in the mode decision
process and the one with the smallest RD cost is selected
for the final coding. The encoding time is almost equivalent
to that of encoding a sequence multiple times using different
QPs, which greatly aggravate the computation burden. In [13],
QP cascading (QPC) in HCS was formulated as a non-
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linear programming problem, and QP values are adaptively
obtained for each frame considering temporal dependency.
Although the above frame-level reference and QP selection
methods may improve coding efficiency, they still treat units
in a frame the same and perform rate-distortion optimiza-
tion (RDO) [14], [15] without a comprehensive consideration
of dependency among different units.

There are some works related to the spatially/temporally
dependent RDO (SD-RDO or TD-RDO) which consider the
effect of coding one unit on others due to prediction-induced
dependency [16]. A general framework [17] was proposed
to minimize the RD cost by jointly considering motion esti-
mation, quantization and entropy coding. The core of this
framework is the graph-based algorithm for near optimal
soft decision quantization (SDQ) implemented by dynamic
programming. In [18], a transform coefficient level selection
method was proposed to iteratively update the motion estima-
tion and quantization based on a linear signal model. In [19],
the dependent RDO problem was solved using the primal-dual
decomposition scheme and the subgradient projection method.
The dependency was processed in the master primal problem
and accordingly the RD cost of units can be minimized inde-
pendently by the dual decomposition. The optimal Lagrange
multiplier was iteratively updated by the solution of the corre-
sponding dual problem. In [20] the authors proposed a Pixel-
Rank model based on PageRank to estimate the importance of
each pixel on all the other pixels that refer to the pixel. Then
an MB-based quantization parameters adjustment method was
used to perform bit allocation based on the PixelRank scores.
However, this method requires obtaining the PixelRank scores
before the actual encoding, which leads to a two-pass encod-
ing. It has been shown that these RDO approaches are very
time-consuming due to the iterations or the dynamic program-
ming, which makes them be infeasible in applications like
real-time encoding. It is known that the coding efficiency
of inter prediction is generally much higher than that of
intra prediction and the resulting temporal dependency is
consequently substantially stronger than the spatial depen-
dency. Therefore, this paper only considers the temporal
dependency while the relatively weaker spatial dependency is
ignored.

It is worth noting that our previous conference paper [21]
introduced a temporally dependent RDO method under the
regular IPPP/IBBB coding structure in H.264/AVC, where a
source distortion temporal propagation (SDTP) model was
developed to consider the effect of the temporal depen-
dency in the RDO process. In H.264/AVC, P/B frames
are encoded using the same QP and the same reference
selection scheme, making the temporal propagation relation-
ship simple and largely tractable. Generally, each unit only
directly affects one unit in the next frame and then prop-
agates further from that unit. However, in the new stan-
dard of HEVC, HCS is introduced which greatly compli-
cates the temporal propagation relationship, in view that P/B
frames are grouped into different layers and encoded with
different reference selection strategies coupled with varying
QP assignment. The tracking of units affected by the to-
be-coded unit becomes significantly complicated as multi-

ple units in different frames may be directly affected by
the to-be-coded unit which further disperses the propaga-
tion. In our previous work [22], [23], a Lagrange multiplier
adaptation method considering inter-frame dependency was
proposed under high-rate assumption. The method was devel-
oped using the high-rate distortion approximation, which
circumvents the issue of distortion propagation, thus greatly
simplifying the dependent RDO formulation by only model-
ing the inter-frame rate relationship. Moreover, to mitigate
the deviation effect in the case of moderate or low coding
rates, a regulation mechanism was employed to further rectify
the Lagrange multiplier. In this paper, we consider a more
general formulation to perform the temporally dependent rate
distortion optimization, which instead aims to model distortion
propagation in the temporal domain under the hierarchical
coding structure.

To address the temporally dependent RDO for the hierar-
chical coding structure in HEVC, especially for the LD-HCS
in HEVC, a hierarchical temporally dependent RDO method
is presented in this paper, which considers the hierarchical
temporal dependency among units. First, the temporal rela-
tionship among frames is examined under the LD-HCS and
a hierarchical temporal propagation chain is constructed by
identifying the temporally correlated units. Based on the con-
structed hierarchical temporal propagation chain, the TD-RDO
is reformulated as the optimization of cross-layer distortions
of temporally related units and the associated rate. A source
distortion temporal propagation model for units in each layer
is developed to solve the TD-RDO. It is shown that the
proposed TD-RDO can be implemented by updating Lagrange
multipliers for different units in different layers. Experimental
results show that the proposed method can achieve BD-rate
reductions of 2.5% and 2.3% in average under the LD
configuration of P and B frames, respectively. Moreover,
better performance can be obtained by refining QP according
to the updated Lagrange multipliers. Specifically, compared
with the reference software of HEVC codec, our proposed
method achieves BD-rate savings of 3.6% and 3.2% in aver-
age coupled with QP refinement [11], and BD-rate saving
of 5.4% and 5.0% together with MQP [12] under the LD
configuration of P and B frames, respectively.

Part of this work has been published in our previous
4-page conference paper [24], which only presents the basic
idea of dealing with temporally dependent RDO under the
LD-HCS. In this paper, a comprehensive analysis of our
proposed temporally dependent RDO method is made and a
couple of new techniques are further presented to improve cod-
ing performance including the adaptive updating of reference
utilization rate. More experimental results and justifications
with insightful discussions are provided to shed light on our
proposed method.

The rest of the paper is organized as follows. In Section II,
hierarchical temporally dependent RDO is formulated for the
LD-HCS based on a hierarchical temporal propagation chain.
Section III presents the hierarchical source distortion temporal
propagation model for units in different layers. Experimental
results are presented in Section IV, and finally, conclusions are
drawn in Section V.
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II. HIERARCHICAL TEMPORALLY DEPENDENT RDO
FORMULATION UNDER LOW-DELAY VIDEO CODING

As in our previous work [21], temporally dependent RDO
can be represented as

min
o1,...,oN

(
N∑

i=1

Di (o1, o2, . . . , oi ) + λg ·
N∑

i=1

Ri (o1, o2, . . . , oi )

)

(1)

where λg is the global Lagrange multiplier, and oi is the
coding option of the i-th coding unit, including coding mode,
motion vector, reference frame index, quantization parameter
and quantized transform coefficients. Ri and Di denote the
rate and distortion of the coding unit i , respectively. N coding
units are assumed to be temporally related units located in N
frames respectively.

When considering the optimization of coding a unit Ui , the
temporally dependent RDO can be simplified as

min
oi

⎛
⎝ N∑

j=i

D j (oi , o∗
i+1, . . . , o∗

j ) + λg Ri (oi)

⎞
⎠ (2)

where (o∗
i+1, . . . , o∗

j ) are denoted as optimal coding options for
units Ui+1, . . . , U j , respectively. The simplification is made
based on two considerations: 1) When considering the opti-
mization of Ui , coding of the units in the frames before Ui is
already completed and accordingly the corresponding coding
options (o1, o2, . . . , oi−1) are deterministic and not related
to the current coding unit Ui , which are then all removed;
2) Ignoring the spatial dependency, the rate of the current
unit is only determined by its own coding option, which
contains all the information to be coded in the entropy coding
stage, that is Ri (o1, o2, . . . , oi ) = Ri (oi ), thus decoupling
the rate dependency. More justifications on the simplification
can be found in our previous work [21]. Based on the above
formulation, only the rate of the current unit and the distortions
of the current unit and the subsequent units temporally related
to and affected by Ui are to be evaluated.

A. Hierarchical Temporal Propagation Chain Under LD-HCS

To address the above TD-RDO problem under LD-HCS,
the temporal relationship introduced by inter-prediction is
examined first to identify all the temporally related units.
In the default LD-HCS in the HEVC, all the P/B frames
in a sequence are partitioned into sequential groups of
pictures (GOP). Each GOP contains a fixed number of
frames (four by default), which are further divided into three
different temporal layers as shown in Fig. 1. The number
associated with each frame represents the display order noted
as POC (picture order count) which equals its encoding order
in the LD-HCS. Frames in one GOP can be identified by the
relative POC (rPOC) from 1 to 4 in Fig. 1, and frames with
the same rPOC in different GOPs share the same scheme on
the QP value selection and reference management as tabulated
in TABLE I. Delta QP values are used to obtain the QP
values (by adding QP of I frame) in coding the P/B frames of
different layers. As shown in Fig. 1, QP value increases with

Fig. 1. Hierarchical coding structure under Low-Delay configuration.

TABLE I

DELTA QPs AND REFERENCE FRAME SETS UNDER LD-HCS IN THE HEVC

TABLE II

AVERAGE UTILIZATION RATES OF THE FOUR P FRAMES IN THE

REFERENCE FRAME SET UNDER LD-HCS, RESPECTIVELY

the temporal layer. Specifically, among all the P/B frames,
the smallest QP value is assigned to the frames in the lowest
temporal layer (noted as key frames), i.e., temporal layer 1,
leading to the highest reconstruction quality among all the
P/B frames. TABLE I also tabulates the reference frame set
in the LD-HCS where Delta POC represents the difference
between the POC of reference frame and that of the current
frame. It can be seen that the reference frame set contains
four frames including the immediately previous frame, which
is the closest to the current frame, and the three previous key
frames, which may provide a high quality motion-compensated
prediction.

With extensive simulations, the average utilization percent-
ages of reference frames with respect to each frame in a GOP
(noted as reference utilization rates) are shown in TABLE II
for P frames in the LD-HCS (similar observations can be
found for B frames). As in TABLE II, units in each P frame
are mostly predicted from and thus heavily affected by the
immediately previous frame (Ref 1) and the nearest key frame
(Ref 2) if Ref 1 is not a key frame. By ignoring the weaker
prediction relationships from the other reference frames cor-
responding to small utilization rates, the hierarchical tempo-
ral propagation relationship can be presented as in Fig. 2,
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Fig. 2. Illustration of a simplified hierarchical temporal propagation
relationship under the LD-HCS.

Fig. 3. Construction of the hierarchical temporal propagation chain under
the LD-HCS.

where the arrows indicate effective prediction/propagation
relationship.

Based on the above hierarchical temporal propagation rela-
tionship, the temporally related units can be identified using
forward motion search on the original frames as in our previ-
ous work [21] in order to construct a hierarchical temporal
propagation chain. In H.264/AVC, each unit only directly
affects one unit in the next frame and indirectly influences
the others subsequently encoded. Thus the units not in the
immediately following frame can only be indirectly affected
by the current unit through those between them. However,
under the LD-HCS, the units may still be directly affected
by the current unit as described in the hierarchical temporal
propagation relationship. Accordingly the identification of
temporally related units becomes more complex compared
with that in [21].

Taking a unit in the key frame fi , denoted by Ui with a
solid square shown in Fig. 3 as an example. According to
the hierarchical temporal propagation relationship in Fig. 2,
fi may affect the coding performance of frame fi+2 by
indirectly affecting U ′

i+2 (through Ui+1) or directly affecting
unit U ′′

i+2. When continuing to identify the affected units
in the following frames by U ′

i+2 and U ′′
i+2, the temporal

propagation is further dispersed with more branches, thus
becoming more complicated. In view that U ′

i+2 and U ′′
i+2 are

both predicted from Ui directly or indirectly, they are supposed
to be very close to each other if not being identical. To avoid
such complicated tracking of temporally affected units in the
following frames, a unit Ui+2 which covers most of U ′

i+2 and
U ′′

i+2 is taken as the affected unit, marked with a blue square
in Fig. 3. Then that unit Ui+2 is treated as the “merged” node
in the chain to be used to identify the temporally affected
units in the subsequent frames, thus greatly simplifying the
construction of temporal propagation chain.

The above process may still be very time-consuming if
motion search is performed each time to construct the temporal
propagation chain when coding one unit. To further save
computational complexity in the chain construction, frames are
first divided into non-overlapped “coding” units and motion

search is only performed for such “coding” units as in Fig. 3.
For a unit identified to be affected that rides across several
“coding” units, its motion information is approximated to be
the motion of the “coding” unit (marked with dotted border
in Fig. 3) that covers the most area of the affected unit. In this
way, motion search complexity can be reduced significantly.

B. Hierarchical Temporally Dependent RDO Formulation

As mentioned in Section II.A, a unit may be predicted
from different reference frames resulting in different coding
distortions. Accordingly the distortion of each related unit
in (2) is estimated as the expectation in view of the different
prediction results. The hierarchical TD-RDO can thus be
described as

min
oi

⎛
⎝ N∑

j=i

E(D j (oi , o∗
i+1, . . . , o∗

j )) + λg Ri (oi )

⎞
⎠ (3)

where E(D j (oi , o∗
i+1, . . . , o∗

j )) is the expected distortion of
coding unit U j under different predictions. It can be seen that
to tackle the above RDO problem with respect to oi , only
the distortions affected by oi need to be estimated, which are
detailed as follows.

1) Problem Formulation for Units in Key Frames: First
we consider the coding of unit Ui in a key frame fi . Note
that for the current unit, the expected distortion E(Di (oi )) is
Di (oi) since the coding of its reference frames is completed
and the influence propagated to Ui is deterministic based on
the testing option oi . As in (3), to perform the TD-RDO
for the current unit, the distortions of the following related
units (starting from the affected unit Ui+1 in the next frame
fi+1 with rPOC = 1) need to be estimated. Considering all
the possible predictions according to the reference mechanism
specified in TABLE I with the GOP size of 4 (which is
the case considered throughout the paper unless otherwise
specified), the expected distortion E(Di+1(oi , o∗

i+1)), denoted
as E(Di+1) for short, can be obtained as

E(Di+1) = Pi,i+1 · Di+1(oi , o1
i+1) + Pi−4,i+1

· Di+1(oi−4, o2
i+1) + Pi−8,i+1 · Di+1(oi−8, o3

i+1)

+ Pi−12,i+1 · Di+1(oi−12, o4
i+1) (4)

where oh
i+1 represents the coding option of Ui+1 if Re f h, with

the frame index idx(Ref h) = i , i −4, i −8, i −12, is selected
as the reference. Pidx(Ref h),i+1 is the probability of unit Ui+1
using Re f h as the reference frame, which is estimated as
the utilization rate of Re f h referenced by fi+1. For example,
o1

i+1 represents the coding option when Re f 1, i.e. fi , in the
reference frame set is selected as the reference frame. Pi,i+1
can be obtained as the utilization rate of fi referenced by
fi+1. Di+1(oi , o1

i+1) represents the distortion of the affected
unit Ui+1 when referring to Ui (its coding option is oi) in the
reference frame fi . Di+1(oi−4, o2

i+1) is the distortion of the
affected unit Ui+1 when referring to Ui−4 (its coding option
is oi−4) in the reference frame fi−4, which is Re f 2 in its
reference frame set.

When optimizing the coding of unit Ui , we only need to
consider the terms that are related to oi . Then Di+1(oi , o1

i+1)
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needs to be obtained and (4) becomes

E(Di+1) = Pi,i+1 · Di+1(oi , o1
i+1) + Ki+1 (5)

where Ki+1 represents the last three terms in (4), which are
independent of oi .

Likewise, for the affected unit Ui+2 in the frame fi+2 with
rPOC = 2, the expected distortion can be obtained as

E(Di+2) = Pi+1,i+2 · Di+2(oi , o∗
i+1, o1

i+2)

+ Pi,i+2 · Di+2(oi , o2
i+2) + Ki+2 (6)

where Ki+2 = Pi−4,i+2 · Di+2(oi−4, o3
i+2) + Pi−8,i+2 ·

Di+2(oi−8, o4
i+2) is independent of oi . Di+2(oi , o∗

i+1, o1
i+2)

and Di+2(oi , o2
i+2) are the distortions of the affected unit Ui+2

when using its immediately previous frame fi+1 and its nearest
key frame fi as the reference, respectively. Distortions of the
affected units Ui+3 and Ui+4 can be obtained in a similar way
which is shown in Appendix A.

For the units in the following GOPs, frame fi is no longer
their nearest key frame reference, and accordingly they will
not be directly affected from the distortion Di (oi ) as indicated
by the hierarchical temporal propagation relationship. The
effect of encoding the unit Ui , i.e., distortion Di (oi ), will be
propagated to the units in the next GOP through its effect
on its following units in the current GOP, and then further
propagated to the following GOPs.

Here we consider the expected distortion of the affected
unit Ui+4m+1 in the m-th GOP. Note that m indicates the
index of a GOP where the affected unit Ui+4m+1 is located
and assumably there are totally M affected GOPs in the
sequence when coding Ui . Based on the above discussion,
for Ui+4m+1, only the effect of its immediately previous
frame is considered and thus E(Di+4m+1) can be expressed
as Pi+4m,i+4m+1 · Di+4m+1(oi , o∗

i+1, . . . , o∗
i+4m , o1

i+4m+1) +
Ki+4m+1, where D j (oi , o∗

p, . . . , o∗
q , o1

j ) denotes the coding
distortion of unit U j indirectly affected by coding option
oi through the coding units Up, . . . , Uq with the coding
option o∗

p, . . . , o∗
q , respectively. Ki+4m+1 represents the three

terms corresponding to the other three reference frames,
fi+4m−4, fi+4m−8, fi+4m−12. As shown in TABLE II, the uti-
lization rates of the other three reference frames are very
small for rPOC = 1, resulting in trivial influence. For sim-
plification, these terms are not taken into account in the
estimation of influence of oi on the distortion of Ui+4m+1.
Other expected distortions, i.e., E(Di+4m+2), E(Di+4m+3),
E(Di+4m+4), in the GOP can be similarly obtained based
on the above discussion. For example, E(Di+4m+2) can be
represented as⎛
⎝Pi+4m+1,i+4m+2 ·Di+4m+2(oi , o∗

i+1, . . . , o∗
i+4m+1,

o1
i+4m+2) + Pi+4m,i+4m+2 · Di+4m+2(oi , o∗

i+1, . . . , o∗
i+4m ,

o2
i+4m+2) + Ki+4m+2

⎞
⎠,

where Ki+4m+2 are assumed unrelated to oi since their cor-
responding reference utilization rates are very small and their
influence can be ignored.

2) Problem Formulation for Units in Non-Key Frames: The
above presents the influence of coding the current unit Ui on

the following affected units in terms of distortion propagation,
assuming Ui is located in a key frame.

Now we consider coding the unit in the first non-key
frame (rPOC = 1) in a GOP, as an example. To be consistent
with the above analysis for the unit Ui in the key frame fi ,
we denote the non-key frame with rPOC = 1 by fi+1 and the
unit in the frame by Ui+1. To optimize the coding of unit Ui+1,
the hierarchical TD-RDO problem in (3) becomes

min
oi+1

⎛
⎝ N∑

j=i+1

E(D j (oi+1, o∗
i+2, . . . , o∗

j )) + λg Ri+1(oi+1)

⎞
⎠

(7)

where all the expected distortions of the affected units are
evaluated by relating to the coding of the unit Ui+1.

We consider the following units (Ui+2, Ui+3, Ui+4) in the
current GOP. For Ui+2, the expected distortion E(Di+2) can
be obtained as in (6)

E(Di+2) = Pi+1,i+2 · Di+2(oi+1, o1
i+2) + Pi,i+2

· Di+2(oi , o2
i+2) + Pi−4,i+2 · Di+2(oi−4, o3

i+2)

+ Pi−8,i+2 · Di+2(oi−8, o4
i+2) (8)

where the last three terms are unrelated to oi+1 and thus
only the first term needs to be estimated. In the same way,
we can obtain E(Di+3), E(Di+4) and the expected distortions
of the affected units in the following GOPs, which will not be
detailed here.

III. HIERARCHICAL SOURCE DISTORTION PROPAGATION

MODEL UNDER LD-HCS

Given the hierarchical TD-RDO formulation in the above
section, the distortions of the units under different predictions
need to be estimated, which is to be investigated in the
following.

A. Source Distortion Propagation Model for Key Frames

First, we consider the optimization of the coding unit Ui

in the key frame fi . For the expected distortion E(Di+1)
shown in (5) of the affected unit Ui+1 in the next frame
fi+1, only the first term Di+1(oi , o1

i+1) related to oi needs
to be estimated. Based on our previous work [21] and [25],
distortion Di+1(oi , o1

i+1) of the affected unit Ui+1 referring
to fi can be represented as

Di+1(oi , o1
i+1) = e−b·Ri+1(oi ,o1

i+1) · DMC P
i+1 (oi , o1

i+1)

= α · e−b·Ri+1(oi ,o1
i+1) · (Di (oi ) + DO MC P

i→i+1 )

(9)

where b is a constant related to the source distribution, and
Ri+1(oi , o1

i+1) is the coding rate of unit Ui+1 only related to
its own coding option o1

i+1 as aforementioned, which may be
rewritten as Ri+1(o1

i+1). DMC P
i+1 (oi , o1

i+1) is the motion com-
pensation predicted (MCP) error of coding unit Ui+1 referring
to Ui in fi as reference frame, and can be approximated
as DMC P

i+1 (oi , o1
i+1) = α · (Di (oi ) + DO MC P

i→i+1 ), where α is
experimentally set to be 0.94, and DO MC P

i→i+1 is the original
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MCP (OMCP) error between Ui and Ui+1 using forward
motion search on the original frames ( fi and fi+1), which
is unrelated to oi . Thus (5) can be expressed as

E(Di+1) = Pi,i+1 · βi,i+1 · Di (oi ) + Ci+1 (10)

where

βi,i+1 = α · e−b·Ri+1(o1
i+1) (11)

is considered to be independent of oi , describing the factor of
distortion propagation from a unit to its directly affected unit
through MCP error. The term Ci+1 = βi,i+1 · DO MC P

i→i+1 + Ki+1

can thus be removed as βi,i+1 · DO MC P
i→i+1 and Ki+1 are both

unrelated to oi .
For E(Di+2), in (6), two terms need to be estimated. First,

Di+2(oi , o∗
i+1, o1

i+2) is the distortion of the affected unit U ′
i+2

in Fig. 3 when using Ui+1 as reference. Together with (10),
we can obtain

Di+2(oi , o∗
i+1, o1

i+2)

= βi+1,i+2 · (E(Di+1) + DO MC P
i+1→i+2)

= βi+1,i+2 · Pi,i+1 · βi,i+1 · Di (oi ) + C ′
i+2 (12)

βi+1,i+2 = α · e−b·Ri+2(o1
i+2) and C ′

i+2 = βi+1,i+2 · (Ci+1 +
DO MC P

i+1→i+2) are the terms unrelated to oi . DO MC P
i+1→i+2 is the

OMCP error between Ui+1 and U ′
i+2.

Likewise, the distortion Di+2(oi , o2
i+2) of the affected unit

U ′′
i+2 when using Ui as reference can be expressed as

Di+2(oi , o2
i+2) = βi,i+2 · (Di (oi ) + DO MC P

i→i+2 )

= βi,i+2 · Di (oi ) + C ′′
i+2 (13)

where βi,i+2 = α · e−b·Ri+2(o2
i+2) and C ′′

i+2 = βi,i+2 · DO MC P
i→i+2

are unrelated to oi . DO MC P
i→i+2 is the OMCP error between Ui

and U ′′
i+2. Combining (12) with (13), the expected distortion

of unit Ui+2 can be obtained as

E(Di+2) = Pi+1,i+2βi+1,i+2 · Pi,i+1βi,i+1 · Di (oi )

+Pi,i+2βi,i+2 · Di (oi ) + Ci+2 (14)

where Ci+2 = Pi+1,i+2 ·C ′
i+2+Pi,i+2 ·C ′′

i+2+Ki+2 is unrelated
to oi .

Similarly, the expected distortions of the following affected
units in the GOP can be obtained, which is shown in
Appendix A. Based on (10), (14), (A5) and (A8), all the
expected distortions in the current GOP can be represented
together as in (15), as shown at the bottom of this page, where

L0 =
4∑

j=1
Ci+ j is unrelated to oi .

The expected distortions of the affected units in the next
affected GOP can be obtained by treating Ui+4 as the coding
unit Ui . Accordingly, the aggregated expected distortions of
the four affected units in the next affected GOP can be
obtained as in (16), as shown at the bottom of this page, based

on E(Di+4), where
4∑

j=1
C̃i+4+ j and L1 represents all the terms

unrelated to oi .
More generally, we can obtain all the expected distortions

of the affected units in the m-th subsequent GOP as in (17), as
shown at the bottom of this page, also based on the expected
distortion E(Di+4m ) (see (A10) in Appendix A), where Lm

includes as all the terms unrelated to oi .

3∑
k=0

E(Di+k+1) =
3∑

k=0

⎛
⎝ k∑

t=0

Pi,i+k+1−t βi,i+k+1−t ·
i+k∏

j=i+k+1−t

Pj, j+1β j, j+1

⎞
⎠ · Di (oi ) + L0 (15)

3∑
k=0

E(Di+4+k+1) =
3∑

k=0

⎛
⎝ k∑

t=0

Pi+4,i+4+k+1−t βi+4,i+4+k+1−t ·
i+4+k∏

j=i+4+k+1−t

Pj, j+1β j, j+1

⎞
⎠ · E(Di+4) +

4∑
j=1

C̃i+4+ j

=
3∑

k=0

⎛
⎝ k∑

t=0

Pi+4,i+4+k+1−t βi+4,i+4+k+1−t ·
i+4+k∏

j=i+4+k+1−t

Pj, j+1β j, j+1

⎞
⎠

·
⎛
⎝ 3∑

t=0

Pi,i+4−t βi,i+4−t ·
i+3∏

j=i+4−t

Pj, j+1β j, j+1

⎞
⎠ · Di (oi ) + L1 (16)

3∑
k=0

E(Di+4m+k+1) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

3∑
k=0

(
k∑

t=0
Pi+4m,i+4m+k+1−t βi+4m,i+4m+k+1−t ·

i+4m+k∏
j=i+4m+k+1−t

Pj, j+1β j, j+1

)

·
m−1∏
s=0

(
3∑

t=0
Pi+4s,i+4s+4−tβi+4s,i+4s+4−t ·

i+4s+3∏
j=i+4s+4−t

Pj, j+1β j, j+1

)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

· Di (oi ) + Lm (17)

N∑
j=1

E(D j ) = Di (oi ) +
M∑

m=0

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

3∑
k=0

(
k∑

t=0
Pi+4m,i+4m+k+1−t βi+4m,i+4m+k+1−t ·

i+4m+k∏
j=i+4m+k+1−t

Pj, j+1β j, j+1

)

·
m−1∏
s=0

(
3∑

t=0
Pi+4s,i+4s+4−tβi+4s,i+4s+4−t ·

i+4s+3∏
j=i+4s+4−t

Pj, j+1β j, j+1

)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

·Di (oi) + L = (1 + ωi ) · Di (oi ) + L (18)
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Based on the above analysis of the distortion propagation,
the expected distortions of all the affected units can be
expressed as in (18), where L represents all the terms unrelated
to oi . ωi is the aggregated propagation factor of current
unit Ui , indicating the overall effecting factor of the current
unit on all the following units affected directly or indirectly
in terms of distortion propagation. Intuitively, the units with
larger aggregated propagation factors need to be encoded with
smaller distortions in order to reduce its effect on the following
units.

By substituting (18), as shown at the bottom of the previous
page, into (3), the hierarchical TD-RDO under the LD-HCS
can be expressed (with a simple transform) as

min
oi

(
Di + λg/(1 + ωi ) · Ri

)
(19)

where all the terms unrelated to oi , such as L, are removed
in that it is a minimization problem with regards to oi . It can
be seen that the hierarchical TD-RDO for a units in a key
frame is boiled down to the form of conventional RDO with
an adapted Lagrange multiplier, where the global Lagrange
multiplier λg can be obtained according to our work in [21]
and a brief introduction will be provided in Subsection III.C.

B. Source Distortion Propagation Model for Non-Key Frames

In a similar way, we can obtain the expected distortions
of the following affected units when the current coding unit
is located in a non-key frame. First we consider coding
the unit Ui+1 in the non-key frame fi+1 with rPOC = 1.
For affected unit Ui+2, only the first term Di+2(oi+1, o1

i+2)
in (8) needs to be estimated, which can be obtained as
γi+1,i+2 · (Di+1(oi+1) + DO MC P

i+1→i+2) according to (9) where
γi+1,i+2 is not related to oi+1 and can be obtained in the same
way as β. Then E(Di+2) can be represented as

E(Di+2) = Pi+1,i+2 · γi+1,i+2 · Di+1(oi+1) + Ii+2 (20)

where Ii+2 represents all the terms unrelated to oi+1.

In the same way, the expected distortion E(Di+3) and
E(Di+4) for Ui+3 and Ui+4, can be obtained in a similar
form, respectively. All the three distortions can be expressed
as

E(Dv )

= Pi+1,i+2 · γi+1,i+2 · . . . · Pv−1,v · γv−1,v · Di+1(oi+1) + Iv

=
⎛
⎝ v−1∏

j=i+1

Pj, j+1γ j, j+1

⎞
⎠ · Di+1(oi+1) + Iv (21)

where v = i + 2, i + 3, i + 4 and Iv represents all the terms
unrelated to oi+1.

The sum of the three expected distortions in the current
GOP becomes

3∑
k=1

E(Di+k+1)=
i+3∑

t=i+1

t∏
j=i+1

Pj, j+1 · γ j, j+1 · Di+1(oi+1)+ J0

(22)

where J0 represents all the terms unrelated to oi+1. The effect
of coding the unit Ui+1 on the next GOP is propagated only
through the unit Ui+4 in the key frame considering that the
other units in non-key frames are not used as reference for
the units in the other GOPs. The propagation is similar to the
distortion propagation of the units in the key frame, which is
shown in (23), as shown at the bottom of this page, where

4∑
j=1

Ĩi+4+ j and J1 represent all the terms unrelated to oi+1.

Likewise, the expected distortion of all the affected units in
the following GOPs can be obtained.

By substituting expected distortions of all the affected units
into (7), the TD-RDO for the units in the frame with rPOC = 1
can be expressed in a similar form of (19) with its aggregated
propagation factor ωi+1 as in (24), as shown at the bottom of
this page. The aggregated propagation factor for each coding

3∑
k=0

E(Di+4+k+1) =
3∑

k=0

⎛
⎝ k∑

t=0

Pi+4,i+4+k+1−t γi+4,i+4+k+1−t ·
i+4+k∏

j=i+4+k+1−t

Pj, j+1γ j, j+1

⎞
⎠ · E(Di+4) +

4∑
j=1

Ĩi+4+ j

=
3∑

k=0

⎛
⎝ k∑

t=0

Pi+4,i+4+k+1−t γi+4,i+4+k+1−t ·
i+4+k∏

j=i+4+k+1−t

Pj, j+1γ j, j+1

⎞
⎠

·
⎛
⎝ i+3∏

j=i+1

Pj, j+1γ j, j+1

⎞
⎠ · Di+1(oi+1) + J1 (23)

ωi+1 =
i+3∑

t=i+1

t∏
j=i+1

Pj, j+1 · γ j, j+1

+
M∑

m=1

⎡
⎢⎢⎢⎢⎣

3∑
k=0

(
k∑

t=0
Pi+4m,i+4m+k+1−t γi+4m,i+4m+k+1−t ·

i+4m+k∏
j=i+4m+k+1−t

Pj, j+1γ j, j+1

)

·
m−1∏
s=1

(
3∑

t=0
Pi+4s,i+4s+4−tγi+4s,i+4s+4−t ·

i+4s+3∏
j=i+4s+4−t

Pj, j+1γ j, j+1

)
·
(

i+3∏
j=i+1

Pj, j+1γ j, j+1

)
⎤
⎥⎥⎥⎥⎦

(24)
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unit in the other non-key frames can be obtained in the same
way, which is not detailed here.

C. Estimation of Propagation Factors for
Lagrange Multiplier Determination

Based on the above results, the hierarchical TD-RDO prob-
lem can be solved by adapting the global Lagrange multiplier
in a unit level as in (19) with the aggregated propagation
factor ω which indicates the effect of coding the unit on the
following units. As in (18) and (24), ω is the aggregated
propagation factor of the current unit to all its temporally
related units, which can be obtained from β (for a key frame)
and γ (for a non-key frame).

The estimation of β and γ is the same and hence we
only take the estimation of β as an example. Combining
(9) and (11), β can be represented as

βi,i+1 = α · Di+1(oi , o1
i+1)/DMC P

i+1 (oi , o1
i+1)

= Di+1(oi , o1
i+1)/(Di (oi ) + DO MC P

i→i+1 ) (25)

According to our previous work [21], the relationship between
the reconstruction distortion with a quantization step size Q
and the corresponding MCP error can be expressed as

D = DMC P · F(θ) (26)

where θ = Q · √
2/DMC P and F(θ) ∈ (0, 1], and F(θ) can

be pre-estimated experimentally with varying Q using a larger
number of coding units and be finally constructed as a look-up
table with multiple entries of θ as in [21]

With the obtained table of F(θ), β can be obtained as

β = α · F(θ) (27)

once the MCP error (DMC P ) and the quantization step (Q)
are known. As in (9), DMC P of a coding unit is obtained
based on the distortion of its referenced unit and the asso-
ciated OMCP value between the unit and its referenced
one. Based on (27) and (9), βi,i+1 = α · F(θi,i+1) and

θi,i+1 = √
2 Q/

√
α · (Di (oi) + DO MC P

i→i+1 ). Then E(Di+1)

can be obtained as in (10). Consequently, βi+1,i+2 can be
estimated since E(Di+1) is available. Accordingly, all the
following β value can be sequentially obtained by repeating
the above processes and finally ωi is known.

On the other hand, the global Lagrange multiplier needs
to be estimated in order to perform the temporally dependent
RDO. For the temporally dependent RDO, according to (19),
the global Lagrange multiplier can be obtained as λg = −(1+
ωi ) · ∂ Di/∂ Ri . In contrast, in the HEVC test model (HM),
RDO is performed separately and independently for each unit,
where λH M = −∂ DH M

i /∂ RH M
i . Note that under different

RDO schemes, the distortions and rates are different. Based
on the high rate distortion function in (9), λg and λH M can be
expressed as λg = (1+ωi)·b ·Di and λH M = b ·DH M

i , respec-
tively. Consequently, λg · DH M

i = (1 + ωi ) · Di · λH M . In the
implementation of the proposed temporally dependent RDO,
DH M

i is not available, which is approximated by Di obtained
in the proposed RDO scheme. To mitigate the approximation
effect as well as make the estimation more robust, λg may be

determined with an averaged result based on all coded units
available as follows

λg =
(

n∑
i=1

(1 + ωi ) · Di

/ n∑
i=1

Di

)
· λH M (28)

where n is the number of all the coded units available.
To further facilitate our implementation, λg is updated every
frame based on a sliding window, where the distortion sum is
updated as the weighted sum of the aggregated distortion in the
just encoded frame and the previously aggregated distortion
with the weights of 1/8 and 7/8, respectively.

D. Implementation Details

From the implementation point of view, our algorithm
can be summarized as follows. First, all the units affected
by coding unit i (in a key frame) or i + 1 (in a non-key
frame) are identified to construct the hierarchical temporal
propagation chain as shown in Subsection II.A. Then the
hierarchical temporally dependent RDO for unit i or i + 1
is formulated as minimizing the aggregated RD cost of unit i
or i + 1 and the affected units as in (3) or (7). By using the
developed hierarchical source distortion propagation model,
all the expected distortions are obtained using the distortion
of the current unit and β or γ such as in (10) or (20),
where β or γ can be calculated as in Subsection III.C.
Accordingly, the aggregated propagation factor ω is obtained
as in (18) or (24) and the temporally dependent RDO problem
for unit i or i + 1 can be solved independently in the
form of (19). Some implementation details are listed in the
following.

(1) Due to the multiple reference mechanism in the
LD-HCS, the expected distortion E(D) in (4) involves mul-
tiple distortions from different predictions. According to
Section II.B, only distortions associated with high refer-
ence utilization rates are considered to obtain the expected
distortion, where the utilization rates are to be normalized
in calculating E(D). Taking E(Di+2) when encoding unit
Ui in a key frame as an example, it can be approxi-
mated as Ẽ(Di+2) = Pi+1,i+2

Pi+1,i+2+Pi,i+2
· Di+2(oi , o∗

i+1, o1
i+2) +

Pi,i+2
Pi+1,i+2+Pi,i+2

· Di+2(oi , o2
i+2). Also the probabilities of select-

ing different reference frames are adaptively updated accord-
ing to the coding statistics of the past frames, which shows
slightly better performance than using constant utilization
rates.

(2) Blocks of 16 × 16 are used as the basic unit in the
forward motion search. Other sizes such as 32×32 also works
for the algorithm but performs slightly worse according to
our experimental results. An aggregated propagation factor
is estimated for each basic unit first and then an overall
aggregated propagation factor for a coding tree unit (CTU)
of 64 × 64 is obtained as the average of all the 16 × 16 units
located in the CTU. Also, the adapted Lagrange multiplier is
clipped to the range of (1/2∗λH M , 2∗λH M ) to avoid a dramatic
change of bitrate among units.

Algorithm 1 summarizes the process of performing the
proposed method for one CTU in a key frame. Similar process
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TABLE III

CODING PERFORMANCE COMPARISON FOR THE LDP AND LDB CONFIGURATION IN TERMS OF LUMA BDBR (%)

Algorithm 1 Hierarchical Temporally Dependent RDO Pro-
cedure for One CTU in a Key Frame Under the LD-HCS

can be applied for other CTUs in a non-key frame, which is
not detailed here due to page limit.

IV. EXPERIMENTAL RESULTS

We evaluate our proposed method against the state-of-the-art
HEVC codec in terms of coding efficiency and complexity by
incorporating our proposed method into the HEVC reference
software HM 13.0.

A. Coding Performance Comparison

Common test conditions (CTC) [26] specified by JCT-VC
are used as the simulation environment setting, and the Low-
Delay P (LDP) and Low-Delay B (LDB) configurations are
tested, respectively. 20 sequences of 8-bit depth are used
in the test as suggested by the CTC, which includes four
different resolution formats, i.e., 1080p (1920 × 1080), 720p
(1280 × 720), SVGA (1024 × 768), WVGA (832 × 480),
WQVGA (416 × 240) from Class B to Class F. In LD
configuration, only the first frame is encoded as I frame. Four
QP values (22, 27, 32, 37) are used for I frame and then a QP
offset is introduced to obtain the final QP for each P/B frame.
Specifically, the QP offset in LD configuration is (3, 2, 3, 1)
for a cyclic GOP of four frames as default.

The rate-distortion performance of the proposed TD-RDO is
measured in terms of BD-rate (BDBR) [27] over HM 13.0 as
shown in TABLE III (column named “Prop”), where all the
results under the LDP and LDB configuration are tabulated.
It can be seen that the proposed method achieves BD-rate
saving of 2.5% and 2.3% in average over HM 13.0 under the
LDP and LDB configuration, respectively. It is worth noting
that for sequences “FourPeople” and “BasketballDrill”, over
6.0% BD-rate savings are achieved for both LDP and LDB
configurations, which will be discussed with more details in
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Fig. 4. RD curve comparison under the LDP configuration.

the following Subsection IV.B. Compared with our previous
conference paper [24], some enhanced techniques developed
in this paper, such as real-time updates of reference utiliza-
tion, make the proposed method more robust with perfor-
mance improvement of 0.1% BD-rate saving in average. From
TABLE III, it can also be seen that our proposed method with
the adapted Lagrange multiplier is superior to QP cascading
scheme (QPC) [13] and QP refinement (QPR) [11], and even
better than the high-complexity multiple QP (MQP) [12]
(QP changes from -3 to 3).

It is known that the Lagrange multiplier is related to QP,
and with an adapted Lagrange multiplier, better performance
may be achieved by adapting QP accordingly. Therefore,
further experiments were made using our proposed method
with adapted QP values according to QPR and MQP, noted as
“Prop+QPR” and “Prop+MQP” in TABLE III. It has shown
that much better performance can be obtained compared to
QPC, QPR and MQP methods which also adapt QP val-
ues. Particularly our proposed method together with MQP
achieves over 5.4% and 5.0% BD-rate savings over the HEVC
codec under the LDP and LDB configuration, respectively,
which suggests the Lagrange multiplier obtained by our pro-
posed method works the best with an appropriate QP found
from MQP. Fig. 4 shows some examples of coding perfor-
mance (RD curve) comparisons under the LDP configuration.

TABLE IV

CODING PERFORMANCE (LUMA BDBR) UNDER LDP AND LDB
CONFIGURATIONS FOR SEQUENCES CAPTURED UNDER

VIDEO CONFERENCE AND SURVEILLANCE SETTINGS

The RD curves under LDB configuration are very similar to
those of LDP and thus not presented again due to page limit.

B. More Comparisons and Discussions

It is known that the temporal dependency among
units or frames in the sequences consisting of relatively sta-
tionary background with small motion, such as “FourPeople”
and “BasketballDrill”, is stronger than other sequences with
complex scenes and large motion like “RaceHorses”. Since
our proposed method exploits temporal dependency to perform
RDO, it naturally works better on the sequences with strong
temporal dependency, which is clearly justified by the results
on the relevant sequences like those in Class E in TABLE III).
On the contrary, a small loss is observed for “RaceHorses”
mainly due to the complex scenes and the large motion in
the sequence leading to a poor exploitation of the temporal
dependency.

To further validate that our proposed method works better
on the sequences with strong temporal dependency, more
experiments are conducted on some more stationary low-
motion sequences as shown in TABLE IV. The sequences
generally fall into two types captured under video conference
and surveillance settings, respectively. The simulation setups
such as QP and reference mechanism are the same as those
in CTC. The coding results of the eight video sequences
are tabulated in TABLE IV. For sequences under the video
conference setting, the proposed method achieves an average
of 3.2% and 4.1% BD-rate savings, under the LDP and
LDB configuration, respectively. For sequences under the
surveillance setting, the proposed method shows the average
BD-rate gains of 4.4% and 4.6% for SD sequences, 6.7% and
7.7% for HD sequences, under the LDP and LDB configura-
tions, respectively. Furthermore, for sequence “Intersection”,
it achieves over 8% BD-rate saving under LDB configuration.

To gain more insights into our proposed method, the distri-
bution of the adapted Lagrange multipliers is presented. Here
we take the key frame with POC = 248 in “BassketballDrill”
as an example, where six players run in circles and jump
in turn to catch the rebound captured by a fixed camera.
First, the distribution of the Lagrange multipliers in terms of
differences between the adapted Lagrange multipliers and the
original ones in HM13.0 for each CTU is shown in Fig. 5 for
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Fig. 5. Lagrange multiplier differences against λH M for the key frame with POC = 248 in “BasketballDrill”.

Fig. 6. A visualized representation of CTU-based Lagrange multiplier values
in a key frame (POC = 248) of “BasketballDrill” (the darker the smaller
and the brighter the larger of the corresponding Lagrange multiplier value in
a CTU).

QP values of 22 and 37, respectively. The results are obtained
under the LDP configuration and the results under the LDB
configuration are very similar thus not detailed here. It can
be seen that for the CTUs, the Lagrange multipliers are
adapted differently by our proposed method, leading to varying
Lagrange multipliers even in one frame (against the same
Lagrange multiplier for one frame in the conventional coding,
such as λH M ).

For an intuitive illustration, Fig. 6 shows the varying
Lagrange multipliers over different CTU locations in a key
frame of “BasketballDrill”. A brighter CTU corresponds to a
larger Lagrange multiplier while a darker region is associated
with a smaller one. It can be seen that a smaller Lagrange
multiplier is applied to stationary background or still objects
and a larger one for a non-stationary region. A smaller
Lagrange multiplier tends to select a coding option resulting
in a smaller distortion with a higher bit expense, which in
turn provides a better reference of higher quality to benefit
coding of the subsequent frames. Overall speaking, a little
more investment of bit budget in the regions (in a key frame)
that will be heavily referenced by the subsequent frames may
bring a bigger return of bit saving in coding the corresponding
stationary regions in the following key or non-key frames.

C. Coding Complexity

The complexity comparison between HM 13.0 and the
proposed method using the adapted Lagrange multiplier is

TABLE V

ENCODING TIME RATIO OF OUR PROPOSED METHOD UNDER

LDB CONFIGURATION

shown in TABLE V in terms of the encoding time under
the LDB configuration (similar results under the LDP con-
figuration). Encoding time ratio is obtained as the ratio of
geometric means of encoding time. It can be seen that, the
encoding time of the proposed method increases only by 1% in
average, which is negligible. Although an additional forward
motion search is performed in the proposed method, only a
very small percentage of time is taken as observed in the
experiments. A fast integer-pixel diamond motion search [28]
is employed for non-overlapped fixed-size units which sim-
plifies the identification of affected units as demonstrated in
Section II.A (other fast motion search methods, such as those
in [29] and [30], can also be applied to achieve the same
objective). Moreover, the adapted Lagrange multipliers in our
method may lead to better prediction results, and then the
following residual coding process turns out to be accelerated
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due to smaller residual errors. For example, if one unit is
coded with a smaller Lagrange multiplier producing high
reconstruction quality, the following ones referring to this unit
will generate smaller residuals, which, in turn, facilitates the
following transform, quantization, and entropy coding process
to be done faster. Consequently, the overall time may be saved
as evidenced by the coding results of some test sequences such
as “BasketballPass” shown in TABLE V.

V. CONCLUSIONS

In this paper, we have addressed the temporally dependent
RDO (TD-RDO) problem under the LD-HCS by considering
the hierarchical temporal dependency. Based on the hierar-
chical temporal propagation relationship under the LD-HCS,
the TD-RDO problem is formulated as minimizing the aggre-
gated RD cost of the current coding unit and its temporally
related/affected units with the rate dependency decoupled.
Then a hierarchical source distortion temporal propagation
model is developed to measure the effect of coding one
unit, in a key frame and a non-key frame, respectively, on
other units. Finally, a hierarchical TD-RDO scheme is pro-
posed and implemented in the way of adapting the Lagrange
multiplier. Compared with the HEVC reference software HM
13.0, the proposed approach demonstrates 2.5% and 2.3%
BD-rate savings in average under the LDP and LDB configura-
tions, respectively, with a negligible increase in encoding time.
For sequences with high temporal dependency such as those
under surveillance setting, better performance, i.e., 5.3% and

5.8% BD-rate savings in average are obtained under the LDP
and LDB configuration, respectively. Coupled with the MQP
scheme, our proposed method can further boost the coding
efficiency with the averaged BD-rate savings of 5.4% and 5.0%
over the HEVC codec for the LDP and LDB configurations,
respectively.

APPENDIX A

The expected distortions of Ui+3 and Ui+4 can be obtained
similarly as Ui+2 in (6), as follows

E(Di+3) = Pi+2,i+3 · Di+3(oi , o∗
i+1, o∗

i+2, o1
i+3)

+ Pi,i+3 · Di+3(oi , o2
i+3) + Ki+3 (A1)

E(Di+4) = Pi+3,i+4 · Di+4(oi , o∗
i+1, o∗

i+2, o∗
i+3, o1

i+4)

+ Pi,i+4 · Di+4(oi , o2
i+4) + Ki+4 (A2)

where Di+3(oi , o∗
i+1, o∗

i+2, o1
i+3) and

Di+4(oi , o∗
i+1, o∗

i+2, o∗
i+3, o1

i+4) are the estimated distortions
of Ui+3 and Ui+4 when using their immediately previous
frame fi+2, fi+3 as reference, respectively. Di+3(oi , o2

i+3)

and Di+4(oi , o2
i+4) represent the distortions when using

their nearest key frame fi as reference. Ki+3 = Pi−4,i+3 ·
Di+3(oi−4, o3

i+3) + Pi−8,i+3 · Di+3(oi−8, o4
i+3) and Ki+4 =

Pi−4,i+4 · Di+4(oi−4, o3
i+4) + Pi−8,i+4 · Di+4(oi−8, o4

i+4) are
not related to oi .

To obtain E(Di+3) in (A1), two terms related to oi need to
be estimated. First, Di+3(oi , o∗

i+1, o∗
i+2, o1

i+3) is the distortion
of the affected unit in fi+3 when using Ui+2 as reference,

E(Di+3) =
(

Pi,i+3βi,i+3 + Pi,i+2βi,i+2 · Pi+2,i+3βi+2,i+3
+Pi,i+1βi,i+1 · Pi+1,i+2βi+1,i+2 · Pi+2,i+3βi+2,i+3

)
· Di (oi ) + Ci+3

=
⎛
⎝ 2∑

t=0

Pi,i+3−t βi,i+3−t ·
i+2∏

j=i+3−t

Pj, j+1β j, j+1

⎞
⎠ · Di (oi ) + Ci+3 (A5)

Di+4(oi , o∗
i+1, o∗

i+2, o∗
i+3, o1

i+4) = βi+3,i+4 · (E(Di+3) + DO MC P
i+3→i+4)

= βi+3,i+4 ·
⎛
⎝ 2∑

t=0

Pi,i+3−t βi,i+3−t ·
i+2∏

j=i+3−t

Pj, j+1β j, j+1

⎞
⎠ · Di (oi ) + C ′

i+4 (A6)

E(Di+4) =
⎛
⎝ 3∑

t=0

Pi,i+4−t βi,i+4−t ·
i+3∏

j=i+4−t

Pj, j+1β j, j+1

⎞
⎠ · Di (oi ) + Ci+4 (A8)

E(Di+8) =
⎛
⎝ 3∑

t=0

Pi+4,i+8−tβi+4,i+8−t ·
i+7∏

j=i+8−t

Pj, j+1β j, j+1

⎞
⎠ · E(Di+4) + C̃i+8

=
1∏

s=0

⎛
⎝ 3∑

t=0

Pi+4s,i+4s+4−tβi+4s,i+4s+4−t ·
i+4s+3∏

j=i+4s+4−t

Pj, j+1β j, j+1

⎞
⎠ · Di (oi ) + Ci+8 (A9)

E(Di+4m ) =
m−1∏
s=0

⎛
⎝ 3∑

t=0

Pi+4s,i+4s+4−tβi+4s,i+4s+4−t ·
i+4s+3∏

j=i+4s+4−t

Pj, j+1β j, j+1

⎞
⎠ · Di (oi ) + Ci+4m (A10)
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which, combined with (14), can be represented as

Di+3(oi , o∗
i+1, o∗

i+2, o1
i+3)

= βi+2,i+3 · (E(Di+2) + DO MC P
i+2→i+3)

= βi+2,i+3 · Pi+1,i+2βi+1,i+2 · Pi,i+1βi,i+1 · Di (oi)

+ βi+2,i+3 · Pi,i+2βi,i+2 · Di (oi ) + C ′
i+3 (A3)

βi+2,i+3 = α · e−b·Ri+3(o1
i+3) and C ′

i+3 =
βi+2,i+3 · (DO MC P

i+2→i+3 + Ci+2) are the terms unrelated
to oi . Note that all the affected units can be identified
according to the construction of hierarchical temporal
propagation chain in Section II. A.

Likewise, the distortion Di+3(oi , o2
i+3) of the affected unit

in fi+3 when using Ui as reference can be expressed as

Di+3(oi , o2
i+3) = βi,i+3 · (Di (oi ) + DO MC P

i→i+3 )

= βi,i+3 · Di (oi ) + C ′′
i+3 (A4)

βi,i+3 = α · e−b·Ri+3(o2
i+3) and C ′′

i+3 = βi,i+3 · DO MC P
i→i+3 are

unrelated to oi .
By substituting (A3) and (A4) into (A1), the expected

distortion of unit Ui+3 can be obtained in (A5), as shown
at the bottom of the previous page, where Ci+3 = Pi+2,i+3 ·
C ′

i+3 + Pi,i+3 · C ′′
i+3 + Ki+3 is unrelated to oi .

E(Di+4) of (A2) can be obtained in a similar way.
First Di+4(oi , o∗

i+1, o∗
i+2, o∗

i+3, o1
i+4) is the distortion of the

affected unit in fi+4 when using Ui+3 as reference, which,
combined with (A5), can be represented in (A6), as shown at
the bottom of the previous page. βi+3,i+4 = α · e−b·Ri+4(o1

i+4)

and C ′
i+4 = βi+3,i+4 · (Ci+3 + DO MC P

i+3→i+4) are the terms
unrelated to oi .

In the same way, the distortion Di+4(oi , o2
i+4) of the

affected unit in fi+4 when using Ui as reference can be
obtained as

Di+4(oi , o2
i+4) = βi,i+4 · (Di (oi ) + DO MC P

i→i+4 )

= βi,i+4 · Di (oi ) + C ′′
i+4 (A7)

βi,i+4 = α · e−b·Ri+4(o2
i+4) and C ′′

i+4 = βi,i+4 · DO MC P
i→i+4 are

unrelated to oi . Thus by substituting (A6) and (A7) into (A2),
the expected distortion E(Di+4) of Ui+4 can be obtained
in (A8), as shown at the bottom of the previous page, where
Ci+4 = Pi+3,i+4 · C ′

i+4 + Pi,i+4 · C ′′
i+4 + Ki+4 is unrelated

to oi . As for the estimation of the expected distortions in
the following key frames, it can be sequentially obtained in a
similar way. For example, combined with E(Di+4) in (A8),
E(Di+8) can be represented in (A9), as shown at the bottom
of the previous page, where C̃i+8 and Ci+8 are both unrelated
to oi . Finally, E(Di+4m ) in the m-th GOP can be obtained
in (A10), as shown at the bottom of the previous page, where
Ci+4m represents all the terms unrelated to oi .
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