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Abstract— In this paper, we propose a zero-mean white
Gaussian noise removal method using a high-resolution frequency
analysis. It is difficult to separate an original image component
from a noise component when using discrete Fourier transform
or discrete cosine transform for analysis because sidelobes occur
in the results. The 2D non-harmonic analysis (2D NHA) is
a high-resolution frequency analysis technique that improves
noise removal accuracy because of its sidelobe reduction feature.
However, spectra generated by NHA are distorted, because of
which the signal of the image is non-stationary. In this paper,
we analyze each region with a homogeneous texture in the noisy
image. Non-uniform regions that occur due to segmentation are
analyzed by an extended 2D NHA method called Mask NHA.
We conducted an experiment using a simulation image, and
found that Mask NHA denoising attains a higher peak signal-
to-noise ratio (PSNR) value than the state-of-the-art methods if
a suitable segmentation result can be obtained from the input
image, even though parameter optimization was incomplete. This
experimental result exhibits the upper limit on the value of PSNR
in our Mask NHA denoising method. The performance of Mask
NHA denoising is expected to approach the limit of PSNR by
improving the segmentation method.

Index Terms— Image denoising, image segmentation, image
representation, edge detection, non-harmonic analysis (NHA).

I. INTRODUCTION

THE NOISE reduction problem for images involves
eliminating noise from an image to recover a cleaner

one. In this problem, the image in question is often defined
as the sum of the values of the relevant pixels of the clean
(noise-free) image and those of the corresponding pixels in
the noisy (random values) image. Denoising methods are used
for noise reduction and have a wide range of applications.
For example, Mairal et al. applied denoising methods to
deblurring, inpainting, and demosaicing [1], [2].

Many cases can be obtained with regard to the distri-
bution and strength of noise in an image. For example,
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Tian et al. closely analyzed noise at the circuit level [3].
Moreover, Hirakawa and Parks proposed a novel method to
remove practical noise from real-world applications. In a
closed approach, Xiao et al. proposed the restoration of images
distorted by mixed Gaussian noise and impulse noise. In this
paper, we propose a method for the removal of zero-mean
white Gaussian noise and compare it with other prevalent
techniques.

Numerous denoising methods have been developed in
diverse fields of research. Katkovnik et al. in their review
suggested a classification of denoising algorithms accord-
ing to two features: local/non-local and pointwise/multipoint
algorithms [6]. In local pointwise modeling, the size of the
support is restricted by the distance between the estimation
point and the observation point, and the estimator provides
an estimate only for a single point. Local polynomial approx-
imation (LPA) involves typical local pointwise models that
use fitting polynomials [7]. Local multipoint estimates are
calculated for all observation points used by the estimator
and can constitute an image block. In practice, k-means
singular value decomposition (K-SVD) [8] and Multi-scale
K-SVD (MS K-SVD) [9] are commonly used algorithms for
dictionary learning. The shape-adaptive discrete cosine trans-
form (SA-DCT), which is applicable to non-uniform blocks,
is used to analyze homogeneous regions [10]. Zhang et al.
proposed a local pixel grouping principal component analy-
sis (LPG-PCA) [11] that is classified into local and multipoint
methods. While both these methods focus on the neighborhood
of the observation point, a non-local (NL) LPG-PCA method
by contrast samples points from the entire image. NL-means
are further classed into non-local and pointwise methods, and
both involve obtaining weights from the entire image [12].
Block matching and 3D filtering (BM3D) algorithms are
known to be efficient and are classified into nonlocal and
multipoint methods [13]. This method achieves high sparsity
in the transform domain by grouping similar 2D image blocks
into 3D data arrays. A combination of non-local and local
methods has also been proposed in recent years. Yang et al.
proposed such a method, which also incorporated dictionary
learning and a non-local approach [14].

The multipoint methods reviewed by Katkovnik et al. are
typically based on thresholding in the transform domain using
orthogonal transforms. DFT and DCT are commonly used as
orthogonal transforms [15]. Their accuracy depends on the
size of the analysis window, and a signal cannot be analyzed
if its period is longer than that of the analysis window.
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Therefore, sidelobes are observed in the results of DFT or
DCT analysis when the input signal in the analysis window
does not have an integer value period.

To address the above-mentioned problem, Hirobayashi et al.
designed a high-resolution frequency analysis method
called non-harmonic analysis (NHA) [16]. NHA has been
used in numerous applications and delivers satisfactory
results [17]–[20]. It improves thresholding accuracy because
it expresses frequency using a line spectrum that can sup-
press sidelobes. Using a large analysis window increases
the frequency resolution of DFT and DCT but reduces their
spatial resolution. NHA can obtain a frequency of satisfactory
resolution with a relatively small window because it does not
depend on the size of the analysis window.

NHA assumes a stationary signal in the analysis window.
Therefore, non-stationarity in the analysis window produces a
sidelobe during frequency analysis.

A ringing artifact occurs because of sidelobe deletion during
thresholding. Chatterjee and Milanfar Chatterjee and Milanfar
proposed a cluster-based denoising method that focuses on the
structural similarity of an image. Regions with different tex-
tures separated by segmentation are all considered stationary
signals. Thus, the occurrence of a ringing artifact can prevent
us from securing stationary signals through segmentation.

The choice of threshold is an important problem in denois-
ing. Our aim in this paper is to increase the denoising quality
of an image through preprocessing. We will thus postpone
a discussion of the choice of threshold until future research,
and will only consider the possibility of improving image
denoising using 2D NHA and a segmented image in this paper.

Our proposed denoising method consists of two steps.
First, we expand the 2D NHA to a non-uniform shape to
correspond to the segmented image in order to conduct a more
accurate frequency analysis. Second, we consider an image
segmentation method in order to separate regions with spatial
stationarity due to noisy images.

The remainder of this paper is organized as follows: in
Section 2, we consider an open problem in frequency analysis
and present our high-resolution frequency analysis method
using 2D NHA. Moreover, we propose an edge-preserving
segmentation method that divides edges and homogeneous
regions in an image. We then indicate a limitation of our
approach through a denoising experiment that uses a simu-
lation image. In Section 3, we test the performance of our
proposed denoising method using natural images. Section 4
contains our conclusions.

II. PROPOSED METHOD

The analysis of images using DFT and DCT leads to
sidelobes when the period of the signal in the analysis window
is not an integer value. Hence, sidelobes and noise cannot be
completely distinguished from the amplitude of DFT and DCT.
Sidelobe reduction occurs often in thresholding denoising. A
method for the analysis of sidelobe suppression is thus needed
to solve this problem. Non-harmonic analysis, proposed by
Hirobayashi et al., can distinguish the components of the
original signal from those of the noise signal in a noisy image
because it estimates frequency as a line spectrum. NHA is

Fig. 1. The difference in frequency expression in a noisy environment
between (a) traditional frequency analysis, and (b) high-frequency resolution
analysis.

more effective than DCT in this context and thus is more
suitable for thresholding. However, analysis using NHA leads
to distorted results in case of non-stationary signals because
like DFT and DCT, NHA assumes the stationarity of the
signals of the analysis window. Further, sidelobes occur if an
image containing edges is analyzed. To address this problem,
we separate the homogeneous region in an image using image
segmentation. However, every region contains a non-uniform
shape as a result of segmentation because like DCT, 2D NHA
uses a rectangular window. For the analysis of segmented
images, 2D NHA needs to be adapted to nonrectangular
windows. Our proposed method proceeds as follows:

1) Extract edges from a noisy image.
2) Define the edge regions through binary dilation of edges.
3) Remove the edge regions from the noisy image.
4) Apply texture segmentation to the image with the edges

removed.
a) For each layer obtained from segmentation, do the

following:
i) Define the masking matrices from the segmen-

tation results. The focused layer is assigned the
value 1 and other layers are assigned 0.

ii) Extract patches from the layer of interest.
iii) Calculate spectra for each patch using mask

NHA.
iv) Apply thresholding to obtain spectra for each

patch.
v) Obtain the restored patches.

vi) Obtain the restored layer by a synthesis of the
patches.

5) Obtain restored image by combining all layers.

A. 2D NHA

The 2D DFT in the spatial frequency domain is expressed
as follows:

X (k, l) =
N−1∑

k=0

M−1∑

l=0

I (n1, n2)e
− j2π(

kn1
N + ln2

M ). (1)

In this equation, N and M represent the size of the data, and
I is the image signal. The short Fourier transform assumes a
completely periodic signal in an N×M analysis window.

The frequency resolution of DFT is limited by the integer
period of k

N . If the period of the signal in the analysis window
has a non-integer value, sidelobes are observed in the results.
In an analysis of DFT, the frequency resolution is chosen
according to the change in analysis window size. However,
NHA estimates the Fourier coefficients by using sinusoidal
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Fig. 2. Ringing artifact due to thresholding.

wave fitting [16]. The 2D sinusoidal model used by NHA is
as follows:

I (n1, n2) = Âcos

(
2π

f̂x

fxs

n1 + f̂ y

fys

n2 + φ̂

)
. (2)

Here, Â is the amplitude of the sinusoidal model, f̂x and f̂ y

represent spatial frequencies, and φ̂ denotes the phase parame-
ter of the model. fxs and fys are sampling frequencies that are
defined as fxs = 1

δx and fys = 1
δy , respectively. Furthermore,

the two axes of the image domain correspond to x and y.
The 2D NHA estimates frequency by minimizing the mean
squared error (MSE) between the target signal and the model
signal, and is determined by the method of steepest descent.
The frequency parameters are calculated as follows:

F( Â, f̂x , f̂ y, φ̂) = 1

N1 N2

N1−1∑

n1=0

N2−1∑

n2=0

{I (n1, n2) − Î (n1, n2)}2.

(3)

The above expression is solved as an optimization prob-
lem using the coefficient of 2D DCT as the initial value.
In frequency analysis using DCT in general, the frequency res-
olution depends on the window size. The original signal can be
distorted by the removal of the sidelobe through thresholding.
This is the obstacle to denoising. NHA can suppress sidelobes
using high-frequency resolution. Fig. 1 shows the difference
in frequency expressions between a traditional analysis and a
high-frequency analysis. As can be seen, sidelobes occur in the
results of traditional analysis (left). High-frequency resolution
analysis can distinguish the original signal from the noise
signal, as shown in Fig. 1 (right).

B. Mask NHA

Image denoising using domain transformation often
employs a block unit called a “patch.” The smoothing effec-
tiveness of denoising increases with the patch size. However,
the likelihood of the edge mixing with the patches increases
when using large patches. The edge is transformed into the
sinc function by DFT. When part of the sinc function in the
frequency domain is removed by thresholding, the restored
image includes a ringing artifact. The edge details are hence
lost by thresholding because sidelobes always occur as a
result of the analysis of edges. The detailed deletion in the
thresholding process is shown in Fig. 2. Edges in the image
represent non-stationary signals. Hence, denoising needs to be
applied to stationary signals to prevent detail deletion.

Fig. 3. Non-uniform analysis window occurred for the block contained two
uniform region.

If the analysis window contains regions of different textures
adjacent to each other, the corresponding signal in the analysis
window is non-stationary. To minimize the influence of signal
non-stationarity, it is necessary to exclude edges and different
textures from the analysis window. Hence, the input signal in
the analysis window needs to be masked. The masking area
is obtained from image segmentation results.

In segmentation, the noisy image is classified into
two regions, the edge region and the texture region.
Moreover, texture region is classified into multiple regions
using spatial similarity. Note that similar textures are classified
into the same cluster and can be considered nearly stationary
signals. Therefore, patches extracted from arbitrary regions can
be considered approximate stationary signals.

However, the patch located on the segment boundary
can contain different regions. Following segmentation, image
regions contain non-uniform shapes, and thus 2DNHA needs
to be adapted to a window of flexible shape. Non-uniform
regions occur near the boundary of the region, as shown
in Fig. 3. The target region is represented by �, and the
remaining region is represented by �̄.

Therefore, we need to improve part of the 2D NHA algo-
rithm. In order to differentiate between � and �̄, our proposed
method employs a weighting factor of w(n1, n2) constructed
using binary information. This weighting factor is the masking
matrix. When the outer region is represented in an image I ,
w(n1, n2) is 0. When the target region is represented in an
image I , w(n1, n2) is 1. Moreover, in order to calculate a cost
function that excludes �̄, we improve the cost function given
in Eq. (3) as follows:

F( Â, f̂x , f̂y , φ̂) = 1

N1 N2

N1−1∑

n1=0

N2−1∑

n2=0

w(n1, n2)

×{I (n1, n2) − Î (n1, n2)}2. (4)
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Fig. 4. Segmentation result by Edge-preserving segmentation, on the lenna image. (a) Lenna image, (b) segmentation result of Lenna image.

Using this cost function, we can extract the spectrum from �
excluding �̄. Furthermore, � must be given a temporary
value when initial values are assigned by the fast Fourier
transform (FFT). The spectral structure must retain its shape
in order to enable convergence to the global minimum in our
proposed method. The algorithm of our proposed method is
as follows. The median value or mean value of the known
region �̄ is first applied to the missing region �. Initial values
Â, fx , fy , and φ̂ are then assigned using FFT. By considering
Eq. (4) as the cost function, this nonlinear problem is converted
into a minimization problem, and f̂x , f̂ y , and φ̂ are determined
by repeatedly using the method of steepest descent.

C. Edge-Preserving Segmentation

An image needs to be divided into clusters without edges in
order to prevent ringing artifacts. However, the boundary defin-
ition of each region with uniform texture is difficult to provide
using existing segmentation methods. Thus, it is difficult to
determine the boundary of a region within a noisy image.
In particular, the segmentation of a noisy image often causes
errors. Therefore, the segmentation of noisy images contains
fuzziness in the choice of the region boundary. We believe
that these fuzzy boundaries should be defined as edge regions.
Specifically, the noisy image is separated into homogeneous
textures and edge regions. Therefore, in our method, we first
extract the edges from a noisy image and then define the edge
regions. Boundary distortion due to segmentation is reduced by
defining the texture boundaries. Fig. 4 shows the segmentation
results of edge-preserving segmentation on the “Lenna” image,
where the white line indicates the boundary of each region.

D. Edge Detection

We use Canny edge detection [22], which is commonly
used to identify edge position. It uses a smoothing process
prior to edge detection. The smoothing method often uses a
Gaussian filter, but this distorts the edge position if it is used in
Canny edge detection. An edge-preserving smoothing method

is thus needed. Liu et al. improved the accuracy of Canny
edge detection by using bilateral filtering [23], [24]. A bilateral
filtering is an edge-preserving filter that uses weights defined
according to the difference of pixel luminance between the
pixel of interest and its neighboring pixels. The bilateral filter
can be expressed as follows:

F(x) =
∫ ∞
−∞

∫ ∞
−∞ I(ξ )w(ξ , x)dξ

∫ ∞
−∞ w(ξ , x)dξ

(5)

where

w(ξ , x) = exp

(−(ξ − x)2

2σd
2

)
exp

(−(I(ξ) − I(x))2

2σr
2

)
. (6)

I and F above denote the input image and the
output image, respectively, x and ξ represent spatial variables,
and σd and σr , represented by a standard deviation, character-
ize the filter intensity and edge sensibility, respectively. This
Canny algorithm in our edge detection remains unchanged in
the other step except for its bilateral filtering stage.

E. Segmentation

Two well-known strategies for image segmentation are
region growing and region merging. Region growing is a
method to iteratively expand the initial region, and region
merging combines the over-segmented results. These methods
cannot be used without prior knowledge of the image in
question. We thus use the mean shift-based image segmen-
tation proposed by Comaniciu and Meer [25]. The mean shift
algorithm searches for local maximum density points in a
feature space [26]. Christoudias et al. proposed a method to
segment images by applying mean shift to the image feature
space. Moreover, mean shift does not require information
regarding the number of segments.

Mean shift is used in the kernel density function as follows:

f̂h,K (x) = ck,d

nhd

n∑

n=1

k

(∥∥∥∥
x − xi

h

∥∥∥∥
2
)

(7)
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x in the above is a variable vector, xi represents sample
vectors, k is the kernel function, h the band parameter, and
ck,d is the normalization constant. The kernel density function
constructs a curved surface and its local maximum is derived
through iteration. The derived function for k(x) is defined as
follows:

g(x) = −k ′(x).

Therefore, the recursion for convergence to the local maximum
can be written as:

y j+1 =
∑n

i=1 xi g

(∥∥∥
y j −x i

h

∥∥∥
2
)

g

(∥∥∥
y j −x i

h

∥∥∥
2
) . j = 1, 2, . . . (8)

Image segmentation using mean shift is obtained through
grouping based on the distance between each convergence
point yi,1 = xi and its neighboring points. Image segmentation
through the mean shift algorithm is available in the Edge
Detection and Image Segmentation (EDISON) system devel-
oped by the Robust Image Understanding Laboratory (RIUL)
at Rutgers University [27]. The summary of image segmenta-
tion through EDISON is as follows:

1) Mean shift segmentation

a) Obtain N convergence points {zi }i=1,...,n by mean
shift.

b) Group each point zi with its neighboring points
comparing zs

i , zr
i and hs , hr , respectively.

c) Obtain P clusters {C p} through weighted averag-
ing. The weight is obtained from the edge intensity.

d) Assign label Li = {p|zi∈z p} to each input
vector zi to use indices of clusters p.

In the above, zi and {zi }i=1,...,n denote the vectorized input
image and the convergent points obtained by the mean shift
algorithm, respectively. The subscripts s and r denote spatial
and range components of a vector, respectively. and in the
above denote spatial and range bandwidths, respectively.

F. Advantage of the Proposed Method

Our method performs satisfactorily if image segmentation
is ideally carried out. The test images used in our experiment
consisted of textures of two patterns, each of which separates
vertically at the center of the images. Each pattern consists of
three sinusoidal waves of different frequencies. Fig. 5a shows
the tested image.

For our experiment, we assumed that texture segmentation
was ideally performed. Therefore, masking matrices were
properly formed for each pattern.

Moreover, the universal threshold proposed by Donoho and
Johnstone was unavailable for the results of Mask NHA. Thus,
we did not use this thresholding and instead employed an ideal
choice of threshold in the experiment.

The ideal thresholding is implemented using spectral extrac-
tion that minimizes the difference between the thresholding
result of the restored image and that of the clean image.
Specifically, the results of this experiment reveal the limitation

Fig. 5. Denoising results of the proposed method and two state-of-the-
art denoising methods. (a) Clean Image. (b) Noisy σ = 30. (c) SA-DCT.
(d) BM3D. (e) Proposed.

TABLE I

DENOISING PERFORMANCE OF EACH METHOD

of our method. We plan to consider the choice of threshold in
Mask NHA in future research.

We tested the performance of our method against that
of SA-DCT and BM3D, two state-of-the-art methods.
Figures 5b-5e show the denoising results for SA-DCT, BM3D,
and our proposed method. Table I lists the quantitative eval-
uation results according to peak signal-to- noise ratio (PSNR)
as a qualitative measure. We can see that the proposed method
is superior to the two state-of-the-art methods at every noise
intensity value.

III. EXPERIMENTAL RESULTS

In this section, we present and discuss the experimen-
tal results obtained from natural image denoising using our
proposed method. We selected target images with varying
features, such as a landscape and a portrait. The target images
were selected from a traditional image database and the
Laboratory for Image and Video Engineering (LIVE) image
database at the University of Texas at Austin. The target
images were assumed to be noise-free, and the noisy images
consisted of noise-free images and those with additive white
Gaussian noise (AWGN).

The proposed method needs to determine the values of sev-
eral parameters according to the target images. Its performance
is thus dependent on the values of these parameters. The values
of the parameters should be chosen from the input images
because the values of optimal parameters vary according to
the nature of the input signal.

However, we used constant parameters throughout this
experiment except in the spectral thresholding process. Each
parameter was calibrated for the “Cameraman” image.
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Fig. 6. Restored images of Bikes using each method. (a) Original Image. (b) Noisy σ = 25. (c) SA-DCT. (d) BM3D. (e) Proposed Method.

The smoothing process using a bilateral filter described
in Section is controlled by two standard deviations and the
window size. We chose values of 5 and 0.08 for σd and σr ,
respectively, and set the window size to 5×5. These constants
were empirically determined to enable us to extract objects in
the “Cameraman” image.

We used two threshold values in Canny edge detection.
Each threshold value was automatically calculated by using
the histogram of a differential image [28].

We used the EDISON system implemented in C++ for
mean shift segmentation. Each parameter was set according to
the initial settings of the EDISON system; therefore, no other
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TABLE II

SUMMARY OF ALL DENOISING PSNR RESULTS

TABLE III

SUMMARY OF ALL DENOISING MAE RESULTS

parameters required setting. However, the minimum region
size used was 8×8 and the edge strength threshold was 0.1.
These values were also determined empirically. The same
as section II-F, the threshold of the spectral extraction was
determined using the original image.

Table I I , Table I I I , and Table I V show the denois-
ing results. Fig. 6 shows the denoised images obtained
through the proposed method as well as the two afore-
mentioned state-of-the-art methods used for performance
comparison.

In Fig. 6, our method appears to restore the detail of the
tire more clearly than other methods. Table I I shows that
our method performs better in terms of the PSNR comparison
than both SA-DCT and BM3D for eight of the 12 images used

in our experiment. However, the comparison results based on
structural similarity (SSIM) index values listed in table IV
yield a different perspective. SSIM may be much closer to
the MSE than some might claim [29]. In this paper, we used
SSIM as an objective evaluation indicator and found that our
proposed method outperforms the other methods for only three
images. With regard to noise intensity, the proposed method is
effectively between σ = 10 and σ = 25. However, BM3D is
better than our method when the lowest intensity or highest
intensity. Table III shows that our method yields better mean
absolute error (MAE) results than the other methods for three
images. With regard to noise intensity, the proposed method is
robust between σ = 10 and σ = 20. These results show that
our method can satisfactorily reproduce the details of images.
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TABLE IV

SUMMARY OF ALL DENOISING SSIM RESULTS

Our method seems to be able to obtain better results when the
image in question contains an explicit edge.

In this paper, we aimed for accurate image analysis using
homogeneous texture segmentation. The performance of our
method depends on preprocessing, each function of which is
controlled by several parameters.

This experiment showed that our method can obtain denois-
ing results comparable with those of state-of-the-art meth-
ods in spite of constraints. In this paper, edge-preserving
segmentation was provisionally implemented. However, the
implementation described above is incomplete. Image segmen-
tation was used to secure the stationarity of the frequency, but
the input feature vectors used for segmentation represented
features of the spatial domain. We think that frequency domain
features should be used in image segmentation instead. For
instance, we can use DFT or DCT coefficients to search
for similar frequency patches as arbitrary position patches.
These coefficients are thus a suitable frequency feature for
our purposes.

IV. CONCLUSION

In this paper, we proposed a novel noise-reduction method
for images using image segmentation. Our proposed denois-
ing method uses high-resolution analysis, called 2D NHA.
However, 2D NHA is unable to accurately analyze non-
stationary signals because part of the spectrum required to
restore the image is lost while determining a threshold for the
non-stationary patch. We thus proposed an edge-preserving
segmentation method implemented by a compounded method
consisting of Canny edge detection and a mean shift
algorithm.

However, non-uniform patch analysis needs to be handled
in order to process the segmented image. We thus adapted the
2D NHA method to non-uniform patches. In a pretest, our
proposed method was compared with state-of-the-art methods
for an artificial image. The result showed that our method

can obtain results comparable with those of the state-of-the-
art methods by using image segmentation.

Finally, we compared the denoising results of the proposed
method with the state-of-the-art methods using natural images.
The proposed method outperformed the other methods with
regard to PSNR comparison, but was inferior to them with
respect to SSIM values. In addition, a comparison of the MAE
showed that pixel differences yield a similar result to the PSNR
value. This indicates that denoising can be facilitated by image
segmentation and edge preservation.

The main limitation of our work is that the performance
of the proposed method is dependent on the parameters in
the partial processes. In future research, we plan to replace
edge-preserving segmentation with a superior method. For
instance, the edge regions and homogeneous regions should
be defined using frequency domain parameters. Further, we
need to consider a method to determine the threshold values.
Thus, there is room for improvement in subsequent research.
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