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Deep Feature Learning for Intrinsic Signature Based Camera
Discrimination
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Abstract: In this paper we consider the problem of “end-to-end” digital camera identification by considering sequence

of images obtained from the cameras. The problem of digital camera identification is harder than the problem of

identifying its analog counterpart since the process of analog to digital conversion smooths out the intrinsic noise in

the analog signal. However it is known that identifying a digital camera is possible by analyzing the camera’s intrinsic

sensor artifacts that are introduced into the images/videos during the process of photo/video capture. It is known that

such methods are computationally intensive requiring expensive pre-processing steps. In this paper we propose an

end-to-end deep feature learning framework for identifying cameras using images obtained from them. We conduct

experiments using three custom datasets: the first containing two cameras in an indoor environment where each

camera may observe different scenes having no overlapping features, the second containing images from four

cameras in an outdoor setting but where each camera observes scenes having overlapping features and the third

containing images from two cameras observing the same checkerboard pattern in an indoor setting. Our results

show that it is possible to capture the intrinsic hardware signature of the cameras using deep feature representations

in an end-to-end framework. These deep feature maps can in turn be used to disambiguate the cameras from

each another. Our system is end-to-end, requires no complicated pre-processing steps and the trained model is

computationally efficient during testing, paving a way to have near instantaneous decisions for the problem of digital

camera identification in production environments. Finally we present comparisons against the current state-of-the-art

in digital camera identification which clearly establishes the superiority of the end-to-end solution.
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1 Introduction

The availability and use of network connected digital
cameras have increased dramatically in the later half of
2020. This growth has been driven by the widespread
use of Artificial Intelligence (AI) enabled Internet-of-
Things (IoTs), the progress in building self driving
vehicles and the easy access to cloud based storage
services for storing, sharing and computing with the
data generated by these cameras. For example, network
connected digital cameras are used in smart surveillance
systems for security at homes and connected cities (smart
cities)[1, 2], smart traffic monitoring systems for real time
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tracking of traffic flows, congestion and accidents[3], self
driving cars for real time autonomous driving[4], and face
recognition based security systems[5] for access control
and monitoring of highly secured facilities. Apart from
these, there are myriad other application areas where AI
enabled systems rely on input from network of cameras
for performing specialized tasks.

It must be noted that the AI algorithms learning from
multi-sensor data assume that the same is representative
of the underlying data generation process (distribution).
More precisely, an important assumption of the AI
algorithms powering these systems is that the data
being generated from the network of sensors (for
example a network of digital cameras) are reliable and
depict the true state of the world being observed. In
other words they assume that the data being obtained
from the sensors (or cameras) are not fakes. The
advent of deep networks[6] along with the hardware
to train and deploy systems using deep architectures,
have made it possible to use these structures in
applications across different domains. For example, deep
networks have been successfully applied to problems
in computer vision[7], cyber security[8], computational
fluid dynamics[9], medical imaging[10] as well in remote
sensing systems[11]. It is no wonder that they have also
found successful application in building systems for
creating “realistic deep fakes”. A “deep fake” of a sensor
output is an artificially constructed “realistic looking”
fake sensor output obtained using a deep generator
architecture, such that it is not possible to distinguish
it from the real sensor data[12]. Deep fakes have been
successfully constructed for different types of sensor
data including voice, video, and image[13]. With the
possibility of having deep fakes being used as inputs
to an AI inference system, the foundational assumption
of the AI algorithms powering these “smart systems”
have been demolished. Today we can create realistic
looking “deep fakes” that can fool humans into accepting
an alternative version of the reality. This in turn poses
serious challenges to AI powered systems that rely on
data for inference, since now the data can easily be
falsified in a way that it is not possible to distinguish
between the real and the un-real.

Broadly there are two consequences of using “fake”
data with AI systems: when used during training the
resulting model will be faulty and will not work well
during testing. However when used with models trained
on the real data (and hence correct models), it will
lead the AI system to make wrong inference during the

testing phase. Note that both consequences are the same,
namely, faulty inference during testing. Generally, it
is harder to trample with the AI algorithm during the
training phase due to the rigorous validation that is often
times applied during this phase. However, it is easier
to attack a trained AI system by feeding it faulty data
during testing as it is in general harder to notice and stop
such attacks in production. For example, self driving cars
use data from a set of sensors in order to make real time
driving decisions. An important set of sensors for such
tasks is the vision sensors (digital cameras and LiDAR
sensors) that capture images, point clouds and videos
of the surrounding environment. These are used as
inputs to the AI inference engine which makes estimates
about the state of the operating environment using this
data. Finally these estimates along with estimates from
other similar systems are used to make real time driving
decisions. It is not hard to imagine what would happen if
the data from the cameras are maliciously altered during
the operation of a self driving vehicles. Thus one may
replace the feed from the front cameras to show that
the road ahead is empty when it is actually not, leading
to a fatal crash. This happens as the AI engine has no
way to recognize that the data it is being fed is fake.
This behooves us to build systems for identifying and
isolating maliciously altered data before it can be used
as input to an AI inference engine.

It must be noted that the general problem of “deep
fake” detection is hard and there is no solution that works
for all possible scenarios. For example the problem of
identifying and isolating maliciously created images can
be formulated as follows: given an image I we want to
determine whether it was generated by any one of the
cameras fC1; : : : ; Cng. Note that in order to solve this
problem we need to characterize the joint distribution
of the image space of the cameras fCi ; i D 1; : : : ; ng

as detecting a fake image is equivalent to identifying
an item in the complement of the space of the joint
distributions. This problem is known to be hard and
there is no known algorithm for solving this problem
in the general setting. One way of efficiently solving
this problem is through the idea of “hardware based
camera signatures”. Every digital camera has intrinsic
hardware characteristics that are superimposed onto the
images captured by the camera. If it is possible to “learn”
these intrinsic hardware characteristics from the images
captured by a digital camera, it would be possible to
uniquely identify the given camera. Finally, if this can
be done for each of the cameras fCi ; i D 1; : : : ; ng, then
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it would be possible to uniquely characterize the space
of all the cameras. Under this setting, given an image
I , the system would infer the intrinsic digital camera
features from the image and compare it with the known
camera features in order to make a determination of
the origin of the image. Thus the core of this solution
is a system to automatically learn the hardware based
intrinsic digital camera features from a given sequence of
images. Note that given such a system, it would also be
possible to identify a digital camera given an image from
the same. Motivated by the aforementioned observation,
in this paper we address this problem by designing and
implementing an end-to-end system for digital camera
identification using deep feature representations from
the raw digital camera images.

The use of end-to-end systems for learning hardware
based signatures for spoof detection and sensor
identification is not new and has been used in other
domains before. For example, in the domain of
wireless security, the task of radio frequency transmitter
identification is important to guard against malicious
spoofing attacks. Radio frequency (RF) emitters have
intrinsic characteristics that are introduced during the
manufacturing process due to imperfections in the
fabrication systems. These imperfections introduce
unique signatures into the emitted signals that can be
learned and exploited for RF emitter identification. For
example, Roy et al.[8] designed and implemented an end-
to-end system for rogue transmitter detection and emitter
identification using hardware signatures learned from
raw signal data. Their system could not only identify and
isolate malicious emitters, but could also identify known
transmitters using their hardware signatures learned with
a deep feature learning framework. Digital cameras
are nothing but electromagnetic sensors that operate
in the visual region of the electromagnetic spectrum
(EM spectrum) and hence are similar to RF transceivers
albeit the fact that the operating frequencies are different.
Consequently, it should be possible to design and build
digital camera identification systems in an end-to-end
setting using the raw image data. In this paper we take
a step in that direction by designing and building such
a system and establishing its efficacy using real world
custom datasets.

The problem of digital camera identification is harder
than the problem of identifying its analog counterpart
since the process of analog to digital conversion smooths
out the intrinsic noise in the analog signal. However it
is known that identifying a digital camera is possible

by analyzing the camera’s intrinsic sensor artifacts that
are introduced into the images/videos during the process
of photo/video capture even though such methods are
computationally intensive. This problem has been
studied for a long time and recently several efficient and
robust algorithms for solving this problem have been
proposed. It must be noted that most of these solutions
have been based on the state-of-the-art algorithm
proposed by Lukas et al.[14] The crux of this algorithm
is to learn the so-called “sensor pattern noise” from the
images using wavelet-based denoising filter. Though this
method is efficient, it is computationally intensive and
time consuming and hence hard to use in practice.

In this paper we propose an end-to-end system
for identifying digital cameras using video sequences
obtained from them with a deep feature learning
framework. We conduct experiments using three custom
datasets: the first containing two cameras in an indoor
environment where each camera may observe different
scenes, the second containing images from four cameras
in an outdoor setting but having the same characteristics
as the previous dataset in that each camera may
potentially observe different scenes and the third
containing images from two cameras observing the
same checkerboard pattern in an indoor setting. Our
results show that it is possible to learn deep feature
representations using an end-to-end system that can
capture the intrinsic hardware signature of the cameras,
which can then in turn be used to disambiguate the
cameras from each another. Moreover our system is
end-to-end, requires no complicated pre-processing
steps and the trained model is computationally efficient
during testing proving a way to have near instantaneous
decisions in production environments. Succinctly, our
contributions in this paper can be summarized as follows:

(1) Propose, design, and implement a deep learning
based end-to-end digital camera identification system
using implicitly learned intrinsic features of the cameras
obtained from sequence of images obtained from them.

(2) Curate extensive datasets both in indoor and
outdoor settings with the goal of testing the efficacy
of our algorithm for digital camera identification. The
datasets have been collected with different sets of
cameras under different settings with the goal of making
the identification task realistic.

(3) Establish the efficacy of our proposed end-to-end
approach for camera identification through experiments
using the curated dataset and comparisons with the state-
of-the-art method proposed by Lukas et al.[14]. Precisely,
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we show that our method is more accurate and takes less
time on the same set of images and the same hardware
platform.

The rest of the paper is organized as follows. In
Section 2 we present a small survey of the previous work
in digital camera identification and then we describe our
system in Section 3, the datasets in Section 4 and present
the results of our experiments in Section 5. Finally
we discuss and conclude our work in Sections 6 and
7, respectively.

2 Previous Work

The problem of identifying a digital camera from
image based features has been studied for more than
a decade. One of the original motivations for studying
this problem was the possibility of its use in forensic
investigations where there is need for connecting an
image with a specific camera. As noted before, cameras
have intrinsic hardware signatures due to manufacturing
irregularities in the image capture system which create
unique fingerprints in the images obtained from a given
camera. It is possible to isolate these features in order to
learn an unique signature for a given camera that can be
used for identification.

In Ref. [14] the authors presented a digital camera
identification system using the idea of sensor pattern
noise. For each camera they identified and extracted
a reference pattern noise that was used as a unique
identification fingerprint for the camera. This was done
by averaging the noise obtained from multiple images
using a denoising filter. Finally, given an image they used
a correlation detector to check for the presence of the
noise fingerprint as a spread spectrum watermark in the
image. The authors presented experimental results with
320 images collected from digital cameras of various
makes and models to establish the efficacy of this system.
One of the drawbacks of this method is the time required
to extract the image reference fingerprint and detect its
presence in a test image. As a result, though this method
is accurate, its use is limited to scenarios where there
are a small number of images and/or cameras or where
computation time is not a factor in the choice of the
algorithm. Hence this method is not suitable for large
scale deployments of digital cameras as is the case today
especially with the advent of IoTs and self driving cars.

Similarly in Ref. [15] the authors used the idea
of interpolation in the color surface of an image
due to the use of a color filter array (CFA) in a

digital camera, for creating a blind source camera
identification system. They used a set of image
characteristics in conjunction with a support vector
machine based multi-class classifier to determine the
originating digital camera from a given image. In a
similar manner, the authors in Ref. [16] proposed a
new feature based approach using the idea of photo
response non-uniformity (PRNU) noise for the problem
of source camera identification. Their method works
by choosing the features which are robust for image
manipulations. The PRNU noise is extracted from the
images using wavelet based denoising method and
represented by higher order wavelet statistics which are
invariant features for image manipulations and geometric
variations. These features are used as input to a support
vector machine classifier to identify the source camera
for a given image. In Ref. [17] the authors study the
robustness of digital camera identification methods based
on the use of convolutional neural networks whereas in
Ref. [18] the authors proposed a convolutional neural
network (CNN) architecture for the problem of source
camera identification using images from mobile devices.
Though they reported an accuracy of around 98 % their
results are limited to images from mobile phones which
mostly consist of images of faces, the dataset being part
of the Mobile Iris Challenge Dataset[19]. In this work
we present an end-to-end system for the task of digital
camera identification, similar to the one proposed by
Ref. [18], but present experimental results on a more
diverse dataset containing images from smart phone
cameras and webcams in indoor and outdoor settings.
Our accuracy tracks the hardness of the dataset. Finally,
our system does not involve any complex pre-processing
steps and can scale to a large number of sources without
any significant redesigning of the network.

3 Method

We implemented a deep neural network for the task of
digital camera identification using raw (or slightly pre-
processed) images from a camera as input. Our network
takes an image and classifies it as being taken by one
of the known cameras that the system was trained to
identify. Succinctly, we assume that there are n cameras
fC1; C2; : : : ; Cng and we have training data from each
of these cameras, which are used for training a neural
network model M for the task of camera identification.
Given a test image I , the model outputs an index i
identifying the camera which was used to obtain this
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image.
Intuition: The process of digital image acquisition

using a camera superimposes the hardware
characteristics of the image acquisition hardware
on the acquired image. Succinctly, I D Is ˚ In where
˚ is the convolution operation, it Is the image signal,
and In is the noise signal. This convolution in the
signal space creates an unique pattern in the image
that can be extracted to form a unique signature for
the camera. However the signature extracted from a
single image will also contain intrinsic properties of
the image scene and hence this signature will vary
from image to image. In order to smooth out the image
specific features, one needs to average out the image
centric noise across several images obtained from the
camera. Intuitively this “average noise pattern” can
be used to uniquely identify a camera. Though this is
intuitively appealing, it is computationally intensive
to obtain this pattern and use it with images in real
time for camera identification. Current state-of-the-art
methods use signal processing for extracting the noise
pattern and hence can be considered to be expert
engineered methods. However, recently deep learning
based automatic feature learning techniques have
shown promise for a variety of tasks. These methods
are capable of learning feature embeddings from the
training data and can excel at certain types of learning
tasks. Convolutional neural networks are a variation of
these architectures that can be used to learn image based
features. Since a given image I is a convolution of the
image signal Is and the noise signal In, it is natural to
expect that convolutional networks will be able to learn
noise based features from I through the use of properly
designed filters. We expect these features to have enough
discriminative information to identify a given camera.
Our approach is motivated by this intuition and we use a
well known convolutional network for this task. Next
we describe the neural network architecture used for this
purpose.

Network architecture: We start by noting that the
problem of digital camera identification is a classification
problem as our goal is to assign an input image to one
of the n classes, each class identifying with one of
the cameras fCi ; i D 1; : : : ; ng. Rather than designing
our own deep neural architecture for this problem,
we decided to use one of the several deep network
architectures that are known to work well for the task
of image classification. It is known that the accuracy
of deep network based classification methods depends

on the quality of the feature representations learned
by the network. Hence in order to select a network
for this task we need to consider the quality of the
feature representations being computed by the network.
Based on this consideration we decided to use the
GoogleNet[20] architecture as it is known to learn good
dicriminative features for the task of image based
classification[21]. The GoogleNet architecture is shown
in Fig. 1 and our modifications to the same is shown

• A linear layer with softmax loss as the classifier (pre-
dicting the same 1000 classes as the main classifier, but
removed at inference time).

A schematic view of the resulting network is depicted in
Figure 3.

6. Training Methodology

GoogLeNet networks were trained using the DistBe-
lief [4] distributed machine learning system using mod-
est amount of model and data-parallelism. Although we
used a CPU based implementation only, a rough estimate
suggests that the GoogLeNet network could be trained to
convergence using few high-end GPUs within a week, the
main limitation being the memory usage. Our training used
asynchronous stochastic gradient descent with 0.9 momen-
tum [17], fixed learning rate schedule (decreasing the learn-
ing rate by 4% every 8 epochs). Polyak averaging [13] was
used to create the final model used at inference time.

Image sampling methods have changed substantially
over the months leading to the competition, and already
converged models were trained on with other options, some-
times in conjunction with changed hyperparameters, such
as dropout and the learning rate. Therefore, it is hard to
give a definitive guidance to the most effective single way
to train these networks. To complicate matters further, some
of the models were mainly trained on smaller relative crops,
others on larger ones, inspired by [8]. Still, one prescrip-
tion that was verified to work very well after the competi-
tion, includes sampling of various sized patches of the im-
age whose size is distributed evenly between 8% and 100%
of the image area with aspect ratio constrained to the inter-
val [ 34 ,

4
3 ]. Also, we found that the photometric distortions

of Andrew Howard [8] were useful to combat overfitting to
the imaging conditions of training data.

7. ILSVRC 2014 Classification Challenge
Setup and Results

The ILSVRC 2014 classification challenge involves the
task of classifying the image into one of 1000 leaf-node cat-
egories in the Imagenet hierarchy. There are about 1.2 mil-
lion images for training, 50,000 for validation and 100,000
images for testing. Each image is associated with one
ground truth category, and performance is measured based
on the highest scoring classifier predictions. Two num-
bers are usually reported: the top-1 accuracy rate, which
compares the ground truth against the first predicted class,
and the top-5 error rate, which compares the ground truth
against the first 5 predicted classes: an image is deemed
correctly classified if the ground truth is among the top-5,
regardless of its rank in them. The challenge uses the top-5
error rate for ranking purposes.
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Figure 3: GoogLeNet network with all the bells and whistles.
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Fig. 1 GoogleNet architecture.
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in Fig. 2. Note that GoogleNet contains a total of 27
layers with nine Inception modules and the input to this
architecture accepts an image of dimension 224 � 224.
We modified this network minimally by adding one extra
output layer having n nodes to represent the n output
classes corresponding to the cameras and trained the
network to identify the camera given an input image.

Training: We trained the network with three different
datasets: the first containing two cameras, the second
having four cameras, and the final one with two cameras.
For the two class classification we used the binary cross
entropy loss with the sigmoid activation function in the
last layer and for the four class classification we used the
sparse categorical cross entropy loss[6] with the softmax
activation function in the final layer. We used the
ADAM optimizer with a learning rate of lr D 0:0001

and initialized the weights of the network with the
Glorot initializer[22] before starting the training. Note

that GoogleNet uses an input of size 224 � 224 whereas
in our case the input images had different sizes as shown
in Table 1. As a result we needed to resize the images to
224 � 224 before feeding them into the network.

4 Datasets

For this work we used three custom built data sets: we
call the first dataset “the two camera data”, the second
dataset “the four camera data”, and the third dataset “the
checkerboard data”. Next we describe each of these
datasets while explaining their unique characteristics.

4.1 Two-camera dataset

The two-camera dataset was collected in an indoor
setting using a robot mounted with four Google Pixel
4 smartphones, two of which were used at any given
time to collect the data. A continuous video feed was
obtained using the cameras of the Pixel 4 phones, while

FC
4

Sigmoid

Softmax 
activation

Output

Output

GoogleNet

GoogleNet

FC
1

Fig. 2 Camera identification system architecture.

Table 1 Metadata for each of the datasets used for experiments.
Dataset name Image size # Images

Two Camera
(Indoor)

Recording 1 Front 1080 � 1920 1829
Recording 1 Back 1080 � 1920 1727
Recording 2 Left 1080 � 1920 1441

Recording 2 Right 1080 � 1920 1351
Recording 3 Left 720 � 1280 13926

Recording 3 Right 720 � 1280 13 936
Recording 4 Left 720 � 1280 20 336

Recording 4 Right 720 � 1280 20 328

Four Camera
(Outdoor)

Set 1 640 � 480 1800 (Each Camera)
Set 2 640 � 480 1800 (Each Camera)
Set 3 640 � 480 1800 (Each Camera)

Set 4 (middle 1 min) 640 � 480 1800 (Each Camera)

Checkerboard
(Indoor)

Set 1 (Identical) 1920 � 1080 2403 (Each Camera)
Set 2 Camera 1 1920 � 1080 2403 (Each Camera)
Set 2 Camera 2 1280 � 720 2403 (Each Camera)
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driving the robot around using hand held controllers
along the corridors of the building and inside a laboratory
room. The robot was fitted with an ultrasound based
indoor positioning system for precise control and an
Intel Nuc computer running Ubuntu 16.04 for general
purpose computing and networking needs. The setup
and a closeup of the same are shown in Fig. 3. We
used a custom built application which was installed
on the phones for interacting with the cameras as well
as with the Nuc. The application was responsible for
obtaining the video feeds and passing it onto the Nuc
over a personal hotspot running off the phone, to which
the Nuc was connected. We can see part of the interface
of the phone app in Fig. 3. Figures 4 and 5 show sample
images from the back, front, left and right cameras, in the
laboratory room and the corridor respectively. It must be
noted that the front and back cameras, in the examples
shown, see images that have considerably different set of

features whereas the left and right cameras see images
where the features are mostly uniform. Intuitively, it
would be harder to distinguish between the cameras if
the features obtained from them are similar since in
this situation there would not be many discriminating
artifacts to separate one camera from the other in the
feature space. This dataset was collected over a four day
period, each day being in one part of the building. As a
result this dataset contains four recordings where each
recording consists of a continuous sequence of video
feed obtained from a pair of cameras.

Processing: In order to process the video feed from
each of the cameras, we used OpenCV[23] for extracting
the image frames from each of the videos. A second of
video feed resulted in approximately 30 image frames
being extracted and we extracted all the frames from the
entire video feed for creating the dataset corresponding
to each of the cameras. Note that for some of the videos,

(a) (b)

Fig. 3 (a) Experimental setup where four cameras are mounted on the ground robot; each camera is perpendicular to the other.
The indoor positioning receiver is at the center for accurate control of the robot. (b) Closeup of the camera setup.

Fig. 4 Sample image from back & front camera in the laboratory room.
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Fig. 5 Sample image from left & right camera in the laboratory corridor.

each second of video feed gave us either less than
or more than 30 frames and hence the total number
of images in the dataset corresponding to each of the
cameras is not a multiple of 30. The details of the
metadata of this dataset is provided in Table 1.

4.2 Four-camera dataset

The four-camera dataset was collected in an outdoor
environment in a city in the state of Florida. We built a
custom camera mount system that can be mounted on
the roof of a car. The mount contains eight Logitech
webcams arranged in a circle such that the field-of-
view (FoV) of each of the cameras do not intersect
considerably with the adjacent ones (both on the right
and left of each camera). Note that the adjacent cameras
have a small intersection in their FoV and we decided
to use only four of them at any given time for data
capture. The cameras are selected in a way that they
observe scenes that have image feature overlaps making

it hard to disambiguate between them purely based on the
image based features. Precisely, we selected the cameras
in the positions shown in Fig. 6 while the rest of them
were turned off. The cameras are connected to two
Intel Nuc computers running Ubuntu 16.04 and powered
by a lithium ion battery pack. The setup was mounted
on the roof of a 2012 Ford Focus and driven around at
posted speed limits (varying between 40–56 km/h), while
obtaining video feed from the cameras. The overview of
the camera mount system is shown in Fig. 7 while the
details of the mounting system is shown in Figs. 8 and 9.

Fig. 6 Position of selected cameras for data collection.

(a) (b)

Fig. 7 (a) The car camera mount system. There are eight cameras in total out of which only four were used for data collection.
(b) Bottom suction setup for mounting on top of car.
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Fig. 8 Top view of camera mount system.

Fig. 9 Inside view of camera mount system. There are two Intel Nucs that record the video feeds from the cameras.

An example of the images collected by the four camera
setup is shown in Figs. 10 and 11, where Fig. 10 shows
the images from cameras 1 & 2 and Fig. 11 shows the
images from cameras 3 & 4. It must be noted that the
images see disjoint parts of the scene with no overlap
in the images. Finally we also note that the images in
this case are more diverse compared to the two camera
images as these are captured in an outdoor setting. It
must also be pointed out that since the car was driven
around a locality in the city, the same scene might have
been observed by different cameras at different times,

this making the task of camera identification harder.
Pre-processing: In this dataset there were four sets

of video feeds, one from each of the cameras. The raw
video feeds were approximately an hour long each and
hence in order to process the data within the constraints
of the time and resources that we had, we split each
of the video feeds into three sets. Set 1 and the Set 3
were for one minute each whereas the Set 2 was for four
minutes. The Set 1 contains the recording for the first
one minute of the video from each of the cameras and
the Set 3 contains the same but for the last minute of the
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Fig. 10 Sample images collected using the cameras. Left: camera 1 & right: camera 2.

Fig. 11 Sample images collected using the cameras. Left: camera 3 & right: camera 4.

video whereas the Set 2 contains four minutes of video
feed from each of the cameras obtained at a random
location in the middle of the video. The details of the
metadata of this dataset are provided in Table 1. Note
that we also used Set 4 from a random one minute clip
from the middle of the videos. However since the car
was moving at a speed of 35 km/h, this one minute clip
did not have enough changes in the features seen by the
cameras in order to learn enough discriminative features
and hence the network overfit by a small amount. In
order to correct this we selected a longer period of time
and hence the four minute clips. We discuss this in detail
in Section 6.

4.3 Checkerboard dataset

The checkerboard dataset was collected in an indoor
laboratory setting. It was collected with two cameras
and contains two different datasets. The first dataset was
collected using cameras from different manufacturers
whereas the second one was collected using two cameras

from the same manufacturers. In the first case we used
a Logitech webcam and a Adesso Cybertrack webcam
while in the second case we used two Adesso Cybertrack
webcams. In each case we collected a video sequence
using the webcams in a setting where the webcams were
focused in a checkerboard pattern printed on a cardboard
box. This was done in order to ensure that each camera
observes the same set of features, thus making the
task of camera identification harder. Furthermore using
cameras from the same manufacturer allows us to test the
robustness of our system, when each camera observes
similar patterns, thus making discriminative features
hard to learn. The sample images are shown in Figs. 12
and 13. Note that the cameras capture images of the
checkerboard pattern along with other artifacts in the
room. Since the data was collected at the same time,
both the cameras see the same items in the same relative
position with each other and with respect to the camera.

Processing: In order to process the video feed from
each of the cameras, we used OpenCV[23] for extracting
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Fig. 12 Sample images collected using same cameras. Left: camera 1 & right: camera 2.

Fig. 13 Sample images collected using different cameras. Left: camera 1 & right: camera 2.

the image frames from each of the videos. Each video
was for a duration of 1 minute and 20 seconds. A second
of video feed resulted in approximately 30 image frames
being extracted and we extracted all the frames from the
entire video feed for creating the dataset corresponding
to each of the cameras. Note that for some of the
videos, each second of video feed gave us either less
than or more than 30 frames and hence the total number
of images in the dataset corresponding to each of the
cameras is not a multiple of 30. The details of the
metadata of this dataset is provided in Table 1.

5 Experiments & Results

For each dataset we used 80% of the data, selected
randomly, for training and the remaining 20% of the
data for testing. All the experiments were conducted on
a system having an AMD Ryzen thread-ripper processor,
64 GB of RAM, a NVIDIA 2080 Ti GPU running
Ubuntu Linux at version 20.04. We used a batch size

of 25 and trained the network for 300 iterations. Note
that we did not use an early stopping criteria and let the
training proceed till the end. We used the training set
to train the network architecture described in Section 3
and tested the trained network on the randomly selected
test data. The experiments were repeated for each of
the datasets and its subsets as described in Table 1.
We report the training and test accuracy for each of
the datasets in Table 2. It must be pointed out that
the accuracy as reported in the tables does not give a
complete picture of the performance of the system. A
more intuitive method is to present the confusion matrix
that shows the true positive, false positive, false negative,
and true negative in the form of a matrix for each of
the classes under consideration. This presents an insight
into how the system works by identifying the correct
classes of the input and also shows how many of the
input values are wrongly classified and how. Since this
is a standard technique in the data science community,
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Table 2 Training and test accuracy for different datasets.
(%)

Dataset name Training
accuracy

Test
accuracy

Two Camera
(Indoor)

Recording 1 99.78 99.71
Recording 2 100.00 100.00
Recording 3 92.88 92.26
Recording 4 98.24 98.20

Four Camera
(Outdoor)

Set 1 97.62 97.22
Set 2 97.04 96.98
Set 3 98.62 98.26

Set 4 (middle 1 min) 97.06 95.69
Checkerboard

(Indoor)
Set 1 (Identical) 92.74 91.58

Set 2 100.00 100.00

we present the confusion matrices of the two-camera
dataset (recordings 1, 2 and 3, 4), the four-camera data
and the checkerboard data in Figs. 14–18, respectively.

6 Discussion

In this section we discuss some of the observations from
our experiments. Specifically we look at the features

learned through the first convolutional layer and finally
the features learned by the entire trained network. Finally
we revisit the accuracies from Table 2 and try to explain
the observations in light of the feature maps learned by
the network for each of the datasets.

6.1 Features from convolution

We start by looking at the features learned by the first
convolutional layer of the network. Figure 19 shows
an image from the first recording of the two camera
system and the corresponding feature map learned from
the first convolutional layer. We observe that the features
not only accurately capture important artifacts from
the scene, but it also captures the noise in the image
as introduced by the camera used for capturing the
same. This is important as the image features combined
with the noise can create unique signatures that can in
turn be used for identification of the source camera.
The features learned in this layer can be used by the
subsequent hidden layers to synthesize these unique
camera signatures. We see the same pattern for the

Fig. 14 Confusion matrices for the two-camera dataset: Left: Recording 1, Right: Recording 2.

Fig. 15 Confusion matrices for the two-camera dataset: Left: Recording 3, Right: Recording 4.
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Fig. 16 Confusion matrices for the four-camera dataset: Left: First one minute recording, Right: Last one minute recording.

Fig. 17 Confusion matrix for the four-camera dataset: middle four minute recording.

Fig. 18 Confusion matrices for the checkerboard camera dataset: Left: Identical camera manufacturer, Right: Different
camera manufacturer.

images from recording 4 of the two-camera dataset
(Fig. 20) and a sample image from the four-camera
dataset (Fig. 21 ). We have found the same pattern for
all the images from other datasets but we refrain from
showing them here due to space constraints.

In order to understand why the network is able to learn
features that are able to discriminate between different
cameras, we looked at the checkerboard dataset where
the two cameras were looking at the same checkerboard
pattern. We looked at the feature maps learned from
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Fig. 19 Sample image from two-camera dataset recording 1 and the corresponding feature map learned by the first
convolutional layer.

Fig. 20 Sample image from two-camera dataset recording 4 and the corresponding feature map learned by the first
convolutional layer.

Fig. 21 Sample image from four-camera dataset Set 1 of recording and the corresponding feature map learned by the first
convolutional layer.

the first convolutional layer for one image from the first
camera and the corresponding image from the second
camera. The images and the corresponding feature maps

are shown in Figs. 22 and 23. Note that these are the
images of approximately the same scene as seen by two
cameras from different manufacturers.
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Fig. 22 Corresponding images from cameras 1 and 2 of the checkerboard dataset where the cameras are from different
manufacturers.

Fig. 23 Feature maps learned by the network after first convolutional layer for images shown in Fig. 22.

Now we look at the difference between the learned
feature maps. The intuition is that if the feature maps
do not contain any discriminative information, then the
difference image would be mostly featureless. However,
if there are differences in features between the two
cameras, then the difference image would be able to
capture these differences. The difference image for the
feature maps from Fig. 23, which shows images from

cameras having different manufacturers observing an
approximately similar scene, is shown in Fig. 24. We
observe that the difference image of the feature maps
is non-trivial and contains features that capture the
differences in the feature maps of the corresponding
images. Intuitively, the features contributing to the
difference map are being learned by the network from
each image and finally mapped into a higher dimensional

(a) (b)
Fig. 24 (a) Difference of feature maps shown in Fig. 23, (b) Same image for identical cameras.
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feature space in a way that the images from two
different camera, even though of approximately identical
scenes, are mapped to different regions in the high
dimensional feature space. This in turn allows the
network to discriminate between the cameras, based
on the image features. The difference image for the case
of two identical cameras looking at an approximately
similar scene is shown in Fig. 24b. We see a similar
type of difference image as in the previous case, that
captures difference in the signatures between the two
cameras. This is enhanced by the network to learn
discriminative features in the high dimensional space.
The fact that the features learned in the high dimensional
space are separable according to the source cameras,
is clearly established by the plots of the principle
components and the t-SNE of the features learned in
the penultimate layer of our network. We look at these
next.

6.2 Final feature maps & accuracy

Here we look at the final feature maps learned by
the network. Note that the final features learned by the

network is computed by the penultimate layer of the
network, which in our case has a dimension of 2048. As
a result, the latent feature space learned by the network
has dimension 2048. In order to visualize the features
in this layer we use two methods, namely, the principal
components analysis (PCA) and t-SNE[24, 25]. The results
are shown in Figs. 25–34. We observe that in almost
all the cases the features corresponding to each camera
are separated out in well defined clusters. Of particular
interest is the case of the checkerboard dataset when
the cameras are from the same manufacturer. From
Table 2 we observe that the test accuracy for this case
is 91:58% which is considerably lower than that of the
case of two cameras from different manufacturers. The
training accuracy for this case is also lower than
the corresponding case of cameras from different
manufacturers. We can partially explain this observation
from the PCA and t-SNE plots of Fig. 33. We see that
there is a considerable overlap between the features
learned from the two cameras. Thus, even though for
the most part the features are well separated, there is a
region in the feature space where they overlap and this

Fig. 25 Cluster of projection of final feature maps learned by the network for recording 1 of the two-camera dataset.

Fig. 26 Cluster of projection of final feature maps learned by the network for recording 2 of the two-camera datasets.
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Fig. 27 Cluster of projection of final feature maps learned by the network for recording 3 of the two-camera datasets.

Fig. 28 Cluster of projection of final feature maps learned by the network for recording 4 of the two-camera datasets.

Fig. 29 Cluster of projection of final feature maps learned by the network for Set 1 in the four-camera dataset.

intersection results in difficulty of categorizing the input
as being from one camera or the other. We also observe
from Fig. 34 that for the case of cameras from different
manufacturers, the features learned by the system are
well separated into distinct clusters, thus allowing for
accurate disambiguation.

Note that we can draw similar conclusions for the case

of the third recording from the two-camera dataset. As
seen from Fig. 27, it is evident that the features learned
by the network overlap in the feature space resulting in
the difficulty of disambiguation.

6.3 Time complexity

In this section we present the time complexity of our
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Fig. 30 Cluster of projection of final feature maps learned by the network for Set 2 in the four-camera dataset.

Fig. 31 Cluster of projection of final feature maps learned by the network for Set 3 in the four-camera dataset.

Fig. 32 Cluster of projection of final feature maps learned by the network for Set 4 in the four-camera dataset.

model for the task of digital camera identification. It
must be pointed out that training the network can
be considered as a pre-processing step and hence the
training time can be considered as a overhead that does
not add to the actual computation time of the network
during the testing phase. Moreover, in theory the testing
phase requires O.1/ time and hence can be considered

to be a constant time operation per input. However, in
practice this time might vary depending on the neural
network architecture and the implementation. Hence it
is important to consider the empirical running time for
the testing phase in order to understand the efficacy of
the network during deployment. As a result when we
talk about the time complexity of a neural network, it is
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Fig. 33 Cluster of projection of final feature maps learned by the network for the checkerboard dataset with the same cameras.

Fig. 34 Cluster of projection of final feature maps learned by the network for the checkerboard dataset with two different
cameras.

usually the average testing time of the network computed
empirically. For the training time, people are usually
interested in theoretical bounds on the time to train a
given network architecture. Here we first present the
empirical results on the running time of our network
during testing with each dataset.

Table 3 shows the average testing time of our trained
neural network model on 100 images for each of the

Table 3 Average testing time with 100 images from each
dataset.

Dataset name Average time (s)

Two Camera
(Indoor)

Recording 1 14.488
Recording 2 14.387
Recording 3 14.376
Recording 4 14.386

Four Camera
(Outdoor)

Set 1 14.753
Set 2 14.727
Set 3 14.873

Set 4 (middle 1 min) 14.933
Checkerboard

(Indoor)
Set 1 (Identical) 15.033

Set 2 14.757

datasets. Note that these times are computed with our
reference implementation without sophisticated code
optimizations that are typically employed in production
systems. Based on these numbers we can conclude that
the average testing time for an image using this model
is approximately 0.1 s. We must point out that for most
applications of digital camera identification, this is an
acceptable ballpark time. Moreover as shown in Section
6.4, the current state of the art for this task using noise
based correlation, requires considerably larger time on
the same datasets.

Understanding the time complexity of training a
neural network is still an evolving research area. In
Ref. [26], the authors proved that a neural network of
depth ı can be learned in poly.s2

ı
/ time, where s is the

dimension of the input, and poly.�/ takes a constant time
depending on the configuration of the system. However,
the convolution operations of CNN add additional time
complexity along with the forward and back-propagation
operations. In Ref. [27], the authors mentioned that the
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time complexity for training all the convolutional layers

is: O.
�P
�D1

.���1�
2
� � ���

2
� /, where � is the number of

convolutional layers, � is the index of a convolutional
layer, ���1 is the number of input channels of the � -th
layer, �� is the spatial size of the filters at the � -th layer,
�� is the number of filters at the � -th layer and �� is
the size of the output features of the �-th layer. Using
these results one can compute a theoretical bound on the
training time of our network. We refrain from getting
the exact bound here as it is only of theoretical interest
and we see no meaningful purpose being served by
this effort. Interested readers can substitute the values
of the associated parameters from the neural network
architecture and get the bound if desired.

6.4 Comparison with state-of-the-art

The current state-of-the-art for digital camera
identification is based on work by Lukas et al.[14]

As discussed in Section 2, this work uses the idea
of “sensor pattern noise” if an image for identifying
the camera that was used to obtain the image. Given
reference images from a camera, the algorithm first
computes the “reference pattern noise” for the same.
Note that this is equivalent to training our neural
network. Finally, given an image the algorithm extracts
the “sensor pattern noise” from the image and computes
the correlation between this noise and the “reference
pattern noise” for all the candidate cameras. Then it
uses a threshold based method to identify the camera.
We used the reference implementation available from
https://github.com/andrewlewis/camera-id for this work.
Here we present the results of using this method on the
second recording from the two-camera dataset and the
identical camera data from the checkerboard dataset (see
Table 4). We contrast these with the results obtained

Table 4 Average testing time with 100 images from each
dataset for Lukas method.

Dataset name Average time (s)
Two camera

(Indoor)
Recording 2 605.834

Checkerboard
(Indoor)

Set 1 (Identical) 606.74

from our method. Note that we have tried using this
algorithm with data from the four-camera dataset but the
algorithm was not able to successfully learn the sensor
pattern noise from the data. This happened with all the
recordings from the four-camera dataset. This might be
due to the fact that the cameras being used for obtaining
the four camera data produce high resolution images
and hence the algorithm fails to extract the sensor noise
pattern. Though this is something that we did not expect,
but this also goes on to show one of the advantages
of our approach. Moreover note that for the second
recording of the two-camera dataset, the time required
to obtain the “reference pattern noise” is around 4 hours.
This is in contrast to the time required for training our
system on the same dataset which is approximately 30
minutes using the same hardware. All of the recordings
in the four camera data is larger than the two camera
one and hence if Lukas et al. algorithm[14] would have
worked, it would have required more training time with
this dataset. This is also one of the disadvantages of this
method.

For the second recording of the two-camera dataset,
our algorithm has zero errors. However for the same
dataset the algorithm of Lukas et al. makes a total of
206 mistakes evenly spread across both the classes (see
Fig. 35). Thus for example, 101 instances from camera
1 are mis-classified as coming from camera 2 whereas
105 instances from camera 2 are classified as camera
1. This clearly shows that our method outperforms the

Fig. 35 Results from Lukas method. Left: Confusion matrix for recording 2 of the two-camera dataset. Right: Confusion
matrix for checkerboard dataset with identical cameras.
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state-of-the-art on this dataset. Finally, we would also
like to point out that the our method also gets the best
of Lukas et al.[14] in terms of the empirical running time
both at the training and test phases.

For the checkerboard dataset with identical cameras
(see Fig. 35), our algorithm makes 81 mistakes all for
the second camera images which are predicted as being
taken by the first camera. However using Lukas et al.
algorithm, the total number of mistakes is 245 split over
both the classes almost evenly. Thus out of the total of
245 instances, 116 instances of camera 1 are classified as
coming from camera 2 whereas 129 instances of camera
2 are classified as coming from camera 1. This clearly
establishes the efficacy of our algorithm over the method
of Lukas et al. We must point out that the checkerboard
dataset with two cameras is the hardest dataset among all
the datasets. Even then our algorithm beats the algorithm
of Lukas et al. by almost a factor of three in terms of
accuracy. In terms of empirical running time during the
training and test phases, our algorithm also gets the best
of the state-of-the-art.

7 Conclusion

In this work we have shown an implementation of an
end-to-end digital camera identification system using
images from the cameras. We have conducted extensive
experiments with data collected in both indoor and
outdoor settings, using inexpensive cameras and have
demonstrated the possibility of using such systems for
building automated computationally efficient digital
camera identification systems. Our work builds upon the
success of deep neural networks for image processing
albeit the fact that the system is intuitively processing
the difference of the signatures of the cameras as learned
through the convolutional layers and enhancing the same
to learn discriminative features in a high dimensional
feature space. Going forward we would like to explore
more on the “explainability” aspect of this system.
More precisely, we would address the question of why
the features learned by the network result in accurate
discrimination between the cameras. We would also want
to understand the intrinsic nature of the learned features
and map them back to specific artifacts of the images.
That would be the final objective and would help us not
only understand this system but the learning process of
neural networks in general.
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