
BIG DATA MINING AND ANALYTICS
ISSN 2096-0654 06/06 pp257 –269
Volume 5, Number 3, September 2022
DOI: 10.26599/BDMA.2022.9020007

C The author(s) 2022. The articles published in this open access journal are distributed under the terms of the
Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/).

An Optimized Sanitization Approach for Minable Data Publication

Fan Yang and Xiaofeng Liao�

Abstract: Minable data publication is ubiquitous since it is beneficial to sharing/trading data among commercial

companies and further facilitates the development of data-driven tasks. Unfortunately, the minable data publication

is often implemented by publishers with limited privacy concerns such that the published dataset is minable by

malicious entities. It prohibits minable data publication since the published data may contain sensitive information.

Thus, it is urgently demanded to present some approaches and technologies for reducing the privacy leakage risks.

To this end, in this paper, we propose an optimized sanitization approach for minable data publication (named as

SA-MDP). SA-MDP supports association rules mining function while providing privacy protection for specific rules.

In SA-MDP, we consider the trade-off between the data utility and the data privacy in the minable data publication

problem. To address this problem, SA-MDP designs a customized particle swarm optimization (PSO) algorithm,

where the optimization objective is determined by both the data utility and the data privacy. Specifically, we take

advantage of PSO to produce new particles, which is achieved by random mutation or learning from the best particle.

Hence, SA-MDP can avoid the solutions being trapped into local optima. Besides, we design a proper fitness function

to guide the particles to run towards the optimal solution. Additionally, we present a preprocessing method before

the evolution process of the customized PSO algorithm to improve the convergence rate. Finally, the proposed

SA-MDP approach is performed and verified over several datasets. The experimental results have demonstrated the

effectiveness and efficiency of SA-MDP.
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1 Introduction

Nowadays, data publication is ubiquitous because it can
facilitate the development of data-driven services, such
as classification[1], E-commerce recommendation[2],
social network analysis[3, 4], and so on. Noting that
the published dataset may contain sensitive information,
some commercial companies concerning the privacy
leakage risks are reluctant to share their data for further
mining tasks. To solve this problem, several privacy-
preserving data publication methods are proposed[5].
Researchers protect the dataset by utilizing standard
encryption algorithms (such as DES[6]) and then release
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it. Noting that the encrypted data is pseudo-random
and hard to discover useful information. Intuitively, to
support the minable data publication, a feasible approach
is to weaken the encryption for improving the data
utility while guaranteeing data privacy. Therefore, we
aim to present a novel approach supporting the privacy-
preserving minable data publication.

This paper considers a Top-3 data mining algorithm,
i.e., association rule mining[7, 8]. Now, let us briefly
introduce this algorithm with the relevant privacy and
security threats for a given transaction dataset that will
be published. This dataset is collected from a market
that has a series of items on sale. A data miner notices
that the transactions contain both “Beer” and “Diapers”
with a high frequency. In such a case, “Beer! Diapers”
is an association rule being mined by the association
rule mining algorithm. Based on this rule, the market
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manager can offer a discount package of buying “Beer”
and “Diapers” together. This rule can be leaked to
commercial competitors if it can be discovered from
the published dataset. Thus, they may steal a lot of
customers from the market once they pretend to provide
the same discount strategy. Clearly, “Beer! Diapers”
is sensitive and needs to be protected. To sum up,
the target problem of this paper is how to provide
non-sensitive association rules (NARs) mining while
protecting sensitive association rules (SARs).

To solve the SARs protection (SARP) problem,
several approaches have been proposed, but each of them
has some limitations. First, they are low data privacy.
To solve the SARP problem, some researchers protect
the sensitive information by hiding the SARs, which is
achieved by decreasing the frequency[9]. However, it is
limited in terms of practicality because only one SAR
can be protected at one time. Besides, some proposed
approaches have a weak privacy protection[10]. Second,
they are low data utility. To guarantee high data privacy,
some researchers transform the SARP problem into
a single objective optimization problem[11]. However,
those proposed approaches just consider how to decrease
the privacy leakage risks but ignore how to improve the
data utility[12]. Namely, the data utility of those works
is low. Third, they are low efficiency. To solve the
SARP problem, some encryption-based approaches are
also presented. One of these methods enables securely
performing the data mining technique over the encrypted
data[13], and another can outsource the data mining
tasks to a third-party[14]. However, the homomorphic
encryption-based approaches are time-consuming, which
is also limited in implementation on a large dataset.

In this paper, we design SA-MDP, an optimized
sanitization approach for minable data publication. SA-
MDP enables mining the NARs while protecting the
SARs. To make an acceptable trade-off between the
data utility and the data privacy, SA-MDP considers
the SARP from a perspective of the multi-objective
optimization problem (MOP). How to maximize the data
utility and how to minimize the data privacy leakage
risks are two important objectives. Based on this, SA-
MDP designs a customized particle swarm optimization
(PSO) algorithm, in which the particle can learn from
the best solution. Specifically, SA-MDP presents a
preprocessing mechanism to remove the unnecessary
transactions. Besides, SA-MDP introduces the concept
of particle splitting, which enables a particle to produce
several child particles. Furthermore, SA-MDP designs

a weighted-fitness function to quantify the quality of
particles.

To address the SARP problem, SA-MDP has two
major challenges to be addressed. First, it is challenging
to avoid the solution being trapped into local optima.
Specifically, PSO may cause premature convergence
while solving a complex problem. The reason lies that it
is prone to be trapped into local optima. Considering the
evolution method greatly affects the search direction[15],
we propose a proper design to solve this challenge. SA-
MDP introduces the concept of particle splitting, which
enables a particle to produce several child particles
to avoid being trapped into local optimal. Second, it
is also challenging to improve the convergence rate.
For any design of the multi-objective evolutionary
algorithm (MOEA), a significant problem is how to
guarantee the convergence rate to find the optimum
solution. Meanwhile, there are many sparse published
datasets, which is time-consuming to process. To tackle
this challenge, PSO enables the particle to learn from
the best solution, which guarantees the convergence
rate. Besides, the proposed preprocessing method can
decrease the computational costs by filtering out the
irreverent transactions. Thus, the convergence rate can
be further improved.

Our contributions are summarized as follows.
(1) To address the SARP problem, we present SA-

MDP. SA-MDP considers the SARP problem from
a perspective of MOP to make an acceptable trade-
off between the data utility and the data privacy.
Accordingly, we design a customized PSO algorithm
to efficiently solve the MOP.

(2) To avoid the solution being trapped into a local
optimum, SA-MDP presents a proper design of the
evolution method. SA-MDP introduces the concept of
particle splitting, which enables a particle to produce
several child particles. Thus, the exploration ability of
SA-MDP can be improved.

(3) To improve the convergence rate, SA-MDP
designs a novel preprocessing mechanism to remove
the unnecessary transactions. Moreover, PSO enables
particle to learn from the best solution, which improves
the exploitation ability.

The rest of this paper is organized as follows. In
Section 2, we introduce some preliminaries and give a
formal problem statement. In Section 3, we describe
the SA-MDP approach. In Section 4, we analyze the
experimental results. In Section 5, we review the related
works. In Section 6, we conclude this paper.
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2 Preliminaries and Problem Statement

In this section, we introduce association rule mining and
PSO algorithm with several necessary definitions. Then,
the formal problem statement is given. Some frequently
used notations in this paper are summarized in Table 1.

2.1 Association rules mining

The dataset that will be published contains the data
records collected from n individuals, and each data
record consists several items. Hereinafter, we let T D
ft1; : : : ; tng denote the dataset and S represent all the
items belonging to T . Besides, the i th data record is
labeled by ti , and the j th item is labeled by sj .

Suppose that X and Y are two subsets of S , they
have X \ Y D ∅. Generally, an association rule can
be represented by (X ! Y ), where X and Y are the
left-hand side (LHS) and the right-hand side (RHS) of
this rule, respectively. To measure the usefulness of this
rule, there are two definitions will be used, i.e., Support
and Confidence.

Definition 1. (Support). The Support of itemset XY
is

Sup.XY / D
jX [ Y j

jT j
� 100% (1)

where jT j is the number of transactions, and jX [ Y j is
the number of transactions containing both X and Y in
T .

Definition 2. (Confidence). The Confidence of rule
(X ! Y ) is

Conf.X!Y / D
jX [ Y j

jX j
� 100% D

Sup.XY /

Sup.X/

� 100%

(2)
where jX j is the number of transactions containing X in
T .

Table 1 A summary of the frequently used notations.
Notation Meaning

T Dataset, the i -th transaction is ti
S Itemset, the j -th item is sj

minS;minC Thresholds of support and confidence
Rs ; Rs Sensitive and non-SARs
CT ; CR Critical transactions and critical rules
SI Sensitive items
pn

i
i -th solution at the n-th generation

Pn D fpn
i
g Population at the n-th iteration

F.pn
i
/ Fitness value of pn

i

Npop Naximum population size
Ngen Number of generations
Tf it Maximum times of fitness can not be updated
Tgen Maximum number of generations

Technically, the association rules mining is performed
as follows. Given a rule .X ! Y /, let Support measure
the frequency that both X and Y occur in the dataset T ,
and let Confidence measure the frequency that Y occurs
when X occurs. According to the above definitions, we
can define the association rule.

Definition 3. (Association rule). An association rule
(X ! Y ) holds if
Sup.XY / > minS and Conf.X!Y / > minC (3)

The miner can adjust minS and minC to mine
useful rules according to their demands. We illustrate the
association rules mining with an example dataset T �,
which is given in Table 2.

Example. The dataset T � contains 10 transactions,
and the itemset S� D fA;B;C;D;E; F g and jS�j D
6. Let the minimum support threshold minS and the
minimum confidence threshold minC be 30% and 70%,
respectively. The mined 11 association rules are shown
in Table 3.

2.2 Particle swarm optimization

This paper adopts the PSO algorithm to solve the SARP
problem. For any problem, the canonical PSO algorithm
formulates each candidate solution as a particle and
guides all particles to fly toward the best-so-far position
gbest . Formally, suppose there are N particles, the
i-th particle is determined by two vectors, i.e., the
position vector pn

i and the velocity vector vn
i , where

i 2 f1; 2; : : : ; N g, and n denotes the current generation
number.

Generally, PSO initilizes the position and the velocity
of each particle by a uniformly random manner[16].
Specifically, for the next generation, the new positions

Table 2 The example dataset TTT ���.
TID Items TID Items
t1 B;C;D;F t6 A;D;E

t2 A;B;E t7 C;D;E; F

t3 A;C t8 A;C; F

t4 B;D;F t9 B;D;F

t5 A;B;C;D;E; F t10 E;F

Table 3 The mined rules of dataset TTT ���.
(%)

Rules Support Confidence Rules Support Confidence
B;D!F 40 100 C!F 40 80
B;F!D 40 100 B!D;F 40 80
C;D!F 30 100 D;F!B 40 80
D!F 50 83.33 C;F!D 30 75
B!D 40 80 F!D 50 71.43
B!F 40 80 / / /
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and velocities of each particles can be updated by the
following two equations.

vnC1
i D c1r1.pbest � p

n
i /C c2r2.gbest � p

n
i /C c3v

n
i

(4)
pnC1

i D pn
i C v

nC1;i (5)

where c1, c2, and c3 are three positive numbers used
to adjust the updating direction of velocity. r1 and r2
are two random numbers. Besides, pbest and gbest are
the best-previous position and the best-so-far position,
respectively. The current position pn

i will be updated
once particles find a better one. But it is worth noting
that if particles do not find a position better than gbest ,
all particles will search in this small solution space, i.e.,
solutions are trapped into a local optimum[16].

2.3 Problem statement

This paper focuses on the SARP problem and aims
at presenting a novel approach that can protect SARs
while keeping a high data utility. Motivated by this,
SA-MDP models SARP problem as an MOP problem
(the two objectives are the data privacy and the data
utility, respectively). SA-MDP is performed based on the
following conditions. (i) the data publisher has already
discovered all association rules that have existed in the
given dataset; (ii) the data publisher has divided the
association rules into SARs and NARs. To sum up,
SA-MDP sanitizes the given dataset for hiding SARs
while maintaining NARs under the same Support and
Confidence threshold, and the SARP problem can be
defined as follows.

Input:
(1) jT j: the original dataset,
(2) Rs: the sensitive association rules,
(3)minS;minC : the minimum thresholds of Support

and Confidence.
Output:
(1) gbest : the optimal hiding scheme,
(2) F.gbest /: the fitness of the optimal solution.
To address this problem, SA-MDP is presented as

follows.

3 SA-MDP Design

In this section, we describe SA-MDP approach in detail.
SA-MDP consists of four phases, i.e., preprocessing,
initialization, evolution, and termination. The flowchart
of SA-MDP is shown in Fig. 1, and the pseudo-code of
SA-MDP is given as Algorithm 1.

Fig. 1 The flowchart of SA-MDP.

3.1 Preprocessing

In this section, we introduce the preprocessing strategy.
Technically, the data publisher can protect an SAR
by reducing its Support or Confidence to drop below
the related mining thresholds[5]. To this end, the data
publisher can delete/add some items from/into the
original dataset. Unfortunately, the mentioned methods
cause the following three side-effects.
� Hiding-Failure. Some SARs still can be discovered

from the original and the sanitized datasets.
� Lost-Rule. Some NARs can be discovered from

the original dataset, but they are lost in the sanitized
datasets.
� Fake-Rule. Some fake association rules (FARs)

cannot be mined from the original dataset, but they are
generated in the sanitized datasets.

These side-effects can be measured by the following
three metrics.

� Hiding-Failure Rate (HFR): ˛ D
jRs \R

0
sj

jRsj
,

� Lost-Rule Rate (LRR): ˇ D
jRs \R0sj

jRsj
,

� Fake-Rule Rate (FRR):  D
j{

R0s
fRs \R0sgj

jRsj
;

where Rs and Rs are the sets of SARs and NARs,
respectively. Meanwhile, R0s and R0s are the sets of
SARs and NARs that obtained after sanitization process,
respectively. In addition, j � j denotes the number
of elements in the related set, and {AB means the
complement of the set B relative to set A.

It is worth pointing out that the Support of any
FARs will not be increased if we remove the items[5].
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Algorithm 1: SA-MAP
Input: T , Rs , minS , and minC
Output: gbest and F.gbest /

1 Generate the critical transactions CT , the sensitive items SI , and the critical rules CR; // Preprocessing
2 Calculate the upper and the lower bound of the number of transactions can be modified, i.e., Mmax and Mmin;
// Initialization

3 Generate the initial population P0 and calculate the relevant fitness F.P0/;
4 Generate the best-previous position pbest and the best-so-far position gbest ;
5 repeat

// Evolution
6 for i D 1; 2; : : : ;Npop do
7 Calculate the number of child particles si D b.Smax � Smin/ � r1c � Smin;

8 for i D 1; 2; : : : ;Npop do
9 Update the velocity vnC1;i  Œpbest � p

n
i
� [ Œgbest � p

n
i
�;

10 Update the position pnC1;i  fpn
i
; nullg � r2 [ vnC1;i ;

11 Calculate the distance of the child particle which can be achieved mi D

6664� � si
NpopP
iD1

si

7775 � .Mmax �Mmin/;

12 for j D 2; 3; : : : ; si do
13 Randomly selecting mi elements from the CT and changing them ;

14 Calculate the fitness F.P�;i / and generate the new best-previous position pbest ;
15 if F.pbest / 6 F.gbest / then
16 Update the best-so-far position gbest  pbest // Updating

17 else
18 Nf it  Nf it C 1;

19 Ngen  Ngen C 1;
20 until Tf it 6 Nf it or Tgen 6 Nite ;
// Termination

Hence, we prefer to hide SARs by removing items than
randomly modifying the dataset. In addition, it will
cause more serious side-effects if the data publisher
changes the LHS of SARs other than the RHS of
SARs. Thus, SA-MDP sanitizes the dataset by deleting
some items in the RHS of SARs. Next, we give three
definitions for preprocessing.

Definition 4. (Critical transaction). A transaction
is a critical transaction (CT ) if it supports one or more
SARs.

Specifically, “ti supports X ! Y ” means ti contains
all the items of X [ Y . Then, by Definition 4,
critical transactions are composed of those SAR-related
transactions, and the rest transactions are filtered out, so
the solution space can be reduced.

Definition 5. (Sensitive item). An item is a sensitive
item (SI ) if it is the only item in the RHS of SAR or it
has the highest frequency in the RHS of SAR and the
lowest frequency in NAR.

SA-MDP tends to remove the SI to hide SARs. That
is to say, only the SI -related NARs will be affected.
Therefore, we present the third definition.

Definition 6. (Critical rule). A critical rule (CR) is
the NAR which contains any SI .

According to Definition 6, SA-MDP can evaluate the
LRR by evaluating the loss of CR. To sum up, the
preprocessing can be summarized in three steps.

(1) SA-MDP removes useless information and leaves
CT .

(2) SA-MDP computes the frequency of the RHS of
SARs and finds SI .

(3) SA-MDP finds all NARs containing SI and labels
them as CR.

After the preprocessing, SA-MDP can reduce the
search space to improve the convergence rate.

Example. We continue to illustrate the preprocessing,
step by step. We select the following two rules as SARs
that need to be protected.

.1/B ! F and .2/ C ! F

Then, the preprocessing is performed as follows.
First, based on Definition 4, SA-MDP removes

4 transactions, i.e., t2; t3; t6; t10. The filtered out
transactions are given in Table 4. Then, according to
Definition 5, SA-MDP determines the item F is the SI
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Table 4 The critical transactions CCC*
TTT .

TID Items TID Items
t1 B;C;D;F t7 C;D;E; F

t4 B;D;F t8 A;C; F

t5 A;B;C;D;E; F t9 B;D;F

for the two SARs. Next, according to Definition 6, NARs
containing F are identified as the CR. Thus, we have 8
CR, which are shown in Table 5.

The data publisher can obtain that
jC�T j
jT j
D 60%

and
jC�Rj
jRS j

D 73%. In other words, the presented

preprocessing can reduce the amount of data and further
reduce the search space.

3.2 Fitness function

In this section, we show how to design the
fitness function based on the preprocessing strategy.
Specifically, we design the fitness function based on the
above-mentioned three side-effects, in which ˛ denotes
HFR and ˇ denotes LRR. Especially, ˛ increases by 1
when one SAR in Rs is failed to be protected and ˇ
increases by 1 when one NAR in Rs is lost after the
hiding process. They are two coarse-grained evaluation
metrics since ˛ and ˇ are changed by modifying
multiple transactions. Therefore, to provide a fine-
grained evaluation for the solution quality, we present a
new evaluation metric, optimal sanitation distance (OSD)
ı, which is calculated as follows:

ı D

RsP
lD1

al

jRsj
C

RsP
uD1

bu

jRsj
(6)

where al is calculated as
alDmaxfminfConfl�minC ; Supl�minSg; 0g (7)

al can reflect how much at least the Confidence or the
Support needs to be decreased for hiding the l-th SAR.
Besides, bu is calculated as
buDmaxfmaxfminC�Confu; minS�Supug; 0g (8)

bu shows how much at most the Confidence or the
Support needs to be increased for avoiding the loss of the
u-th NAR. Recall that SA-MDP hides SAR by removing

Table 5 The critical rules CCC*
RRR.

(%)
Rules Support Confidence Rules Support Confidence

B;D!F 40 100.00 B!D;F 40 80.00
B;F!D 40 100.00 D;F!B 40 80.00
C;D!F 30 100.00 C;F!D 30 75.00
D!F 50 83.33 F!D 50 71.43

its RHS, no FAR will be generated. Thus, the FRR of
SA-MDP identically equals 0. Considering three side-
effects, the fitness function can be represented as

min F.p/ D w1 � ˛ C w2 � ˇ C w3 � ı (9)

Especially, in this paper, we set w1 D w2 D w3 D 1.
The data publisher can adjust the weights according
to the practical demands. The fitness function F.p/
provides a precise quantify of the solutions’ quality.

3.3 Initialization

In this section, we introduce the initialization method,
which can be divided into the following three steps.

(1) Represent the critical transaction with a binary
matrix CT . In the preprocessing, the data publisher has
filtered out the critical transaction from T according
to Definition 4. Let CT denote the set of the critical
transaction, which will be transformed into a jCT j � jSj
binary matrix. In such matrix, the (i; j )-th element
equals 1, which means that the item sj exists in
transaction ti .

(2) Generate an initial population P0. According to
CT , the data publisher generates an initial particle p0

1 D

f1; 2; : : : ; jCT jg. Then, to generate the initial population
P0 D fp0

1 ; : : : ; p
0
Npop
g, the data publisher randomly

selects the elements in p0
1 , and those selected elements

compromise a new particle. This process will perform
Npop � 1 times, where Npop is the population size and
can be empirically set. P0 are constituted by the Npop

particles.
(3) Generate the initial best-previous position pbest

and the initial best-so-far position gbest . SA-MDP
calculates the fitness of each particle in P0. The particle
having the smallest fitness is the initial best previous
position pbest , which also is the best-so-far position
gbest .

Before the evolution is run, SA-MDP can further
reduce the dimension of solution space by controlling
the modifying numbers. Specifically, according to
the Support and Confidence of SARs, SA-MDP can
determine the upper and the lower bound of the number
of transactions as Mmax and Mmin, respectively. Let d1

denote the maximum Support which needs to be reduced,
and d2 denotes the maximum Confidence which needs
to be reduced. Suppose X ! Y is the SAR RS that
needs to be protected, we have to remove the Y -related
items to hold that

SupRl
� jT j � d1 < minS � jT j (10)

or
ConfRl

�SupRlX
jT j�d2<minC�SupRlX

jT j (11)
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To sum up, d1 and d2 can be calculated as follows.
d1 D max

Rl2Rs

.d.SupRl
�minS/ � jT je/ (12)

d2 D max
Rl2Rs

.d.ConfRl
�minC/�SupRlX

jT je/ (13)

where d�e is the ceiling function.
Then, Mmin is obtained as

Mmin D min.d1; d2/ (14)
Based on Mmin, SA-MDP decreases the number of

the modified transactions such that the data utility can
be guaranteed to a certain degree. In SA-MDP, Mmax is
set as the number of CT , i.e., Mmax D jCT j.

Example. According to the above discussion, the
initialization is achieved in the following three steps.
The first step is to represent the obtained C�T with a
binary matrix. Note that t1 contains 4 items (i.e., B , C ,
D, and F ), so t1 can be represented by 011101. Besides,
t4, t5, t7, t8, and t9 are also denoted by a binary vector,
respectively. The transformed binary matrix is obtained
and is shown in Table 6. The second step is to generate
an initial population P0 D fp0

1 ; : : : ; p
0
Npop
g. From

the obtained matrix, we pick the SI -related columns
as the data that needs to be removed. Let the transaction
identifier of the removed items as the position of the
particle. Thus, we can have an initial particle p0

1 D

fnullg, which means not to remove any items. Then, we
randomly select the transactions in C�T to sanitize. For
instance, t4 and t9 are selected. Then, the identifier of
those transactions constitutes a new position of particle
p0

2 D f4; 9g. We perform Npop�1 times and then obtain
the initial population. The third step is to calculate the
fitness of these initial particles. The particle having the
smallest fitness is the initial best previous position pbest ,
which also is the best-so-far position gbest .

3.4 Evolution

This section briefly introduces the evolution process
of SA-MDP. The evolution includes: mother particle
splitting, updating the velocity and the position, and
updating the best positions. Suppose the current particle
that needs to be updated is pn

i , the main steps are
described as follows.

Table 6 Represent CCC*
TTT with a binary matrix.

TID A B C D E F

t1 0 1 1 1 0 1
t4 0 1 0 1 0 1
t5 1 1 1 1 1 1
t7 0 0 1 1 1 1
t8 1 0 1 0 0 1
t9 0 1 0 1 0 1

(1) Mother particle pn
i splitting. Suppose each mother

particle pn
i can be split into several child particles pnC1

i

owning to the same property with pn
i . Especially, let

Smax denote the maximum number of the child particles
and Smin denote the minimum number of the child
particles. Thus, the number of the child particles of
each mother particle can be computed as follows.

si D b.Smax � Smin/ � r1c � Smin (15)

where Smax and Smin are set by the data publisher, b�c is
the floor function, and r1 is a random number.

(2) Updating the velocity and the position. SA-
MDP adopts two updating methods: (a) the directional
learning and (b) the random splitting.

(a) The directional learning method. For the particle
pn

i , i D 1; 2; : : : ; si , the specific particle updating
process is performed as Eqs. (16) and (17), respectively.

vnC1
i D Œpbest � p

n
i � [ Œgbest � p

n
i � (16)

pnC1
i D fpn

i ; nullg � r2 [ vnC1
i (17)

The velocity of particles is updated as Eq. (16), where
pbest is the best-previous position and gbest is the best-
so-far solution. Accordingly, the position of particles is
updated as Eq. (17), where null is an empty dimension
and means no transactions will be modified, and r2 is a
randomly generated number.

(b) The random splitting method. For the particle pn
i ,

i D 1; 2; : : : ; si , during the specific particle updating
process, SA-MDP first calculates the modifying distance
as Eq. (18).

mi D

6664� � si
NpopP
iD1

si

7775 � .Mmax �Mmin/ (18)

where � is the total number of child particles that can be
generated at most. Then, SA-MDP selects mi elements
from the CT and changes them randomly.

(3) Updating the best positions (pbest and gbest ). SA-
MDP calculates the fitness F.P�i / and generates the
new best-previous position pbest . Then, if F.pbest / 6
F.gbest /, SA-MDP updates the best-so-far solution
gbest by pbest . Otherwise, there is no updating during
this generation, then the value of Nf it is incremented
by 1.

If the mother particle can be split into multiple child
particles, it will improve the diversity of the solution and
the exploration ability of the algorithm. Therefore,
there are more opportunities to escape from the local
optimal solution and find the optimal particle. However,
any particles certainly cannot split infinitely. Hence, SA-
MDP has Smax and Smin, which denote the maximum
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and minimum number that a particle can be split into,
respectively. The number of child particles si split from
the mother particle is randomly generated as Eq. (15).

In Step 2, the velocity and the position are updated.
Specifically, the SA-MDP approach proposed in this
paper adopts two updating methods: one is the
directional learning of particles, which can improve
the exploitation ability of the algorithm; the other is
random splitting of particles, which can improve the
exploration ability of the algorithm. Besides, in order
to adapt to the evolutionary environment, the position
of the particles will be randomly deflected during the
splitting process. The number of deflection dimensions
of the particle position will be determined according to
Mmax and Mmin.

Example. Suppose pbest D f1; 4; 9g, gbest D f4; 7;

9g and, pn
i D f4; 9g. First, we let 5 and 2 be the

values of Smax and Smin, respectively. Second, we update
particle. By the directional learning method, the result
of pbest � p

n
i is f1g and the result of gbest � p

n
i is

f7g. Then, vnC1;i D f1; 7g. On the other hand, a target
set fpn

i ; nullg D f4; 9; nullg. If r2 D 0:4 � 3 D 1:2,
we randomly select one dimension from the target set,
i.e., f4g. Then, we can obtain the updated position
pnC1;i D f4g [ f1; 7g D f1; 4; 7g: Moreover, by the
randomly splitting method, SA-MDP calculates the
number of dimensions that need to be changed for each
child particle Mmax and Mmin. The data publisher can
set Smax and Smin. Supposemi is 2 for pn

i , SA-MDP can
obtain pnC1

i D f4; nullg. Third, after the user obtains
new child particles, SA-MDP calculates the relevant
fitness and updates the best positions pbest and gbest .

3.5 Termination

The termination is determined by two parameters, i.e.,
Tf it and Tgen. Namely, if Nf it > Tf it or Ngen >
Tgen, SA-MDP terminates. Specifically, Nf it counts
the number of times the best-so-far solution gbest has
not been updated and Ngen denotes the number of
generations. SA-MDP will repeat until at least one of
these two termination conditions is satisfied.

4 Performance Evaluation

In this section, we evaluate the performance of SA-
MDP on the data utility and the data privacy, i.e., the
HFR and LRR. To this end, substantial experiments are
conducted to evaluate the effectiveness and efficiency
of the proposed SA-MDP approach. The experimental
results are compared with COA4ARH[12]. Next, let us

introduce some experimental-related settings.
� Implementation. SA-MDP in the experiments is

implemented in MATLAB. Experiments are performed
on a system with Microsoft Windows 7 32-bit Operating
System (3.30GHz Intel Core i5-4590 processor CPU and
4.00 GB RAM).
� Datasets. SA-MDP is conducted on three typical

public datasets[17], i.e., Chess, Mushroom, and BMS1.
Table 7 shows the characteristics of these three datasets.
To evaluate the performance of the SA-MDP, the minS
and minC are set differently for each dataset because
we need to ensure the number of SARs is appropriate.
� Parameters setting. In the experiments, we set

the number of generations Ngen to 15 and the particle
population size Npop is set to 100. For the fitness
function, we set w1 D w2 D w3 D 1. To determine
which SI needs to be removed for protecting the SARs,
we select the particle that has the smallest fitness to
delete items.
� Metrics. To evaluate the performance of SA-MDP,

we consider two side-effects as the measured metrics,
i.e., (1) hiding failure rate (HFR) and (2) lost rule rate
(LRR). Besides, to show the efficiency, we utilize the
third metric, i.e., (3) running time.

4.1 Trade-off between data privacy and data utility

In this section, we conduct a comparison on the
performance of SA-MDP and COA4ARH in terms of
the trade-off between the data privacy and the data utility.
Recall that the HFR and the LRR are the two measured
metrics, Fig. 2 shows the evolution process of the HFR
and the LRR obtained by SA-MDP and COA4ARH.
Next, a detailed analysis is given.

For the three public datasets, Fig. 2 shows the
evolution process of the HFR and the LRR obtained
by SA-MDP and COA4ARH. We observe that
the HFR of the COA4ARH algorithm decreases
monotonically and eventually converges to 0 while the
LRR of the COA4ARH algorithm decreases steadily.
Correspondingly, in the proposed SA-MDP approach,
both HFR and LRR show large changes. But it is worth
mentioning that for the proposed SA-MDP approach, the
sum of HFR and LRR shows a monotonically decreasing
trend. In Fig. 2, as can be seen, the proposed SA-MDP

Table 7 Characteristics of datasets.
Dataset Trans. Items Rules minS (%) minC (%) Type
Chess 3196 74 10 742 90 90 Dense

Mushroom 8416 119 3828 40 70 Dense
BMS1 59 601 497 17 678 0.1 5 Sparse
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Fig. 2 Evolution processes of SA-MDP and COA4ARH on
(a) Chess, (b) Mushroom, and (c) BMS1 datasets.

approach can completely protect all SARs in the three
public datasets.

Take the results obtained over the Mushroom dataset
as an example, we consider the best solution in terms
of HFR, the best solution of the SA-MDP approach
is obtained at the 3rd generation and has LRR ˇ D

82:18% and HFR ˛ D 0% while the best solution of the
COA4ARH algorithm is obtained at the 15th generation
and has LRR ˇ D 84:62% and HFR ˛ D 0%. Note
that, at the 15th generation, the HFR of SA-MDP is
larger than 0 while that of COA4ARH equals 0, the
reason lies that the best solution obtained by SA-MDP
is determined by the weighted-fitness. In other words,
SA-MDP enables the data publisher to decide which side-
effect is more important, but COA4ARH only provides
a privacy-first solution.

To sum up, SA-MDP performs better than other
algorithms in terms of personalization. Namely, SA-
MDP has better performance on balancing the trade-
off between the data privacy and the data utility than
COA4ARH.

4.2 Performance on data privacy

In this section, we demonstrate the performance of the
proposed SA-MDP approach on the data privacy over
three different datasets. Recall that we use the HFR as
the measured metric of the data privacy, we conduct a
comparison with COA4ARH in terms of HFR, and we
choose the HFR of the solution which has the lowest
fitness value. The experimental results are shown in
Fig. 3. Next, a detailed analysis is given.

Figure 3 shows that the SA-MDP approach can
achieve the same protective effect as the COA4ARH
algorithm in terms of the HFR. Specifically, for the
dense or sparse dataset, the SA-MDP approach can
successfully protect all SARs as shown in Fig. 3.
In addition, according to Fig. 2, the presented SA-
MDP approach allows a certain hidden failure rate to
further reduce the loss rate. This is impossible for the
COA4ARH algorithm.

4.3 Performance on data utility

In this section, we demonstrate the performance of SA-
MDP on the data utility. Recall that we use LRR as
the measured metric, the results of SA-MDP in terms
of LRR are compared with that of COA4ARH, and we
choose the LRR of the solution that has the lowest fitness
value at each generation. The experimental results are
shown in Fig. 4. The detailed analysis is given as follows.

Figure 4 demonstrates that the SA-MDP approach
performs better than the COA4ARH algorithm in terms
of LRR, since the SA-MDP approach loses less NARs
than the COA4ARH algorithm. Specifically, the LRRs
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obtained by the COA4ARH algorithm over the three
datasets are 64:63%, 84:62%, and 33:90%, respectively.
Meanwhile, the LRRs obtained by the proposed SA-
MDP approach over the three datasets are 44:92%,
82:18%, and 30:95%, respectively.

Considering the trade-off between the LRR and the
HFR, more SARs are protected, while more related
association rules may be lost. Therefore, during the
sanitization process achieved by deleting the RHS of
SARs, there are more NARs that may be lost. According
to Fig. 2, we know that this trade-off is solved by the SA-
MDP approach and the COA4ARH algorithm. However,
in the COA4ARH algorithm, the users just ignore the
effect of LRR of the SA-MDP algorithm. The strategy
leaves the users no choice to show the private preference
of the data utility and the data privacy. To address this
problem, the proposed SA-MDP approach introduces
the weighted-fitness to handle the trade-off between the
data utility and the data privacy. Besides, as we can
know, the COA4ARH algorithm loses fewer NARs than
GA-based algorithms. In other words, the SA-MDP
approach performs better than other algorithms in terms
of LRR. To sum up, the proposed SA-MDP approach
performs better than the COA4ARH algorithm in terms
of LRR.

4.4 Evaluation of the efficiency

In this section, we demonstrate the efficiency of
the proposed SA-MDP approach and the COA4ARH
algorithm in terms of the running time. In the
experiments, we set the number of generations Ngen

to 15 and the particle population size Npop is set to 100.
Experimental results are shown in Fig. 5. The detailed
analysis is given as follows.

Figure 5 shows the running time of SA-MDP and
COA4ARH under three datasets. One can observe that
the running time of SA-MDP under three datasets
is about half of the running time of COA4ARH. In
addition, the SA-MDP approach costs more time to run

4202.37

8001.95

2681.73

1222.4

4585.72

1135.81

Chess Mushroom BMS1
0

2000

4000

6000

8000

10000

R
u

n
n

in
g

 ti
m

e
 (

s
)

COA4ARH

SA-MDP

Fig. 5 Running time comparison of SA-MDP and
COA4ARH.

on Mushroom dataset than on datasets Chess and BMS1.
Compared with the general EA[18], SA-MDP contains

an extra operation: Mother particle splitting. Based
on the introduced concept, the old particle can split
into several new particles, it improves the diversity
of the solution and the exploration ability of SA-
MDP. Previous works[19] ignored the utilization of the
nature of PSO, i.e., designed to simulate the behavior
of flocks of birds. Besides, SA-MDP utilizes that
the maximum transactions can be modified and the
minimum transactions need to be modified to limit the
loss of the data utility. It is different from evolution
which just randomly mutates the transactions to get
a new mutation result[5]. In such an algorithm, there
may be many unnecessary sanitizations. According
to Definition 3, fewer modification means less loss
NARs. SA-MDP provides an appropriate design for the
sanitization, which saves a lot of time consumption.

As a result, we can see that SA-MDP costs a smaller
running time than COA4ARH, namely, SA-MDP has a
larger convergence rate.

5 Related Work

This section briefly reviews the related works, which
can be roughly divided into two folds: perturbation-
based data publication and evolutionary algorithm-based
mining.

5.1 Perturbation-based data publication

Nowadays, data publication is highly demanded in the
industry because it can be utilized to develop data-driven
services. The earliest data publication is commonly
achieved by data perturbation technologies with privacy-
concerned. To perturb the dataset, it consists of two main
approaches, i.e., reconstruction and sanitization.

For the reconstruction-based method, the dataset is
reconstructed by a certain method and then released
to the public[20–22]. By database reconstruction-based
technologies, a data publisher can release the dataset
for privacy-preserving mining association rules. The
reason lies that a published dataset can be partially or
fully synthetic based on the requirements of hiding SARs
while guaranteeing the utility of the dataset[22]. The kind
of methods are interesting and are worth investigating
for further researches about the minable data publication.
Recently, Li et al.[22] presented a reconstruction-
based algorithm DR-PPFIM, which can balance the
privacy and the data utility. Specifically, DR-PPFIM
algorithm focuses on the sensitive frequent itemsets
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and filters out the related frequent itemsets. Then, DR-
PPFIM removes these related itemsets. Next, the data
publisher performs the reconstruction scheme. Finally,
the reconstructed dataset can be released. However, the
adopted reconstruction-based method may have a local
optimum solution for the minable data publication.

For the sanitization-based method, the dataset removes
the sensitive information firstly, and then the dataset
is released to the public[23]. There are several works
which have been proposed. For instance, some published
datasets contain private social media information, which
can be discovered by some malicious attackers and be
used to predict personal information. Thus, Cai et al.[24]

presented a sanitization-based method to decrease the
reliability of this kind of attack. Moreover, Liu et al.[25]

presented three novel sanitization-based utility mining
algorithms to address the privacy problem of sharing
data among a variety of organizations.

5.2 Evolutionary algorithm-based mining

Recently, evolutionary algorithm-based mining has also
attracted the attention of many researchers because it
can improve the efficiency of algorithms. To perturb the
dataset, there are two main methods for the evolutionary
algorithm-based mining, namely, the single-objective
evolutionary algorithm (SOEA)-based method and the
multi-objective evolutionary algorithm (MOEA)-based
method.

The SOEA-based method has shown its superiority
to obtain the optimal solution than traditional
methods[26,27]. For example, a cuckoo search optimization
algorithm is adopted for deleting/inserting items
from/into the dataset, and a solution with the fewest side-
effects is obtained[12]. It shows better performance than
the GA-based hiding strategy[28] and DSR[10]. However,
these works focus on how to reduce the privacy leakage
risks but ignore the data utility, so the data utility of the
protected dataset is low. Therefore, the MOEA-based
method has attracted more attention.

There are several MOEA-based methods presented
for addressing the problem that can be solved by the
SOEA-based method[29–32]. For example, an MOEA-
based method in terms of the fuzzy emerging patterns
mining was designed[30], a hybrid MOEA method in
terms of the rapidly and directly high-quality rules
ming was presented[31], and an MOEA with an indexed
set representation scheme in terms of the high utility
patterns mining was presented[32]. Furthermore, in recent
years, many works were presented to solve the privacy-

preserving association rules mining problem. For
instance, Motlagh and Sajedi[9] designed an MOEA-
based algorithm MOSAR, but the computational costs
of MOSAR are too high since it hides one SAR at
one time. Besides, Cheng[33] investigated the frequent
itemsets hiding problem and presented a novel MOEA-
based method. The presented method can hide the
sensitive frequent itemset by sanitating specific items,
but it generates FARs, so the data utility is low.

6 Conclusion

This paper has presented SA-MDP, a novel sanitation
approach for achieving the minable data publication
while guaranteeing the data privacy of individuals.
Essentially, SA-MDP method protects the data privacy
via reducing the sensitive information before the data
publication. Specifically, to decrease the Support or
the Confidence of the SARs, SA-MDP first locates
the sensitive items. Then, SA-MDP utilizes the PSO
algorithm to find the optimal sanitization method for
solving the SARP problem, which is NP-hard. Moreover,
PSO enables the particle can learn from the best solution,
which guarantees the convergence rate. Besides, SA-
MDP adopted the weighted-sum of the side-effects as
the fitness function because the data utility and the data
privacy are two conflict goals. The presented fitness
function can guide the particles to fly towards the optimal
solution. In SA-MDP, the particle can split into several
child particles, which is achieved by random mutation
or learning from the best particle. In this way, the
diversity of the population can be increased. In addition,
SA-MDP presents a novel preprocessing mechanism
before the evolution process of the customized PSO
algorithm, filtering out the irreverent transactions, so
that the dimension of the search space can be decreased.
Finally, we have performed the proposed SA-MDP
approach over several datasets. The experimental results
have demonstrated the effectiveness and efficiency of
SA-MDP. The presented SA-MDP approach hides the
SARs by deleting the specific items from the dataset and
provides a controllable choice.
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