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Understanding Social Relationships with Person-Pair Relations

Hang Zhao, Haicheng Chen, Leilai Li, and Hai Wan*

Abstract: Social relationship understanding infers existing social relationships among individuals in a given scenario,
which has been demonstrated to have a wide range of practical value in reality. However, existing methods infer the
social relationship of each person pair in isolation, without considering the context-aware information for person pairs
in the same scenario. The context-aware information for person pairs exists extensively in reality, that is, the social
relationships of different person pairs in a simple scenario are always related to each other. For instance, if most
of the person pairs in a simple scenario have the same social relationship, “friends”, then the other pairs have a
high probability of being “friends” or other similar coarse-level relationships, such as “intimate”. This context-aware
information should thus be considered in social relationship understanding. Therefore, this paper proposes a novel
end-to-end trainable Person-Pair Relation Network (PPRN), which is a GRU-based graph inference network, to
first extract the visual and position information as the person-pair feature information, then enable it to transfer
on a fully-connected social graph, and finally utilizes different aggregators to collect different kinds of person-pair
information. Unlike existing methods, the method—uwith its message passing mechanism in the graph model—can
infer the social relationship of each person-pair in a joint way (i.e., not in isolation). Extensive experiments on People

In Social Context (PISC)- and People In Photo Album (PIPA)-relation datasets show the superiority of our method

compared to other methods.
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1 Introduction

Social relationships in either physical or virtual
forms are the basis of social networks in our daily
lives!!3l. Previous studies have shown that implicit
social relationships can be discovered from texts!¥,
images/>3-8!, and videos!®~'?!. The current paper focuses

on still images.
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The goal of understanding social relationships is
to infer the social relations among people in a given
scenario, such as a still image. This process has been
demonstrated to have a wide range of practical value in
reality. Nowadays, with the increasing dependence of
humans on machines, understanding social relationships
enables the latter to blend in and make better responses
in different situations. Furthermore, social relationship
understanding is also helpful in avoiding potential
privacy risks generated by automatically parsing
information that may reveal such relationships in many
forms of media (e.g., texts!*) and informing users about
this.

In past years, social relationship understanding has
drawn increasing research interest. For example, Sun et
al.l'3 proposed an approach that uses the information
of head regions, body regions, and human attributes to
predict social relationships. Li et al.l>! proposed a dual-
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glance model that utilizes the visual information of a
person-pair and the contextual information of region
proposals around the pair to make predictions. Wang et
al.'% proposed a Graph Reasoning Model (GRM) that
incorporates common sense knowledge of the correlation
between objects and person-pairs.

However, existing methods infer the
relationship of each person pair in isolation, without
taking into account the context-aware information for
such pairs in the same scenario. In fact, context-aware
information for person-pairs exists extensively in
reality, that is, the social relationships of different
person-pairs in a simple scenario are always related
to each other. Taking Fig. la as an example, in a
simple scenario, most of the person-pairs have the
same social relation (friends), and although there is
one different social relation (grandma-grandchild),
these two relationships belong to one coarse-level
relationship (intimate). Intuitively, if we want to infer
the social relationships of a person-pair and already
know several others are the same relationship (e.g.,
friends), then the person-pair has a high probability

social

Fig. 1 Examples from PIPA-relation datasets!’3l. Most
person pairs in a simple scenario have the same or similar
coarse-level social relations. For instance, almost all person-
pairs in (a) have the same relation “friends” and all
person-pairs in (b) have the same relation, “professional”.
Furthermore, all four social relations in (c) belong to the
similar coarse-level social relation, “intimate”. There are
many examples in the dataset that have the same or similar
social relationships in a simple scenario, and the detailed
statistics can be found in Section 4.2.

of being “friends” or having the same coarse-level
relationship. Moreover, we find that the context-aware
information for person-pairs exists extensively in People
In Social Context (PISC)- and People In Photo Album
relation (PIPA)-relation datasets (see Section 4.2). This
context-aware information for person-pairs should be
taken into account in social relationship understanding.
Therefore, this paper proposes a novel end-to-end
trainable Person-Pair Relation Network (PPRN), a
GRU-based graph inference network to first extract
the visual and position information as the person-pair
feature information, and then enable the information
to transfer on a fully-connected social graph before
finally utilizing various aggregators to collect different
person-pair information. Unlike existing works, this
method—with the message passing mechanism in the
graph model—can infer the social relationship of each
person-pair in a joint way (i.e., not in isolation).

To date, understanding the social relationship between
two persons in an image remains a challenging task.
First, we should design a mechanism to encode the
context-aware information for person-pairs. Second, in
previous methods, for a given person-pair, it is difficult to
automatically detect its contextual regions correctly due
to the lack of annotation information about the regions,
which can be quite harmful when conducting inference.
Therefore, whether to use the information of contextual
regions has also become an important consideration
among researchers in this field, including the authors
of the current paper.

To address the above problems, we propose a novel
end-to-end trainable PPRN. This network not only
reduces the negative influence of the wrong information
of contextual regions, but also encodes the context-
aware information for person-pairs in the same scenario.
PPRN can make inferences in social graphs and consists
of three modules: feature extraction, message passing,
and relation inference. The feature extraction module
extracts the person-pair visual feature. First, for a given
person-pair, we use one ResNet-101 to extract the visual
features of each person and another ResNet-101"4 for
the visual feature of the person-pair within an image.
Next, we obtain the person-pair feature by concatenating
these three visual features and their position information.
Then, we use the person-pair feature to initialize the
node in the social graph.

Meanwhile, the message passing module encodes the
interaction cue among person-pair nodes on the social
graph. Then, we utilize GRU!'”!| a recurrent neural
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network, to pass messages among different person-pair
nodes in an iterative way. To pool the messages from
neighbor nodes in this module, we use three different
pooling mechanisms. Finally, the relation inference
module infers a social relation for a given person-pair.
We use a Multi-Layer Perceptron (MLP) to calculate the
probability distribution of all social relationships, and
the resulting relationship with the largest probability is
the final prediction result.

Our model is evaluated using two benchmark
datasets, namely, PISC-P! and PIPA-relation!!3!. The
experimental results verify the superiority of our model
over previous methods. The contributions of this work
to the literature are as follows:

e To the best of our knowledge, this is the first
attempt to infer the social relationship of each person-
pair in a joint way (i.e., in the field of social relationship
understanding.

e We design a novel message passing mechanism
to model the context-aware information for person-
pairs in the same scenario, thereby achieving the best
performance in this task compared to other methods.

e We analyze and verify that the role of information
of contextual regions in the scenario is not that huge,
which is a very novel idea in the field of social
relationship understanding.

2 Related Work

In this section, we introduce the related works on social
relationship understanding and message passing.

2.1 Social relationship understanding

The foundation of a social network is the understanding
of social relationships, which is an important
multidisciplinary problem that has attracted increasing
attention among computer vision researchers in recent
years. With the rise of deep learning, a large number
of studies have emerged to detect social relations from
texts*, imagesP®®!, and videos!!%!?). For instance,
motivated by psychological studies, Dibeklioglu et al.[1®]
and Zhang et al.®! investigated social relationships
based on affective behavior analysis and facial attributes,
such as expression and head pose. Li et al.b! first
introduced the contextual regions detected by Faster
RCNNI!7 in this task. Then, they proposed a dual-
glance model for social relationships, in which the first
glance makes a coarse relationship prediction for a
given person-pair, and then the second one refines the
prediction by utilizing the regions surrounding the pair.

Big Data Mining and Analytics, June 2022, 5(2): 120-129

Wang et al.l% constructed a semantic-aware knowledge
graph by detecting objects and used a Gated Graph
Neural Network (GGNN)!8! to integrate the graph
into the Graph Reasoning Model (GRM). This is a
graph reasoning network wherein a proper message
propagation and graph attention mechanism were both
introduced to explore person-pair interactions and the
contextual objects .

Unlike the aforementioned methods that infer the
social relationship of each person-pair in isolation, our
proposed PPRN approach can infer the relationship in a
joint way. To the best of our knowledge, it is also the first
to introduce context-aware information for person-pairs
and to feature a message-passing mechanism to encode
the information.

2.2 Message passing

The message passing mechanism provides a way by
which to update nodes’ states and exchange information
by passing messages to their neighbor nodes until
they reach a stable equilibrium. This has already
been successfully applied in many graph inference
tasks. Before the rise of message passing, the use of
Conditional Random Fields (CRFs)['! is a common
method used in graph inference tasks. For example,
Johnson et al.”?”! used CRF to infer scenario graph
grounding distributions for image retrieval. Yatskar et
al.”" used a deep CRF model to propose situation-driven
object and action prediction, while Xu et al.”?! used
the GRU-RNN:Ss to solve the scenario graph generation
problem iteratively. Our work is related to Graph-
LSTM?3! and the work of Xu et al.?2l, who formulated
the message passing problem using RNN models. The
same study in Ref. [22] also designed a primal graph
and a dual graph in their model. In comparison, we
merely simplified the model and just used one graph to
pool social relationship messages, thereby achieving a
better result. Similar to that study in Ref. [22], our model
iteratively refines the social relationship predictions
through relationship message passing in the graph,
whereas the structural RNN model only makes one-
time prediction along the temporal dimension; thus, it is
unable to refine its past predictions??.

3 PPRN Model

We introduce in this section the proposed PPRN for
social relationship understanding. We formulate the
social relationships among persons in an image as a
social graph, in which each node denotes the relationship



Hang Zhao et al.: Understanding Social Relationships with Person-Pair Relations 123

of a person-pair. The framework consists of three
modules, namely, feature extraction, message passing,
and relation inference. In the first module, following
the approach in GRM!®!, we first extract the person-pair
visual features from a given image, and then employ
these features to initialize the nodes in the graph. In
the second module, we use GRUM! and an attention
mechanism to explore the interaction cues of multiple
person-pair relationships in the graph. Finally, we output
the prediction result in the third module. Our proposed
framework is shown in Fig. 2.

3.1 Task formulation

Let / denote an image and B = {(xio, y?; xil, yil) 1=
1,2,...} denote the bounding boxes of all persons in /,
where (x?
right coordinates of the i -th person’s box, respectively.
Let G = {V, E} denote the social graph, where V is

the set of all person-pair nodes, E is the edge set of any

,y?) and (x}, y!) are the upper left and lower

two nodes in 7, and G is a fully-connected undirected
graph. The task is to infer the social relationship between
any two persons in /, which we formulate as a graph
inference task.

3.2 Feature extraction module

Given the i-th and j-th persons in I, we crop three
patches p;, p;, and p;;, with the first two patches
covering each person and the last one covering their

union region. These patches are resized to 224 x
224 pixels and fed into Convolution Neural Networks
(CNNs) accordingly. The feature map of the last
convolutional layer of the CNNs is flattened to obtain
visual vectors p;, p;, and p;;, where p; and p; share
the same CNN, and p; ;j uses another CNN. Moreover,
the geometry feature b;; of the i-th and j-th persons
is complementary to the visual information. This
is because it is not easy to infer by only using the
information when the social relationship is “no relation”,

as stated below:
max min max

bij = [x;?in7xij i i areaig],
x{?i” = min{x?,x?},
x{;"’x = max{xil,x}},
yi = min{y?, y?},
yie¥ = max{y}. y}}.
area;; = (x[J* —xi'") x G =y (D)

where [-] is the concatenation operation, and p;, p;, and
p;j are concatenated and fed into an MLP to produce a
person-pair visual feature vector. The resulting vector is
given by

vi; = MLP([p;, p;, p;;» bi;]) (2)
where  MLP(-) = Linear(ReLU(Linear(-))). v;; €
R*996 s used to initialize the node in the social graph.

It is worth mentioning that, the CNNs is the ResNet-101
in our framework!!4!.
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Fig.2 Architecture of our proposed PPRN. In the feature extraction module, the model first extracts the features of each person
and person-pairs. p; denotes the region of the i-th person, p; denotes the union region of the i-th and j-th persons, and b; denotes
the position of the i-th person. In the message passing module, an attention pooling method is used to propagate the relationship
messages among nodes in the graph (the learned weighted sum operation is denoted by the & symbol). Moreover, we iteratively
update the hidden states of nodes by using the GRUs. In the relation inference module, we infer the relation of the nodes by

using the hidden state of each node at the last step.
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3.3 Message passing module

This module is used to encode the context-aware
person-pair information to facilitate social relationship
understanding. Specifically, we use GRU!! with a
pooling mechanism to pass information among person-
pair nodes in the social graph. GRU is an RNN with
GRUs!!. Similar to GGNN?#, messages from each
node in the graph are iteratively propagated across the
graph as follows:

r,=oW, [0 x{),

v

2! = o(W,[hY™D, x0)),

v

B = tanh(Wirt © h¢D, x07),

v

WO =(-z)0h!™ vz 0k, ©)
where o() and tanh() are the logistic sigmoid and
hyperbolic tangent functions, respectively; © denotes
the element-wise multiplication operation; r% and z!
denote the reset gate and update gate of node v at the
t-th step, respectively; W, W, and W are the trainable
parameters; hff) is the hidden state of v at the 7-th step;
and hf,o) is initialized as the person-pair visual feature v
from Eq. (2).

Meanwhile, xl(f) in Eq. (3) is the new state of node v
obtained by pooling the message from neighbor nodes of
v. Here we employ three different pooling mechanisms
(Attention, Max, and Mean) to encode the context-aware
information in the message pooing module.

3.3.1 Attention aggregator

Here, we use the representation of the node v to attend
the hidden states of its neighbor nodes and obtain the
aggregated state x| which is given as follows:

x( = 30 v DR @)

v'eN(v)

where w is the trainable parameter, N (v) is the neighbor
nodes of v, and v (-) is the attention weight between v
and another node v’.
3.3.2 Max aggregator

The Max aggregator performs the element-wise Max
operation among hidden states, and is expressed as
follows:

x{ = Max(h{LV A7 ) (5)
where hl(fi_l) € N(v).
3.3.3 Mean aggregator
The mean aggregator performs the element-wise Mean

operation among hidden states, and which is expressed
as follows:

Big Data Mining and Analytics, June 2022, 5(2): 120-129

x{ = Mean(h{D hU=D, ) (6)

vo
where hl(,ti_l) e N(v).
3.4 Relation inference module

This module is an MLP. Its input is the hidden state of the
nodes at the last step 7', and its output is the probability
distribution of all social relationships. It is formulated
as follows:

sy = Softmax(MLP(h{T)) )
where MLP(:) = Linear(ReLU(Linear(-))), s, € RC,
and C represents the number of social relationships.

3.5 Optimization

We use the cross entropy loss function to optimize our
model. The objective function is expressed as follows:

1
L= _ - Z Z CrossEntropy(yy, $y)  (8)
I%:I | I| IeTveVy

where 7 is the image set. V7 is the node set of the social

graph in image I, | V7| is the size of V7. y, is the ground-
true label of node v and s, is obtained based on Eq. (7).

4 Experiment

4.1 Experiment setting

4.1.1 Dataset

In this work, two datasets are used to evaluate our proposed
method. The first one is the large-scale PISCP!, which
has 22670 images and contains two-level recognition
tasks: three coarse-level relationships, namely, “no
relation, intimate relation, and none-intimate relation”,
and six fine-level relationships, namely, “friend, family,
couple, professional, commercial, and no relation”. The
second one is the PIPA-relation!!3!, an extended version
of PIPA® with 37107 images. It also annotates
26915 person-pairs on two-level recognition tasks:
five social domains and 16 social relations based
on these domains. The train/val/test in PISC involves
13 142/4000/4000 images with 14 536/25636/15497
person-pairs on the coarse-level relationship, and
16 828/500/1250 images with 55400/1505/3691 person-
pairs on the fine-level relationship. In PIPA-relation,
we follow a previous study in Ref. [6] and focus on
recognizing its 16 relationships in the experiment. Its
train/val/test involves 13 729/709/5106 person-pairs.

4.1.2 Implementation details

We adopted the same strategy as that in previous
works!>0! to train our model. First, we used the SGD
optimizer with learning rate 0.0001 to fine-tune the
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ResNet-101 model'. Next, we froze the feature
extraction module and used the ADAM optimizer with
a learning rate of 0.0001 to train the last two modules
jointly. For the message passing module, the dimension
of hidden size was 512 and the iteration times, 7', was 4.

4.2 Datasets analysis

Based on the data statistic shown in Table 1, we have two
conclusions about the social relationship understanding
task. First, according to the columns of “Multiple person-
pairs” and “Single person-pairs”, there is always more
than one person-pair in most images. Second, based
on the “Single relations” and “Multi relations” columns,
most person-pair social relationships in a simple scenario
are always the same or similar. These conclusions
suggest that the interaction cue of person-pairs always
exists in the task.

4.3 Comparisons with state-of-the-art methods

We compared our proposed model with existing state-of-

following the predicate prediction model in Ref. [26].

Pair-CNN!S!: This consists of two equivalent CNNs
with shared weights to extract features of the cropped
image patches for two individuals.

Pair-CNN+BBox+Union®): Based on pair-CNN
and Union-CNN, this incorporates the spatial location
information of two bounding boxes as supplementary
information.

Pair-CNN+BBox+Global'®: Instead of the union
region, this uses the entire image as the input to Union-
CNN.

Dual-glance’: It
fine predictions,
relationships, respectively. Dual-glance employs
Pair-CNN+BBox+Union and refines the prediction by
utilizing the surrounding region proposal.

GRM: It proposes a graph reasoning model
that unifies the frequency of co-occurrence of each
relationship-object pair to facilitate social relationship

implements coarse and

which include three and six

understanding.

Similar to GRM, we adopted the per-class recall and
mAP to evaluate our model. The experimental results
are shown in Table 2. To extract the local contextual
cues (object proposal), Pair-CNN+BBox+Global, dual-
glance, and GRM use extra Faster-RCNN!'7!| which is
pre-trained on the COCO dataset'?”!. GRM utilizes the
object proposal to construct a semantic-aware knowledge
graph for the social relationship reasoning. Notably, both

the-art methods on both the PISC- and PIPA-relation
datasets. Formally, results of the comparison are as
follows:

4.3.1 Performance on the PISC dataset

We compared our method with six existing methods on
this dataset.

Union-CNNI?6l: This uses a single CNN model to
classify the union region of the individual pair of interest,

Table 1 Statistics on PISC- and PIPA-relation. ‘“Multiple person-pairs” is the proportion of the images with more than
one person-pair, while “Single person-pairs” is the proportion of images with just one person-pair. ‘Single relations” is the
proportion of the images that have only one category of social relationship, while “Multi relations” is the proportion that has
more than one category of social relationship.

(%)
Dataset Multi person-pairs Single person-pairs Single relations Multi relations
PISC Co.arse 87.1 12.9 79.9 20.1
Fine 83.9 16.1 86.4 13.6
PIPA-relation 16 71.9 28.1 94.9 5.1

Table 2 Comparison of our PPRN and previous methods on recall-per-class and mean Average Precision (mAP) evaluation in
PISC.

(%)

Method Coarse relationship Fine relationship
Intimate Non-intimate No relation mAP Friends Family Couple Professional Commercial No relation mAP
Union-CNNI[?6!1 72 1 81.8 19.2 584 299 585 70.7 554 43.0 19.6 43.5
Pair-CNNP! 70.3 80.5 38.8 651 302 591 694 57.5 41.9 34.2 48.2
PairCNNt+ 5y 81.2 579 722 325 621 739 6l4 46.0 521 569

BBox+Union

RN 705 80.0 537 705 322 617 726 608 443 510 546
Dual-glanceP®  73.1 84.2 59.6 79.7 354 681 763 70.3 57.6 60.9 63.2
GRM®! 81.7 734 65.5 828 596 644 58.6 76.6 39.5 67.7 68.7

Ours 81.9 67.3 74.7 81.8 610 67.1 56.2 76.9 46.0 68.1 69.7
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of them incur extra detection annotations containing
noises. Specifically, our model achieves an accuracy
rate of 75.1% and mAP of 81.8% in the coarse-level
recognition. The model also achieves an accuracy rate of
65.6% and mAP of 69.7% in the fine-level recognition.
Our model outperforms the previous best model in
terms of fine-level recognition, but shows slightly worse
performance on mAP than the best model in coarse-level
recognition.

4.3.2 Performance on the PIPA-relation dataset

On this dataset, we compared our proposed model with
two-stream CNN{!31 dual—glance[s], and GRM!®!, Before
our method was proposed, GRM achieved the best
performance among these existing methods. Specifically,
we directly reprinted the experimental results of several
baselines from the GRM and the results are shown in
Table 3. Notably, our PPRN significantly outperforms
the previous methods and beats the best of them with a
2.4% accuracy when used on the PIPA-relation dataset.

4.4 Analysis of the experimental results

In this section, we first implemented different pooling
mechanisms in the message passing module and
compared their performance on the PIPA-relation
dataset. Then, we conducted a conditional experiment to
investigate the effectiveness of the factor of contextual
object regions and the context-aware information for
person-pairs. The experimental results are presented in
Table 4.

Table 3 Comparison of our PPRN and previous methods in
terms of accuracy evaluation in PIPA-relation.

(%)
Method Accuracy
Two stream CNN/?! 57.2
Dual-glancel® 59.6
GRM! 62.3
Ours 64.7

Table4 mAP and accuracy result of RCNN, our model, and
our model with contextual region, implemented in the same

way as the dual-glance approach.
(%)

PISC coarse PISC fine

Method
Accuracy mAP  Accuracy mAP
RCNN - 63.5 - 48.4
Ours (Max) 74.3 80.8 64.1 68.3
Ours (Mean) 74.6 80.1 63.8 68.3
Ours (Attention) 75.1 81.8 65.7 69.7

Ours (Attention) +

. . 74.9 81.2 65.3 69.1
objects region
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4.4.1 Significance of message passing

The core component in our proposed method is
the introduction of the message passing mechanism,
and one of its key components is the message
pooling mechanism, which uses the attention-pooling
mechanism to aggregate hidden states of other
relationship nodes into an aggregated representation. We
also implemented and evaluated other standard pooling
mechanisms in our model to further investigate the
advantage of the attention-pooling mechanism in our
proposed method. First, we used the mean-pooling
mechanism to replace the attention-pooling mechanism.
Then, we use the max-pooling mechanism to replace it.
As shown in Table 4, we can see that all scores with the
attention mechanism increased by over 1% compared
to the mean-pooling and the max-pooling mechanisms.
This suggests that the attention-pooling mechanism has
better performance in terms of aggregating the context-
aware information into an aggregated representation.
4.4.2 Analysis of contextual information

Dual-glance and GRM spouse the idea that the
contextual information of the object region plays an
important role in social relationship understanding
because of the co-occurrence of object regions and social
relations. However, this is only suitable for the scenario
in which only a single social relationship can be found
in an image. This is because contextual information
can only select the most relevant image when there are
various social relationships in one image. Moreover,
the object regions are always misidentified due to the
defects of the current object detection model and the
complexity of the image scenario, which may provide
misinformation in the process of inferring the social
relationship. Therefore, we believe it is harmful to
incorporate the contextual information of the object
region into our method, which is also proven in Table 4.
Finally, we compared the performance of our method
with and without object regions and found that it
performed worse than the other methods when using
the regions.

4.5 Case study

Four examples in Fig. 3 are shown to illustrate the
capability of our PPRN to infer social relationships. We
compared our PPRN with GRM!% in these examples.
The results reveal that compared to the social relation
graphs in Fig. 3c, the graphs in Fig. 3b are very similar
to those in Fig. 3a, which means that our PPRN performs
better than GRM. In addition, similar to Fig. 3a, over
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Fig. 3 Qualitative examples of social relation graphs from different sources: (a) PISC fine, (b) our proposed PPRN, and (c)
GRM. The red oval denotes the social relationship that is wrongly predicted. These examples show that our method performs

better than GRM.

half of the edges in Fig. 3b are identical, which strongly
suggests that the context-aware information for person-
pairs plays a significant role in social relationship
understanding. For the third example, the accuracy of
PPRN is 100%, while that for GM is 80% in GRM, thus
proving the superiority of our method over GRM.

5 Conclusion

In this study, we propose a PPRN method to solve
social relationship understanding in an image. Our
proposed model is a novel graph inference network that
incorporates context-aware information for person-pairs
to infer the relations from these pairs. The key challenge
is to design a model to explain the interactions among
social relationships. The PPRN features a message-
passing mechanism designed to propagate relationship

messages through the RNNs, which can help improve the
performance of relationship prediction. Moreover, we
also analyzed the influence of contextual relationships
and contextual object regions, and found the problem
of information of contextual object regions. To our best
knowledge, this is the first attempt to infer the social
relationship of each person-pair in a joint way (i.e., not in
isolation) to improve social relationship understanding.
The results of extensive experiments on two large-
scale benchmarks (PISC- and PIPA-relation) prove the
superiority of our method over previous methods.

Our future work will incorporate external knowledge
into our method for further improvement.
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