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DEEPEYE: Link Prediction in Dynamic Networks Based on
Non-negative Matrix Factorization

Nahla Mohamed Ahmed, Ling Chen�, Yulong Wang; Bin Li, Yun Li, and Wei Liu

Abstract: A Non-negative Matrix Factorization (NMF)-based method is proposed to solve the link prediction problem

in dynamic graphs. The method learns latent features from the temporal and topological structure of a dynamic

network and can obtain higher prediction results. We present novel iterative rules to construct matrix factors that

carry important network features and prove the convergence and correctness of these algorithms. Finally, we

demonstrate how latent NMF features can express network dynamics efficiently rather than by static representation,

thereby yielding better performance. The amalgamation of time and structural information makes the method

achieve prediction results that are more accurate. Empirical results on real-world networks show that the proposed

algorithm can achieve higher accuracy prediction results in dynamic networks in comparison to other algorithms.
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1 Introduction

With the widespread reach of the Internet, social
networks have become popular and people can use
them to build wider connectionsŒ1�4�. Besides social
networks, network structures are constantly observed in
real-world systems, such as road traffic networksŒ5� and
neural networks. When we build a network structure
to topologically approximate complex systems, missing
or redundant links may unavoidably occur owing to
time and cost restrictions in experiments conducted for
constructing the networks. Moreover, since the network
links may be dynamically changing in nature, some
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potential links may appear in the future. Therefore,
it is necessary to detect such hidden links, or future
links, from the topological structure of the current
network. This is a task of link prediction in complex
networksŒ6�8�.

Link prediction plays a key role in solving many real-
world problems. For instance, in biological networks
like disease-gene networks, protein-protein interaction
networks, and metabolic networksŒ9�, links indicate
the interaction relations between the organism and the
diseases represented by the nodes they connect to.
Although such implicit interaction relations can be
discovered by a biological experiment, their excessive
cost makes large-scale experiments impossible. To
reduce the huge cost of biological experiments, link
prediction can be employed at the preprocessing
stage to discover the potential interaction relations in
biological networks. In diseases-gene networks, link
prediction can detect the hidden links between disease
and gene to discover the cause of the disease and to
discover a treatment and new drugs for the diseaseŒ10�.

Over the last decade, link prediction has been
applied to recommendationŒ11;12�, author-paper subject
predictionŒ13�, scientific paper impact estimationŒ14�,
biological network analysisŒ15�, and protein interaction
predictionŒ16�, among others. Recently, the technique
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of link prediction has become a useful tool in analyzing
relations in social networks. By analyzing social
relations using link prediction, we can discover
potential interpersonal linksŒ6;17�19�. Link prediction
can reveal the potential friendship of users in social
networks and can recommend possible friends to
the usersŒ20�. Link prediction has been exploited
in monitoring criminal networks for detecting
hidden connections between members of criminal
organizations in order to stop their malefaction.
Link prediction is often employed in analyzing
author networks in scientific publications and to
predict potential co-authorsŒ21�. In e-commerce,
merchants often use link prediction in order to
recommend a commodity to the customersŒ12; 22�. Such
recommendation enables marketers to introduce their
products to customersŒ23; 24�. Link prediction can be
used to analyze email communications and detect
anomalous e-mails.

In addition to its important application value, link
prediction also plays a significant role in theoretical
investigations. For instance, link prediction research
provides theoretical assistance to the study of complex
network evolution mechanismŒ25; 26�. For a given
network, many models have been proposed in order
to provide a possible network evolution mechanism.
Due to the large number of statistics that characterize a
network structure, it is hard to compare the precisions of
various mechanisms. Link prediction can offer an easy,
uniform, and relatively fair approach toward comparing
the mechanisms of network evolution. It can greatly
aid the theoretical investigation of the complex network
evolution model.

With the development in network analysis research,
there have been many link prediction methods reported
recently. These methods can be classified into three
main categories: similarity-based, probabilistic model-
based, and machine learning-based methods.

The easiest and most widely used link prediction
method is the similarity-based method. Many studies
have shown that nodes with more similar topological
features are more likely to be linked to each other.
For instance, Aiello et al.Œ27� found that people
with common interests and similar personalities tend
to become friends. To predict potential links, the
similarity-based method computes an index for each
node pair in the network. Such index reflexes the
topological similarity level between the two nodes.
We can compute the similarity score according to the

main topological features of the network. If a pair
of nodes has correlated topological structures or more
common features, they should be assigned a higher
similarity scoreŒ28;29�. The non-existing links that
have larger similarities are considered more likely to
occur. There are three types of similarity indexes:
local indexes based on the local topological structure,
global indexes based on global topological structure,
and quasi-local indexes, which exploit more topological
information than local indexes but less than global
indexesŒ30�. Computing quasi-local and global indexes
usually involves the random walk technique. Wang et
al.Œ31� proposed a random walk based link prediction
method in directed networks exploiting the information
of directed paths. Das Sarma et al.Œ32� advanced a
distributed random walk algorithm, which can be used
for parallel link prediction. Liu and LüŒ33� showed
that the finite steps of a random walk can achieve
more precise prediction results, in comparison to the
global random walk. Since random walk methods
demand large amount of computation time, they are not
applicable to solving many large-scale problems.

Probabilistic models are often used in some
network link prediction methods. To predict individual
relationships in a social network, Hu and WongŒ34�

suggested a probabilistic model; the model was
optimized by genetic algorithm. To detect the hidden
links in directed networks, Barbieri et al.Œ35� presented
a stochastic topic model that can explain the reason
why each link has been predicted. To compute the
likelihood of the potential links, a probabilistic model
was presented by Gao et al.Œ36� The model utilized
information in the network from a variety of aspects.

Some methods for link prediction employ machine
learning techniques. Based on a semi-supervised
learning strategy, Zeng et al.Œ37� advanced a link
prediction method that exploits the latent topological
information in networks. Other machine learning
techniques, such as supervised rank aggregationŒ38�,
principal component analysisŒ39�, and ensembleŒ40�, are
also employed for network link prediction. To reduce
the time cost of optimization, heuristic optimization
approaches, such as evolutionary algorithmŒ41� and
ant colony optimizationŒ42�, were also employed for
network link prediction. To predict hidden links in
large-scale networks, Chen et al.Œ43� presented a
sampling based algorithm in order to predict the
links involving a certain node. Ding et al.Œ44� presented
a link prediction method according to community
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information in the network.
However, most methods aimed at link prediction

in static networks, where the link connections do
not change over time. In real-world applications,
more systems are modeled as dynamic networks.
In dynamic complex networks, temporal topology
information is one of the main sources for designing the
similarity function between entities. However, existing
link prediction algorithms do not apply temporal
information sufficiently. Therefore, it is necessary to
study effective methods for predicting links in dynamic
networks.

Recently, works for link prediction in dynamic
networks have been reported. Ahmed et al.Œ1� presented
an algorithm for predicting potential links in uncertain
dynamic social networks. The algorithm constructs
a deterministic network, where a random walk is
performed in order to compute similarity scores
between the nodes. A continuous-time regression model
was presented by Vu et al.Œ45� for link prediction
in dynamic networks. The model combines temporal
regression coefficients with the time-dependent network
statistics in order to improve the quality of prediction
results.

In this paper, we propose a method for link prediction
based on non-NMF in dynamic networks. New iterative
rules are proposed in order to construct the matrix
factors that carry important features of the network.
We prove the convergence and correctness of the
proposed non-NMF algorithm. Additionally, we show
how latent NMF features can express network dynamics
efficiently, instead of static representation, which yields
better performances than using static representation.
The amalgamation of time and structural information
makes the method achieve prediction results with higher
precision. Empirical results on real-world networks
show that the proposed algorithm can achieve higher
quality prediction results in dynamic networks, in
comparison to other algorithms.

The remainder of this paper is structured as follows:
Section 2 provides the problem definition and creates
a Non-negative Matrix Factorization (NMF) model for
dynamic networks. Section 3 proposes an iterative
method for NMF, and introduces the framework of the
algorithm. Section 4 provides the time complexity
analysis of the algorithm, while Section 5 illustrates the
convergence and correctness of our iterative method.
Experimental results are shown and analyzed in Section
6. In Section 7, we conclude the paper.

2 Link Prediction and Non-negative Matrix
Factorization

2.1 Link prediction

We use a set of undirected binary graphs to represent
a given dynamic network. Let V D fv1; v2; :::; vng be
a set of vertices, and Gt0 ; Gt0C1; :::; Gt0CT�1

be the networks appearing at different times
t D t0; t0 C 1; :::; t0 C T � 1. We define a list of
symmetric matrices At0 ; At0C1; :::; At0CT�1 to be the
adjacency network matrices Gt0 ; Gt0C1; :::; Gt0CT�1.
The element At .i; j / in the adjacent matrix A

implies the occurrence of a link between vertexes
vi and vj ; i; j D 1; 2; :::; n; during the time period
t D t0; t0 C 1; :::; t0 C T � 1: Given the graph series
Gt0 ; Gt0C1; :::; Gt0CT�1; the goal of link prediction
in a dynamic network is to forecast the appearance
of the future links at time t0 C T; where T is the
time interval. Our link prediction method outputs an
n � n matrix St0;T with each element St0;T .i; j / as
a similarity score indicating the likelihood of the link
.vi ; vj / at time t0 C T .

2.2 Non-negative matrix factorization

Let non-negative matrixA be the n � n adjacent matrix
of the network. The goal of the non-NMF is to find two
non-negative matrices U 2 Rn�k

C and V 2 Rn�k
C ; so

that their product will be very close to matrix AW
A � UV T:

Here k is the dimension of the latent space (k < n/.
U consists of latent space bases and is called the base
matrix. V represents the combination coefficients of
the bases for reconstructing matrix A and is called the
coefficient matrix. This matrix factorization problem
can be modeled as a problem of optimizing the
following Frobenius norm:

min
U;V
jjX � UV T

jj
2
F; s.t. U > 0; V > 0 (1)

Here, jj�jjF is the Frobenius norm, and constrainsU > 0

and V > 0 require that all elements in matrices U and
V are non-negative. The similarity between nodes i and
j in the latent space can be represented by the similarity
between the i -th and j -th row vectors in matrix V .

Let fA.1/; A.2/; � � � ; A.T /g be the adjacent matrix
of the dynamic network at time from 1 to T ,
where A.t/ 2 Rn�n

C (1 6 t 6 T / is the adjacent matrix
at time t . Suppose the adjacent matrix A.t/ can
be decomposed into A.t/ � U .t/.V .t//T (1 6 t 6 T /,
where vector V .t/

j represents the coefficient of node
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j in k-dimensional latent space represented by U .t/.
The values of V .t/ are changing for different times t .
In order to take exploit the topological information at
different times, we effectively integrate the adjacent
matrices in the low dimensional latent space. We
attempt to find a consensus latent space matrix U �

and a coefficient matrixV �, so that for every consensus
latent space matrix U .t/and coefficient matrix V .t/, the
differences between V � and V .t/, U � and U .t/ will be
minimized. In other words, the Frobenius norm of the
differences between V .t/ and V �, U � and U .t/will be
minimized:

D.U .t/; U �; V .t/; V �/ D jjV .t/
�V �jj2FCjjU

.t/
�U �jj2F

(2)
Therefore, our goal was to obtain a proper U .t/,

V .t/.81 6 t 6 T /, and V �, in order to minimize the
following objective functionJ :

J D

TX
tD1

�T�t
jjA.t/

� U .t/.V .t//Tjj2FC

TX
tD1

�T�t
jjU .t/

� U �jj2FC

TX
tD1

�T�t
jjV .t/

� V �jj2F (3)

s.t. 81 6 t 6 T , U .t/, V .t/, U �, V � > 0

Since the links in recent networks carry more
reliable information than old networks, the attenuation
coefficient � in Eq. (3) is used to assign more weight
to the recent network topological information. At each
time, the weights of the nodes are decreased by the
attenuation coefficient.

3 Iterative Method for NMF

To solve the optimization problem (24), we present an
iterative method. Since U .t/, V .t/, U �, and V � are
variables in Eq. (3), we fix three of the variables at
each time in the iteration, and obtain the best value for
the fourth variable, in order to minimize the objective
function J: After setting the proper initial values for
matrices V �, U�, U .t/, and V .t/, for t=1, . . . , T , each
iteration consists of four steps:

Step 1. Fix matrices V .t/, U �, and V �, update U .t/

to minimize J ;
Step 2. Fix matrices U .t/, U �, and V �, update V .t/

to minimize J I
Step 3. Fix matrices U .t/, V �, and V .t/, update U �

to minimize J .
Step 4. Fix matrices U .t/, U �, and V .t/, update V �

to minimize J .

3.1 Updating U.t/

By fixing matrices V .t/,V �, and U �, we update U .t/

in order to minimize the objective function of J.U .t//,
t=1, . . . , T :

J.U .t// D �T�t
jjA.t/

� U .t/.V .t//Tjj2FC

�T�t
jjU .t/

� U �jj2F (4)

Since
@J.U .t//

@U .t/
D ��T�t Œ�2A.t/V .t/

C 2U .t/V .t/TV .t/
C

2U .t/
� 2U �� (5)

by the Karush–Kuhn–Tucker (KKT) condition, we
know that

�2A.t/V .t/
C2U .t/V .t/TV .t/

C2U .t/
�2U � D 0 (6)

By Eq. (6), we can obtain the following formula for
updating U .t/

ij :

u
.t/
ij  u

.t/
ij

.A.t/V .t//ij C u
�
ij

.U .t/V .t/TV .t//ij C u
.t/
ij

;

t D 1; 2; :::; T I i D 1; 2; :::; nI j=1, 2,..., k (7)

3.2 Updating V.t/

By fixing matrices U .t/, U �, and V �, we update V .t/ in
order to minimize the objective function of J.V .t//:

J.V .t// D �T�t
jjA.t/

� U .t/.V .t//Tjj2FC

�T�t
jjV .t/

� V �jj2F (8)

Since
@J.V .t//

@V .t/
D ��T�t Œ2U .t/TU .t/V .t/T

�

2U .t/TA.t/
C 2V .t/

� 2V �� (9)

by the KKT condition, we know that

2U .t/TU .t/V .t/T
�2U .t/TA.t/

C2V .t/
�2V � D 0 (10)

By Eq. (10), we can obtain the following formula for
updating v.t/

ij :

v
.t/
ij  v

.t/
ij

.U .t/TA.t//Tij C v
�
ij

.U .t/TU .t/V .t/T/Tij C v
.t/
ij

,

t D 1; 2; :::; T I i D 1; 2; :::; kI j D 1; 2; :::; n (11)

3.3 Updating U�

By fixing matrices U .t/, V .t/, and V �, we update U � in
order to minimize the objective function of J.U �/:

J.U �/ D

TX
tD1

�T�t
jjA.t/

� U .t/.V .t//Tjj2FC
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TX
tD1

�T�t
jjU .t/

� U �jj2F (12)

Since
@J.U �/

@U �
D

@

@U �

TX
tD1

�T�t
jjU .t/

� U �jj2F D

TX
tD1

�T�t @

@U �
jjU .t/

� U �jj2F D 2

TX
tD1

�T�t .U .t/
� U �/

(13)
by the KKT condition, we know that

TX
tD1

�T�t
�
U .t/
� U �

�
D 0 (14)

By Eq. (14), we obtain the following formula for
updating U �:

U � D
1

TP
tD1

�T�t

TX
tD1

�T�tU .t/ (15)

3.4 Updating V�

By fixing the matrices U .t/, V .t/, and U �, we update
V � in order to minimize the objective function of
J.V �/:

J.V �/ D

TX
tD1

�T�t
jjA.t/

� U .t/.V .t//Tjj2FC

TX
tD1

�T�t
jjV .t/

� V �jj2F (16)

Since
@J.V �/

@V �
D

@

@V �

TX
tD1

�T�t
jjV .t/

� V �jj2F D

TX
tD1

�T�t @

@V �
jjV .t/

� V �jj2F D 2

TX
tD1

�T�t .V .t/
� V �/;

by the KKT condition, we know that
TX

tD1

�T�t .V .t/
� V �/ D 0 (17)

By Eq. (17), we obtain the following formula for
updating V �:

V � D
1

TP
tD1

�T�t

TX
tD1

�T�tV .t/ (18)

3.5 Algorithm

The frame work of our NMF based algorithm for
link prediction in dynamic networks is as shown in

Algorithm 1.
In Algorithm 1, Step 3.1.1 fixes matrices V .t/, U �,

and V �, and updates U .t/. Step 3.1.2 fixes matrices
U .t/, U �, V �, and updates V .t/. Step 3.2 fixes
matrices U .t/, V �, V .t/, and updates U *. Step 3.3
fixes matrices U .t/, U �, V .t/, and updates V �. In
Step 4, the similarities between the row vectors in V �

are computed and stored in matrix S as the output
score of link prediction. Similarity measures, such as
correlation coefficient and cosine similarity, can be used
as similarity scores.

Algorithm 1 MF (NMF based Link Prediction)
Input :
fA.1/; A.2/; � � � ; A.T /g W adjacent matrices of the dynamic

network in times 1, : : :; T ;
K: dimension of the latent space;
�: The damping factor;

Output:
fU .1/; U .2/; � � � ; U .T /g: latent space matrices;
fV .1/; V .2/; � � � ; V .T /g: coefficient matrices;
V � W integrated latent space matrices;
U�: integrated latent space matrices;
S : similarity score matrix of link prediction;

Begin
1. Initialize the matrices U �; V �, U .t/ and V .t/ for
t D 1; : : :; T I

2. M D
TP

tD1

�T�t ;

3. While not convergence do
3.1 for t=1 to T do

3.1.1 compute A
.t/

V
D A.t/V .t/; eAV .t/ D

U .t/V .t/TV .t/;
for each element u.t/

ij
in U .t/ do

u
.t/

ij
 u

.t/

ij

.A
.t/
V /ijCu�

ij

.eA.t/
V /ijCu

.t/

ij

I

End for;
3.1.2 compute A

.t/

U
D U .t/TA.t/; eA.t/

U
D

U .t/TU .t/V .t/T
;

for each element v.t/

ij
in V .t/ do

v
.t/

ij
 v

.t/

ij

.A
.t/
U /T

ij
Cv�

ij

.eA.t/
U /T

ij
Cv

.t/

ij

I

End for;
End for t ;

3.2 U � D 1
M

TP
tD1

�T�tU .t/;

3.3 V � D 1
M

TP
tD1

�T�tV .t/;

End while;
4. For i=1 to n do

For j D 1 to n do
S.i; j /=similarity between the i -th and j -th row

vectors in V *;
End for i

End for j ;
5. Output(S )
End
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4 Time Complexity Analysis

In each iteration, Steps 3.1.1 and 3.1.2 requireO.n2 � k/

time for matrix multiplications. Steps 3.2 and 3.3
require O.t .n:k/ time for the summation of the
matrices, where t is the number of iterations. Since
each row in matrix V � is a k-dimensional vector, it
takesO.k/ time to compute the similarity between such
vectors. Therefore, Step 4 requires O.n2.k/ time to
compute the similarities for all pairs of the row vectors
in V �. Since k and t can be treated as constants,
the complexity of the algorithm is O.n2/. Since there
are n.n�1/

2
node pairs in the network, similarity-based

link prediction methods require at least O.n2/ time.
Therefore, algorithm MF reaches the lower bound of
time complexity for a similarity-based link prediction
method.

5 Convergence and Correctness Analysis

In this section, the convergence of the iterative formulas
for updating U , V , U �, and V � is proven, and the
correctness of converged solutions is verified. First, we
give the following lemmas.

Lemma 1 Let F 2 Rn�n
C , G 2 Rk�k

C be symmetric
matrices, and S 2 Rn�k

C , S 0 2 Rn�k
C be two n � k

matrices, then, the following inequality holds.
nX

iD1

kX
jD1

.FS 0G/ijS
2
ij

S 0ij
> trŒSF TSG� (19)

Proof Let Sij D S 0ijpij . By using the explicit
index, the difference between LHS and RHS is

� D

nX
i;xD1

kX
j;yD1

FixS
0
xyGyjS

0
ij .p

2
ij � pijpxy/:

Since F and G are symmetric matrices, this is equal
to

� D
nP

i;xD1

kP
j;yD1

FixS
0
xyGyjS

0
ij

�
p2

ij
Cp2

xy

2
� pijpxy

�
D

1

2

nX
i;xD1

kX
j;yD1

FixS
0
xyGyjS

0
ij .pij � pxy/

2 > 0

Q.E.D.

Lemma 2 Let L.H/ be a function of matrix
H . Z.H; QH/ is a function for L.H/ which
satisfies Z.H; QH/ > L.H/ and Z.H;H/ D L.H/ for
any H and QH .

If the following iteration is performed in order to
obtain a sequence of H (� ):

H.� C 1/ D arg min
H
Z .H;H.�// (20)

Then L.H (� )) is non-increasing.
Proof By Lemma 2, we have

L.H.� C 1// 6 Z.H.� C 1/;

H.�// 6 Z.H.�/;H.�// D L.H.�//:

Q.E.D
Theorem 1 By fixing any three matrices in U .t/,

V .t/,V �, and U �, and by using the updating rules (7),
(11), (15), and (18) in each iteration of algorithm MF,
the value of the objective functionJ is non-increasing.

Proof When we fix matrices V .t/ and U �, in order
to update U .t/, updating the formula for U .t/ is derived
by minimizing the objective function of J.U .t// given
in Eq. (4). Then, J.U .t// can be rewritten as

J.U .t// D trŒ�T�t .A.t/
�U .t/V .t/T

/.A.t/
�U .t/V .t/T

/TC

�T�t .U .t/
� U �/.U .t/

� U �/T�:

It is easy to obtain

J.U .t// D �T�t trŒA.t/TA(t)
� 2U .t/TA.t/V .t/

C

V .t/TV .t/U .t/TU .t/
� 2U .t/TU � C U �TU �� (21)

By ignoring constant terms with respect to U .t/, Eq.
(21) can be written as

L.U .t// D trŒ�2U .t/T.A.t/V .t/
C U �/C

.V .t/TV .t/
C I /U .t/TU .t/� (22)

Let

Z.U .t/; QU .t// D �2
X
ij

..A.t/V .t//ij C U
�
ij /U

.t/
ij C

X
ij

. QU .t/.V .t/T
V .t/ C I //ijU

.t/2

ij

QU
.t/
ij

(23)

Then Z
�
U .t/; QU .t/

�
is a function for L.U .t//. First,

when QU .t/ D U .t/, it is obvious that Z
�
U .t/; QU .t/

�
D

L.U .t//. By Lemma 1, the second term in Eq. (22)
is always less than that in Eq. (23); thus, inequality
Z.U;U 0/ > L.U / holds. Therefore, Z.U .t/; QU .t// is
an auxiliary function for L.U .t//.

By the definition of the function in Lemma 2, we
know that if we find that the U .t/ value reaches the local
minimum of function Z.U .t/; QU .t//, then the value of
L.U .t// is non-increasing over t ; therefore, we find the
U .t/value to minimize Z.U .t/; QU .t// by fixing QU .t/.

Since
@Z

@U
.t/
ij

D �2..A.t/V .t//ij C U
�
ij /C

2
. QU .t/.V .t/TV .t/ C I //ijU

.t/
ij

QU
.t/
ij

, let
@Z

@U
.t/
ij

D 0, then

we know that the value of U
.t/
ij for minimizing
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Z.U .t/; QU .t// is

U
.t/
ij D

QU
.t/
ij

.A.t/V .t//ij C U
�
ij

. QU .t/V .t/TV
.t/

ij /C QU
.t/
ij

(24)

According to Eq. (20), we can obtain updating rule
(7) from Eq. (24) after replacing U .t/ in Eq. (24) by
U .t/.� C 1/, and QU .t/ by U .t/.�/. Therefore, by using
Eq. (7) in each iteration of algorithm MF, the value of
the objective function J is non-increasing.

Similarly, we can prove that by using rules (11), (15),
and (18) in each iteration of algorithm MF, in order to
update V .t/

ij , U �, and V �, respectively, the value of the
objective function J is also non-increasing. Q.E.D.

From Eq. (20), we know that the value of U .t/
ij

by Eq. (24) is also non-increasing. Since U
.t/
ij > 0,

it is bounded and converges. The correctness of the
converged solution is ensured by the fact that at
convergence from Eq. (24) the solution will satisfy:

2
�
�A.t/V .t/

�U �CU .t/V .t/TV .t/
CU .t/

�
ij
U .t/

ij
D0

(25)
This is the same as the fixed-point condition of Eq.

(6). In a similar way, the convergence of the updating
formula of V .t/ in Eq. (11) can be proven.

To show the convergence of U �, by using the
updating formula for U � in Eq. (15), we obtain

U �.� C 1/ � U �.�/ D

1

TP
tD1

�T�t

TX
tD1

�T�t
�
U .t/.� C 1/ � U .t/.�/

�
(26)

Since U .t/ is a non-increasing and bounded function,
it converges; namely, U .t/.� C 1/ � U .t/.�/ 6 0;
hence, from Eq. (26), U � is non-increasing, bounded,
and converges. Since the updating formula of U � in
Eq. (15) satisfies the KKT condition, therefore, U �

converged to the optimal value that minimizes the
objective function given in Eq. (12). This shows the
correctness of updating U �. Similarly, the convergence
and correctness proves that V � can be derived.

6 Experimental Results and Analysis

We conducted experiments on some real-world datasets
in order to test our MF algorithm for link prediction.
In the experiments, we tested the similarity-based
predicting methods, CN, RA, PA, LP, and LHN2,
to compare them with the proposed link prediction
algorithm MF and the analytical experiment results. All
the tests were conducted on an Intel Core i3 processor

with 4 GB memory, under the Windows 7 operating
system. The algorithms were coded in MATLAB.

6.1 Datasets

In our experiments, we tested five real-world network
datasets, which are commonly used in link prediction
system tests.

(1) Irvine MessageŒ46�

The Irvine Message network consists of users
representing students in the University of California,
in Irvine. The network represents a web community,
where the nodes denote the users and the links represent
the communications between them.

(2) Enron EmailŒ47�

In the Enron email network, the nodes represent the
employees in Enron, and the links represent the email
communications between the employees.

(3) News Words
In the News Words network, each node represents a

word from a newspaper, and the edge between the two
words indicates that they appear in the same sentence.

(4) NodoboŒ48�

Nodobo is a network of cell phone calls between
high-school students. In this network, the nodes
represent the cell phone users, and the edges represent
the cell phone communications between the users. In
our experiments, we experimented with a sub-dataset
over a two-month period, and predicted the phone calls
based on daily phone calls.

(5) Infectious SocioPatterns (Inf.Pattern)Œ49�

Infectious SocioPatterns is a human maneuverability
network. In this network, the nodes are the visitors
in the Science Gallery, and the connections represent
a face-to-face encounter between the visitors. In
our experiment, we experimented on a sub-dataset
consisting of 8-hour records in 96 time-frames. The
length of each time-frame was 5 minutes.

Table 1 shows the statistical characters of five
datasets, where #Nodes is the number of nodes, #Links
is the number of edges, TN is the length of the time
series sequence dataset sparse, and P.length is the period
length in hours.

Table 1 Statistical characters of datasets.
Dataset #Nodes #Links P.Length (h) TN

Irvine Msg 896 201 55.556 25
Enron 704 925 240 33

News Words 503 15638 24 60
Nodobo 395 453 24 61

Inf.Pattern 200 714 0.0833 93
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6.2 Experimental setup

On each dataset test, TN snapshot graphs
G1; G2; :::; GTN

were used. At each time step
t0, t0 D 1; 2; :::; TN � T , we predicted the links
in Gt0CT by using the previous T graphs,
Gt0 ; Gt0C1; :::; Gt0CT�1; and compared the
performances of the link prediction algorithms.
Since we already knew the topological structure of
Gt0CT , the performance of the algorithms could be
estimated by comparing the set of predicted links to the
actual ones in Gt0CT .

In the experiments, we first tested algorithm MF, and
compared its performance with the methods based on
a compressed static network, which is often applied
in methods for link prediction in dynamic networks.
In these methods, a static network is constructed by
compressing the dynamic networks at different times.
Based on such a static network, the potential links
are predicted; namely, dynamic network sequence
Gt0 ; Gt0C1; :::; Gt0CT�1 is compressed to one static
network Gt0;T . The adjacency matrix Gt0;T is denoted
as At0;T , with the entries in At0;T given by

At0;T .i; j / D(
1; if 9k 2 Œt0; t0 C T � 1�; Ak.i; j / D 1I

0; otherwise
(27)

Then, a link prediction algorithm was performed
on the compressed network, and the predicted results
on Gt0;T were treated as the solution of the dynamic
network.

To test the compressed static network method, we
employed the similarity indexes of Common Neighbor,
Resource Allocation, Preferential Attachment, Local
Path, and leicht-Holme-Newman, denoted as CN, RA,
PA, LP; and LHN2, respectively. We also compared
the performance of our algorithm MF to the quality
of these similarity indices in the compressed static
network method.

In our tests, we use two models to represent the
dynamic networks and the performances of similarity
indices based on the two models were computed
and compared. The first model was the binary static
network described in Eq. (27). The second one used
the NMF dynamic weighted network, which exploits
latent features of non-negative matrix factorization. The
approximated matrix A� D U �V �T was used in order
to provide weights for the second model, where U �and
V �are the best fitting factors that minimize the objective

distance function given in Eq. (2). For each of the
similarity indices CN, RA, PA, LP, and LHN2, we
compared the quality of the results obtained by using
two different models. In all experiments, we referred
to those methods respectively by CN, RA, PA, LP, and
LHN2, under the binary model, and by MF-CN, MF-
RA, MF-PA, MF-LP, and MF-LHN2, under the NMF
dynamic weighted model.

In our experiments, the quality of prediction results
by the algorithms was measured by Area Under Curve
(AUC). AUC is a commonly used score for estimating
the quality of the prediction results. To compute the
AUC score, we ranked the similarity indexes of existing
and non-existing edges. Then, we compared the
similarity indexes of the n pairs of existing and non-
existing edges. If among these n pairs of edges,
the score of the existing edge was larger than the
non-existing one in n0 comparisons, and the score of
existing edge was equal to the non-existing one in n00

comparisons, then, the AUC score was given by

AUC D
n0 C 0:5n00

n
(28)

A higher AUC score commonly represents a better
quality of predicted results. From Eq. (28) we can
see that the highest AUC is 1, which indicates a
correct result. The AUC score of a completely random
prediction is 0.5.

6.3 Experimental results

In our tests, we set the widow size T D 5, and � D
0:8, for all datasets. Since the dimension of the latent
space k depends on the number of nodes in the dataset,
we considered k as 5% of the number of nodes of each
dataset.

In the first experiment of our tests, we tested and
compared the qualities of the results predicted by our
matrix factorization method MF to those of the CN, RA,
PA, LP, and LHN2 methods. Figure 1 demonstrates the
AUCs of the results on the six datasets, at each time,
by MF and the compared methods. It can be clearly
observed from Fig. 1 that our MF algorithm obtained
the largest AUC value among all the tested methods,
including LP and LHN2; on the Irvine Msg, Enron,
and Nodobo datasets. It also demonstrated higher
performance with the other two datasets. The reason
for our MF obtaining the best quality prediction results
was that the non-NMF technique used could efficiently
amalgamate temporal and structural information with
latent features.
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Fig. 1 Performance of MF and other methods.

Figure 2 shows the AUCs of the predicting results
by algorithms MF and CN; RA, PA, LP, and LHN2 on
the 5 datasets. From Fig. 2, we can see clearly that
MF obtained the highest average performance on all 5
datasets.

In the second experiment, we compared the
performances of algorithms CN, RA, PA, LP, and
LHN2; based on two types of network models, namely,
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0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
Irvine Msg Enron News Words Nodobo Inf. Pattems

Fig. 2 AUC comparison for MF and other methods.

static binary network and NMF dynamic weighted
network. Figures 3–7 show the AUC values of Irvine
Msg, Enron, News Words, Nodobo, and Inf.Patterns
datasets, respectively. From the figures, we can observe
that among all methods; the NMF dynamic weighted
network provides much better quality for prediction
results, in comparison to the binary network for all
datasets. The reason for our NMF dynamic weighted
graph obtaining the highest quality results is that our
model efficiently represents network dynamics and
topology.

7 Conclusion

In this paper, we presented a new method for link
prediction in dynamic networks. By this method, we
obtained better link prediction results by proposing
an algorithm using non-negative matrix factorization.
The algorithm learned latent features from the dynamic
and topological structure of a graph, and was shown



28 Big Data Mining and Analytics, March 2018, 1(1): 19-33

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.95

0.90

0.85

0.80

0.75

0.70

0.65

0.60

0.55

0.50

0.45

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.95

0.90

0.85

0.80

0.75

0.70

0.65

0.60

0.55

0.50

0.45

(c) 

(b) 

(d) 

(e) 

5 5

5

10

10

10

10

15

15

15

15

20

20

20

20

25

25

25

25

A
U

C
A

U
C

A
U

C

A
U

C

Time

Time

Time

Time

5

(a) 

10 15 20 25
Time

0.95

0.90

0.85

0.80

0.75

0.70

0.65

0.60

0.55

0.50

0.45

A
U

C

5

CN

MF-CN
RA

MF-RA

LP
MF-LP

PA
MF-PA

LHN2
MF-LHN2

Fig. 3 Performance of different methods on Irvine Msg.

to make better predictions than other similarity-based
methods. We provided new iterative rules in order
to construct the NMF factors, and proved their
convergence and correctness. We also demonstrated
the better performance of similarity indices based
on NMF weighted representation, rather than on
static representation. Empirical results on real-world
networks show that the proposed algorithm can achieve
higher quality prediction results in dynamic networks,
in comparison to other algorithms.
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