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Numerical Calculation Method for Brain Shift
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Abstract—During neurosurgery, brain deformation occurs
because of gravity and leakage of the cerebrospinal fluid (CSF),
which is referred to as brain shift. Brain shift is a serious problem
in neuronavigation because neuronavigation relies on preopera-
tively taken medical images. This paper presents a brain shift
estimation method based on hydrostatics and dynamic FEM,
assuming that gravity and leakage of CSF are the main reasons
for brain shift. The accuracy of the proposed method was veri-
fied via basic experiments conducted using elastic gelatin cubes.
In addition, a 3D brain model was created using preoperative
medical images of a patient and brain shift estimation simula-
tions were performed. Their accuracy was verified by comparing
the simulation results with the actual brain shift during neuro-
surgery. Assuming that the node in the most anterior position of
the frontal lobe and the node in the highest position of the parietal
lobe before the brain shift respectively remain in the most ante-
rior position and the highest position even after the brain shift,
the corresponding regions before and after the brain shift were
searched and the deformations were evaluated. In this error anal-
ysis, the maximum estimation error was 4.4 mm. Furthermore,
a region of 40 mm × 30 mm in the frontal lobe was chosen
as the region of interest (ROI), and the surface errors in the
ROI between the intraoperative MRI images and the simulated
shifted brain were analyzed. The mean absolute error (MAE)
between the surfaces along the z-axis (the direction of gravity)
in the ROI was 3.7 mm (maximum absolute error was 8.8 mm).
The proposed method was sufficiently simple for computing the
brain shift in real-time. The expected contribution of this study
toward improving the neuronavigational error and enhancing the
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safety of neurosurgery will be beneficial for hospitals, especially
when the intraoperative MRI cannot be performed.

Index Terms—Brain shift, dynamic FEM, neurosurgery
simulation.

I. INTRODUCTION

THE MOST common type of malignant brain tumor is
glioma [1]. Unlike other brain tumors, glioma is a tumor

that infiltrates normal nerve cells extensively and is difficult to
remove. It has been reported that the degree of tumor removal
of a glioma and the survival time of a patient are strongly
related, and removing as much of the tumor as possible by
surgery improves the prognosis. However, depending on the
site of the tumor, there is a high risk of severe complications
such as paralysis during the removal procedure.

To remove as much of the tumors as possible without inflict-
ing severe neuropathy, image-guided neurosurgery has been
introduced. Image-guided neurosurgeries complement the per-
sonal skills of the surgeon. Different kinds of image-guidance
technologies are used depending on the location and type of
the tumor, among which the neuronavigation system is the
most commonly used. The advantage of the neuronavigation
system is that the surgeon can observe the location of the
tumor and the location of the operating site in the medical
image in real-time. By using the navigation system that shows
the location information of the tumor, important brain regions,
and nerve fibers, surgeons can remove as much of the tumor as
possible during surgery, without affecting the quality of life.
Therefore, the neuronavigation system enables safer and more
reliable neurosurgery.

During neurosurgery, the position of the whole brain shifts,
and the shape and position of the remaining tumor change
when the tumor is removed. Such position shifts are col-
lectively termed as “brain shift”. Brain shift reduces the
credibility of the neuronavigation system because it relies on
preoperative images, whereas the actual position of the tumor
shifts from the one shown in the preoperative images during
surgery. This results in inaccurate navigation, which may cause
serious errors during the neurosurgery.

Brain shift is caused by many factors such as the position of
the patient’s head and tumor resection. The major factor is a
change in the balance between the gravity and buoyancy forces
acting on the brain. An illustration of brain shift is shown in
Fig. 1. Before the craniotomy, the brain is covered entirely
by the dura, and the gap between the brain and dura is filled
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Fig. 1. Diagram of brain shift. After a craniotomy procedure, the brain shape
deforms and lesion location changes because of CSF leakage.

with cerebrospinal fluid (CSF). The densities of the brain and
CSF are close; hence, the brain floats in the CSF. After the
dura opening, the CSF leaks and the buoyancy force acting on
the brain deceases, causing the brain to deform. It has been
reported that the surface of the brain shifts by up to 20 mm
and the internal brain shifts by up to 6 or 7 mm after a dura
opening [2].

To account for the brain shift in neuronavigation, magnetic
resonance imaging (MRI) during neurosurgery (intraoperative
MRI) has been conducted in some advanced medical cen-
ters [3]. To perform the intraoperative MRI, an MRI machine
must be installed in the surgery room. However, MRI machines
are expensive, and the surgery room may require renovations
to install an MRI machine. Therefore, only a few hospitals can
perform the intraoperative MRI. Consequently, it is essential
to develop a method that can accurately account for the brain
shift in neuronavigation for hospitals that are not equipped
with intraoperative MRI machines.

Several studies have been conducted on methods that cor-
rect the preoperative images using intraoperative information.
One method involves using intraoperative ultrasound [4]. After
a craniotomy, ultrasound is used to track the deformation of
brain tissues and other information such as the tumor location.
Using the intraoperative information, the preoperative images
are readjusted to show the brain shift. However, a part of the
brain becomes a blind spot owing to the arrival depth of the
ultrasonic waves and the fan-shaped detection field, hampering
the widespread use of this technique. Although some defor-
mation models and functions have been developed to enhance
the accuracy of the intraoperative ultrasound and preopera-
tive image registration [5], the clinical values of intraoperative
ultrasound registration for correcting brain shift still remain
before dura-opening [4].

Deformation estimation is another useful method to com-
pensate for brain shift. As mentioned above, the gravity acting
on the brain tissue and the buoyancy from the liquid must
be considered while compensating for brain shift. A moving
particle simulation-finite element method (MPS-FEM) cou-
pled analysis algorithm focusing on the interaction between
the liquid and solid was proposed by Ema et al. [6]. The
flow of the liquid was calculated by the MPS, whereas the
deformation of the brain was treated as a linear elastic model
and calculated by the FEM. Antonio et al. proposed a hybrid
poro-hyper-viscoelastic material formulation to simulate brain

shift, and they compared the simulation results with those
of a brain tissue mimic [7]. Both these studies incurred a
high computational cost and could not be performed in real-
time. For neurosurgery, latency in navigation will significantly
decrease the efficiency. Some previous studies attempted
to accelerate the calculations for compensating brain shift.
Sun et al. proposed a brain shift estimation method wherein
the deformation of the whole brain was predicted by using a
continuum model and FEM. The model was updated in order
to minimize the error between the cortical surface intraop-
eratively measured by a laser range scanner (LRS) and the
surface predicted by the model [8]. The two-step process,
prediction and registration, is very efficient because when the
deformation of brain is previously predicted, the subsequent
registration will be more reliable and faster. The total update
process took 11–13 min, which was not sufficiently small
for real-time navigation [8]. The reduction in the computa-
tional time for prediction will significantly contribute toward
improving the efficiency of total brain shift estimation process.
Although the computational power of computers is increasing
every day, developing a new, simple computational method for
the real-time calculation of brain shift compensation remains
one of the major problems while considering brain shift in
neuronavigation.

After the brain shift is estimated, a surgeon proceeds to
access the affected area, through a surgical hole or by open-
ing a brain fissure. However, conventional neuronavigation
systems are not equipped to process a deformation caused
by the surgical operation, such as opening a brain fissure.
In future, surgical navigation is expected to improve the
localization of the affected area during a surgery.

Researchers have been developing a surgical navigation
based on a real-time digital twin. A concept of this surgical
navigation is illustrated in Fig. 2 and is explained below.
During a surgery, surgeons use surgical instruments with mark-
ers that track and capture the movements of surgical instru-
ments by a motion capture (MoCap) system. Based on the
movements of instruments, dynamic simulation is performed
to predict the deformation of organs and stress generated. The
surfaces of organs at the surgical site are measured using a sen-
sor, such as a laser range scanner or an RGB-D camera. The
predicted deformation of an organ is corrected by the regis-
tration process using the intraoperative images or point cloud.
Finally, the visuals of deformation and stress are displayed
for surgeons. A measurement system of the surgical instru-
ment movements has been reported in [9], wherein multiple
surgical instruments could be tracked simultaneously. Using
the measurement system, laparoscopic surgical skills in wet
lab training were evaluated based on machine learning [10].
The current study is focused on the prediction of deforma-
tion based on dynamic simulation. Real-time registration for
updating models will be future work.

The purpose of this study is to propose a deformation
model to compensate for brain shift in real-time. The method
proposed in this study has the following important advantages.
First, the proposed algorithm, to realize a real-time digital twin
as illustrated in Fig. 2, was simple in terms of its computational
cost while ensuring accuracy. The deformation of the brain
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Fig. 2. A concept of a future surgical navigation.

tissue was calculated using dynamic FEM, considering grav-
ity and the buoyancy caused by the CSF as external forces. The
buoyancy was calculated using hydrostatics similar to several
previous studies on brain shift compensation [11], [12]. The
main improvement in the proposed method over the previously
suggested methods (such as those in [11], [12]) was the use
of dynamic FEM to compute the brain deformation. Although
the brain shift caused by the CSF leakage is a quasi-static
deformation, the proposed method can contribute to making a
real-time digital twin illustrated in Fig. 2 in dynamic environ-
ments such as opening of a brain fissure or removal of a lesion.
When the removal of a lesion is simulated by removing the
elements of the model corresponding to the lesion, point con-
tacts or line contacts may occur in the removed elements. In
such cases, static FEM cannot be performed because the rank
of the stiffness matrix is deficient, whereas dynamic FEM can
be performed because the mass matrices always have a full
rank even when the stiffness matrix is rank-deficient. Second,
the proposed calculation method was verified using patient per-
sonal intraoperative three dimensional (3D) MRI data, whereas
the previous studies used two dimensional MRI images to ver-
ify the accuracy of brain shift compensation [13], [14]. Brain
shifts occur in a 3D space rather than on a two dimensional
plane, so the accuracy of a brain shift estimation should be
verified with respect to 3D coordinate systems. In summary,
this study aims to provide a useful and uncomplicated means
of brain shift compensation and to reduce the intraoperative
burden on doctors.

For the initial registration between medical images (or a
3D model generated from the medical images) and patient’s
head, Watanabe et al. proposed to use three natural landmarks,
the nasion and bilateral pre-auricular points, as fiducial points

for registration instead of using markers [15]. In this study,
we assumed that the initial registration between the medi-
cal images (or the 3D model generated from the medical
images) and the patient’s head can be performed by any
established methods, and therefore, this paper discuss the
brain shift estimations without focusing on the registration
methods. Real-time intraoperative registration between the pre-
dicted deformed brain model and actual patient’s head will be
discussed in future works.

The overall structure of the paper consists of six sec-
tions, including this introductory section. The second section
describes the proposed numerical method of brain shift estima-
tion. The third section outlines the verification of the accuracy
of proposed method using a cubic block of gelatin. The fourth
section presents a brain shift simulation using a specific patient
brain and focuses on the confirmation of the reproducibility
of the brain shift after a craniotomy by comparing it with the
data set of an intraoperative MRI. The fifth section describes
the analysis of error between the surface of frontal cortex cal-
culated through simulation and obtained from intraoperative
MRI. The final section provides the conclusion of this study
and the scope for future research.

II. NUMERICAL CALCULATION METHOD OF

BRAIN SHIFT ESTIMATION

A. Calculating the Brain Deformation Using FEM

The numerical calculation of the brain deformation was
done by dynamic FEM. The solid brain model was divided
into tetrahedral finite elements (FEs). The governing equation
for the dynamic FEM is given by

Fexternal = MÜ + CU̇ + KU, (1)

where Fexternal is the external force vector; Ü, U̇, and U are the
acceleration, velocity, and displacement vectors of the nodes,
respectively, and M, C, and K are the mass, damping, and
stiffness matrices, respectively.

In the inertial term, the mass matrix is expressed using the
lumped mass method. The mass matrix is calculated by

M = blockdiag[m1I3, m2I3, . . . , miI3, . . . , mNI3], (2)

where N is the number of nodes and I3 is a 3 × 3 identity
matrix. The mass of a tetrahedral element is assumed to be
equally divided and attached to the four nodes of the ele-
ment. When the mass of element k is expressed by massk, and
node i is shared by Nelement elements, the nodal mass mi is
calculated as

mi =
Nelement∑

k

massk

4
. (3)

The mass of an element was calculated using the density of
the brain and the volume of the element.

The damping matrix was expressed by assuming Rayleigh
damping. The formula of the Rayleigh damping matrix is
given by

C = αM + βK, (4)

where α and β are the Rayleigh damping coefficients.
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Fig. 3. The hydrostatic force acting on the plane immersed in the fluid.

The stiffness matrix was constructed using first-order tetra-
hedral elements.

U, U̇, and Ü were calculated by applying the Newmark aver-
age constant acceleration method, which is an unconditionally
stable time integration, to (1). The conjugate gradient method
was adopted to obtain an approximate solution of the matrix
inversion instead of calculating it directly to save calculation
time.

Fexternal includes the gravitational force Fgravity and buoy-
ancy force Ffluid generated by the hydraulic pressure. Ideally,
Fexternal should also include forces from the instruments
and other organs such as bones, but these forces were not
considered in this study. Fexternal is written as

Fexternal = Fgravity + Ffluid. (5)

The gravity acts on the nodes along the negative direction of
the z-axis of the world coordinate system. Fgravity is given by

Fgravity = [
[0 0 m1g], [0 0 m2g], . . . , [0 0 mNg]

]T
, (6)

where g(g < 0) is the gravity acceleration.
In the static FEM, F = KU, the displacement vector U can-

not be obtained when the stiffness matrix K is rank-deficient.
However, in the dynamic FEM, it is evident from (1) that U can
be calculated by integrating Ü even when the stiffness matrix
K is rank-deficient, because the mass matrix M has a full rank,
as described in Section I. The rank-deficiency of the stiffness
matrix frequently occurs in the simulation of dissection and
removal of a lesion.

B. Calculating the Force Applied by Fluid Using
Hydrostatics

In this study, the CSF was assumed to be a homogeneous
and an incompressible fluid. Hydrostatics was used to calculate
the force applied by the fluid on the brain.

The basic concept of the hydrodynamic buoyancy calcula-
tion is shown in Fig. 3. An inclined flat plane immersed in
fluid was considered, whose surface area is denoted by S. dS
denotes a small part of the area S and h denotes the depth of dS
below the fluid surface. With a fluid density of ρfluid, the pres-
sure at depth h is calculated as ρfluidgh, and static buoyancy
acting on the area dS is given by

dFfluid = ρfluidghdS. (7)

The total force Ffluid on the area S is the summation of all the
dFfluid as follows.

Ffluid =
∫

S
ρfluidghdS

= ρfluidg
∫

S
hdS

= ρfluidghGS, (8)

where hG is the depth of the centroid of the area S.
Equation (8) shows that the total force of the fluid on a plane
area is equal to the product of the area and the pressure at its
centroid.

According to the theory of hydrostatics, the buoyancy vec-
tor is always normal to the object surface. Denoting the unit
normal vector of the plane surface with n, the buoyancy vector
acting on the plane is calculated as

Ffluid = −Ffluidn. (9)

The theory of hydrostatics was extended to calculate the
buoyancy exerted on a solid finite element (FE) model. As
shown in Fig. 4 (a), it is assumed that a part of the solid FE
model is immersed in the fluid. The model was divided into
linear tetrahedron elements, whose triangular surface meshes
were detected beforehand and subjected to the fluid force.

A triangular surface mesh k has three vertices which are
referred to as nodes in FE models. The position vector of a
node i of the mesh k is denoted by jki = [

jkix jkiy jkiz
]T

(i =
1, 2, 3). Let z = hfluid be the z-coordinate of the fluid surface.
Depending on the relationship between jkiz and hfluid, the posi-
tion of the surface mesh k was divided into four cases: (case 1)
all three nodes are under the fluid, (case 2) two nodes are under
the fluid and one node is in the air, (case 3) one node is under
the fluid and two nodes are in the air, and (case 4) all three
nodes are in the air. The fluid force in each of the cases is
calculated as follows.

Case 1: All three nodes are under the fluid surface.
If jk1z, jk2z, jk3z ≤ hfluid, the triangle �k is immersed in

the fluid (see Fig. 4 (b)). The centroid Gk of the surface mesh
k is given by

Gk
(
Gkx, Gky, Gkz

) = 1

3

(
jk1 + jk2 + jk3

)
. (10)

The total fluid force acting on the mesh is given by

Ffluid(�k) = −ρfluidg(hfluid − Gkz)S�knk, (11)

where S�k is the area of the mesh and nk is the unit normal
vector of the mesh.

In general, FE analysis assumes that external force is applied
to the nodes. Therefore, the force Ffluid(�k) is transformed
into the force Fki applied to a node i of the mesh k. The
weight distribution depends on the node depth. The node depth
is given by

hki = hfluid − jkiz (i = 1, 2, 3). (12)

The nodal force at node i of mesh k is

Fki = hki

hk1 + hk2 + hk3
Ffluid(�k) (i = 1, 2, 3). (13)
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Fig. 4. Buoyancy force on a surface mesh of a finite element model calculated in different cases.

Case 2: Two nodes are under the fluid and one node is in
the air.

If jk1z, jk2z ≤ hfluid and jk3z > hfluid, the triangle �k is
partly immersed in the fluid (see Fig. 4 (c)). The points at
the intersection of the fluid surface z = hfluid are denoted by
j1′ and j3′. The immersed part was divided into two triangles,
�j1j2j1′ and �j2j3′j1′. Let Gka and Gkb be the centroids and
nka and nkb be the unit normal vectors of the triangles �j1j2j1′
and �j2j3′j1′, respectively. Similar to Case 1, the fluid forces
acting on the S�j1j2j1 ′ and S�j2j3 ′j1 ′ are given by

Ffluid(�j1j2j1 ′) = −ρfluidg
(
hfluid − Gkaz

)
S�j1j2j1 ′nka, (14)

Ffluid(�j2j3 ′j1 ′) = −ρfluidg
(
hfluid − Gkbz

)
S�j2j3 ′j1 ′nkb. (15)

Ffluid(�j1j2j1 ′) and Ffluid(�j2j3 ′j1 ′) are distributed among the
nodes jk1 and jk2. Considering the weight, the nodal forces
are given by

Fj1 = h1

h1 + h2
Ffluid(�j1j2j1 ′), (16)

Fj2 = h2

h1 + h2
Ffluid(�j1j2j1 ′) + Ffluid(�j2j3 ′j1 ′). (17)

Case 3: One node is under the fluid and two nodes are in
the air.

If jk1z ≤ hfluid and jk2z, jk3z > hfluid, the triangle �k is
partly immersed in the fluid (see Fig. 4 (d)). The points at the
intersection of the fluid surface z = hfluid are denoted by j1′
and j2′. Similar to the �j2j3′j1′ of Case 2, the total fluid force
acting on the S�j1j2 ′j1 ′ is

Ffluid(�j1j2 ′j1 ′) = −ρfluidg
(
hfluid − Gkaz

)
S�j1j2 ′j1 ′nka. (18)

Ffluid(�j1j2 ′j1 ′) is entirely transferred to node j1, therefore the
nodal force at node j1 is

Fj1 = Ffluid(�j1j2 ′j1 ′). (19)

Case 4: All three nodes are in the air.
If jk1z, jk2z, jk3z > hfluid, the triangle �k is not immersed

in the fluid and the fluid force is 0. There is no fluid force to
be distributed among the three nodes of the mesh.

The fluid force acting on a node jki is the sum of the Fjki

of all the meshes that share the node j. When node j is shared
by Nmesh meshes, the nodal fluid force Ffluidji

is given by

Ffluidj =
Nmesh∑

k

Fjki . (20)

Therefore, Ffluid in (5) is calculated by

Ffluid = [
Ffluid1 Ffluid2 . . . FfluidN

]T
. (21)

III. EXPERIMENTAL VERIFICATION

USING GELATIN CUBES

A. Experimentation

Experiments were conducted to verify the accuracy of the
proposed buoyancy estimation method. In the verification
experiments, cubes made of water and gelatin (Wako Pure
Chemical Industries, Ltd., Gelatin 077-03155) were used as
substitutes for brain tissue because the mixture of gelatin and
water has similar material characteristics as those of brain tis-
sue [16]. Silicone oil (Shin-Etsu Chemical Co., Ltd., KF-99)
was substituted for CSF because their densities are similar.
Moreover, silicone oil is water-repellent and will not dissolve
the water-soluble gelatin.

The weight ratio of gelatin to water in the cube was
3.5%. The gelatin cube of 50 mm × 50 mm × 25 mm was
placed in an empty container, with a bottom surface area of
90 mm × 90 mm. As the gelatin cube was adhesive, the bot-
tom surface of the gelatin cube was fixed to the container. The
silicone oil was then poured into the container, as shown in
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Fig. 5. Illustrations of verification experiments.

Fig. 6. Verification experiment data of the four specimens and the simulation
result.

Fig. 5. The initial volume of the silicone oil was 175 ml. The
upper surface of the gelatin cube was slightly above the sur-
face of the silicon oil in the initial stage of the experiment and
remained above the surface of the silicon oil during the experi-
ments. To mimic the CSF leakage, the silicone oil volume was
reduced to 150, 125, 100, 75, 50, 25, and 10 ml.

The displacement of the upper surface of the cube was
measured by an RGB-D camera (Intel RealSense F200). The
RGB-D camera, F200, detects the distance to an object by
random pattern projection and stereo matching of the infrared
(IR) cameras. However, the block of gelatin is translucent;
hence, the camera could not accurately detect the distance to
the upper surface of the block of gelatin. Therefore, a piece
of paper was placed on the upper surface of the block so that
the camera could accurately obtain the point cloud of the sur-
face of the block. The weight of the paper was negligible. The
point cloud data of the upper surface were obtained using the
RGB-D camera and the displacement of the surface was cal-
culated by taking the average of the z-coordinates of the point
cloud data.

The experiment was conducted four times. The experimental
results and their average were plotted in Fig. 6. The displace-
ments at 150 and 125 ml of specimen No. 3, and at 25 ml of
specimen No. 4 were not measured successfully.

B. Validation Simulation

To verify the proposed estimation method for the soft body
deformation caused by a loss of equilibrium between the grav-
ity and buoyancy forces, simulations were performed on the
same scenario as of the experiments. The parameters and mate-
rial properties used in the verification simulation are listed in
Table I.

The Young’s modulus of the gelatin cube was measured
by a compression test. A uniform displacement was given

TABLE I
PARAMETERS AND MATERIAL PROPERTIES USED IN

THE ACCURACY VERIFICATION SIMULATION

to the upper surface of the cube using a table-top force
tester (Shimadzu Corporation, EZ-SX). The compression was
quasi-static (velocity: 0.2 mm/min) and the final displace-
ment was 1 mm. The upper surface area of the cube was
60 mm × 60 mm. The height of the cube in the compres-
sion direction was 25 mm. The force measured by the force
tester and the upper surface area were used to calculate the
stress. The displacement and the initial height of the cube in
the compression direction were used to calculate the strain.
The Young’s modulus was found to be non-linear and that it
softens over time at room temperature, and it was calculated
in the strain range 0.00–0.02 using a linear approximation.

The Poisson’s ratio of gelatin with 4% concentration has
been reported as 0.37–0.49 [17]. In the verification experi-
ments, the gelatin was at 3.5% concentration, and the Poisson’s
ratio was set to 0.48 in the simulation. The densities of the
gelatin cube and the silicon oil were measured as 1048 kg/m3

and 975 kg/m3, respectively.
The displacements of the upper surface of the cube in the

simulation were plotted as shown in Fig. 6. As shown in Fig. 6,
the displacement of the upper surface of the cube increases as
the fluid depth decreases. The simulation results are shown to
be approximately within the acceptable range of the experi-
mental data. Therefore, the proposed method can simulate the
deformation caused by the buoyancy change accurately.

C. Influence of the Numbers of Nodes and Elements of the
Model

To understand the effect of the fineness of the model on
the accuracy, cubic models with different numbers of nodes
of 2,890, 4,851, 8,788, and 15,376 were used in simula-
tions. The corresponding numbers of elements were 11,520,
20,000, 37,500, and 67,500. The other parameters were the
ones listed in Table I. The simulation results were plotted in
Fig. 7, along with the average of four experiments with error
bars (from minimum to maximum). Generally, the greater the
number of elements, the higher is the accuracy of the calcu-
lation. However, as shown in Fig. 7, although the number of
elements increases to six times the original number, the calcu-
lation results do not show significant difference. This implies
that the influence of the fineness of the model on the accu-
racy was not significant. This characteristic of the proposed
method is very useful for the neurosurgery simulations
which require real-time calculations. The balance between
the number of nodes and the computational time can be
decided based on the required level of accuracy and computer
performance.
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Fig. 7. Validation simulation results for different numbers of nodes and
elements of the model.

Fig. 8. Computational cost for number of nodes.

D. Computational Cost for the Number of Nodes

The workstation KRONOS S810R (CIARA Inc., Intel Core
i7 3960X, 6 cores, 3.3 [GHz]) was used to compute the numer-
ical simulations. As mentioned in Section II-A, the conjugate
gradient (CG) method was used instead of matrix inversion and
was implemented on a GPU (NVIDIA R Quadro 4000, 256
CUDA cores). The mean computational times of simulation
loops for various number of nodes are plotted in Fig. 8.

The computational cost of a matrix inversion is O(n3);
however, as the CG method was used instead of matrix inver-
sion, the computational time was almost linear (O(n)) for the
number of nodes n.

IV. VERIFICATION OF BRAIN SHIFT ESTIMATION

USING THE INTRAOPERATIVE MRI DATA

OF AN ACTUAL SURGERY

In Section III, the accuracy of the proposed deformation
estimation method of a soft object immersed in fluid was ver-
ified using a simple cube model. In this section, a brain model
was generated from the MRI images of an actual patient, and
the brain shift was estimated by simulating the scenario of an
actual neurosurgery. The accuracy was verified by comparing
the simulation results and the intraoperative MRI images taken
during the neurosurgery.

A. FE Model Generated From the Medical Images of a
Patient

The preoperative MRI data were obtained before the
neurosurgery, and the intraoperative MRI data were obtained
after the craniotomy.

Fig. 9. Preoperative and intraoperative 3D models generated from pre-
operative and intraoperative MRI data. MRI-pre-brain: Preoperative brain
tissue model, MRI-pre-skull: Preoperative skull model, MRI-intra-brain:
Intraoperative brain tissue model, MRI-intra-skull: Intraoperative skull model.

A free and open-source platform 3D Slicer 4.8.1 [18] was
used to generate a 3D geometric model from the MRI data.
The 3D Slicer can provide 3D visualization, segmentation, reg-
istration, and other functions using medical imaging data such
as from MRI and computerized tomography (CT) scans. After
loading the MRI data into the 3D Slicer, the Volumes module
was first used to get a 3D model including all the parts of the
patient head such as the brain and skull. Then the Segmentation
module was used to separate the entire data into brain and skull
data. Subsequently, the intraoperative MRI data were put into
the 3D Slicer. The position and attitude of the patient during
the intraoperative MRI were subtly different from those during
the preoperative MRI. Therefore, approximate alignment was
done; however, further accurate registration was needed.

For the accurate registration between the preoperative and
intraoperative images from MRI, automatic image registration
was used, which is a function of the Registration module of
the 3D Slicer. There are three methods of automatic image
registration: Elastix, ANTs, and BRAINS. Among the three
methods, BRAINS were chosen, which is an intensity-based
registration method named BRAINSFit [19] for whole-brain
3D images.

After this processing, rough models that had isolated parts
and holes were obtained. A free and open-source mesh pro-
cessing software MeshLab 2016.12 [20] was used to repair
these rough models. After repairing, four 3D models (the
preoperative and intraoperative brain and skull models) as
shown in Fig. 9 were obtained. The brain tissue models gen-
erated from the preoperative and intraoperative MRI data
are abbreviated as “MRI-pre-brain” and “MRI-intra-brain”,
respectively. Similarly, the skull models generated from the
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Fig. 10. Preoperative brain (red) and intraoperative brain (blue) models.

Fig. 11. Voxel meshes and surface meshes.

preoperative and intraoperative MRI data are abbreviated
as “MRI-pre-skull” and “MRI-intra-skull”, respectively. As
observed in Fig. 10, which shows the MRI-intra-brain super-
imposed on the MRI-pre-brain, the brain is deformed after the
craniotomy because of the CSF leakage.

As shown in Fig. 9, although the 3D models generated
from the medical images were repaired using MeshLab, there
remain many holes and discontinuous parts in the models.
Such deficient models are very difficult to divide into finite ele-
ments. It is impossible to automatically divide the models into
finite elements without further sophisticated processing, which
requires enormous amounts of time and effort even from pro-
fessionals. To solve this problem, the embedding method [21]
was incorporated.

Using the embedding method, the 3D geometric model was
first embedded in a bounding box, whose dimensions were
determined so that the box covers the 3D model entirely. Next,
the bounding box was divided into voxel elements. The ele-
ments that did not include a part of the 3D model (vacant
elements) were then removed. The isolated or floating ele-
ments were also removed. Finally, the voxel elements were
divided into tetrahedral elements, and this tetrahedral element
model was used in the finite element analysis (FEA) (see
Fig. 11). The calculation cost of the FEA increases as the
number of elements increases. The main advantage of the
embedding method is that it makes re-meshing easy and allows
it to be done online regardless of the inconsistency and incom-
pleteness of the geometric model. Users can decide the size

Fig. 12. The final fluid depth decision based on the intraoperative skull.

Fig. 13. Voxel model and fixed nodes.

of the elements depending on the accuracy requirement and
the computer performance.

The MRI-pre-brain was processed by the embedding
method. The FE model generated from the MRI-pre-brain is
abbreviated as “Sim-pre-voxel”.

B. Brain Shift Simulation

A brain shift simulation was performed using the Sim-
pre-voxel. The size of a voxel mesh of the FE model was
5 (mm) × 5 (mm) × 5 (mm), which was determined con-
sidering the computational cost and accuracy. The deformed
FE model is referred to as “Sim-intra-voxel”. The final shape
of the 3D model is referred to as “Sim-intra-brain”, which
is transformed from the MRI-pre-brain. The position of each
node in the Sim-intra-brain is calculated by linearly inter-
polating the displacement of the neighboring nodes in the
Sim-intra-voxel.

The depth of the CSF when the preoperative MRI was taken
was estimated by the highest and lowest position of the inner
side of the MRI-pre-skull on the z-axis. The depth of the
CSF when the intraoperative MRI was taken was estimated
by the lowest position of the resected skull line and the low-
est position of the inside of the skull as shown in Fig. 12. In
the simulation, the CSF depth was gradually decreased till it
reached the final depth and then maintained constant. For the
simulation, it was assumed that the patient lay on the bed face
up. Figure 13 shows the side view of the Sim-pre-brain of the
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TABLE II
PARAMETERS AND MATERIAL PROPERTIES USED

IN THE BRAIN SHIFT SIMULATION

Fig. 14. The simulated brain shift.

patient. As the patient lay face up, the occipital lobe was sup-
ported by the skull through arachnoid and dura mater; hence,
it was considered to be fixed in the simulation. Moreover, the
brain stem was also considered to be fixed. Therefore, the
nodes with z < 10 mm or y > 50 mm, which are circled in
red in Fig. 13, were set as the fixed nodes.

Material properties of the brain parenchyma and CSF used
in the simulation were set by referring to previous studies.
The density of the CSF was set to 1000 (kg/m3) [22]. The
density and Poisson’s ratio of the brain tissue were set to 1036
(kg/m3) and 0.4925, respectively [23]. It has been reported
that the shear stiffness of a whole healthy brain is G = 2.37±
0.44 (kPa) [24]. The average value of G = 2.37 (kPa) was
adopted and the Young’s modulus E was calculated as E =
2G(1 + ν) = 7.07 (kPa).

The conditions and mechanical properties used in the sim-
ulation are listed in Table II. Figure 14 shows the simulation
results before the brain shift (Sim-pre-voxel) and after the
brain shift (Sim-intra-voxel) of the FE model. As shown in
Fig. 14, the brain deforms especially along z-axis (direction
of gravity) because of the CSF leakage.

C. Accuracy Verification Using Intraoperative Medical
Images

The simulation results were compared with the MRI-intra-
brain to verify the simulation accuracy. The node in the most
anterior position of the frontal lobe (top node in the z-
coordinates), herein referred to as “node AMRI-pre,” and the
node in the highest position of the parietal lobe (lowest node
in the y-coordinates), herein referred to as “node BMRI-pre,”
of the MRI-pre-brain (see Fig. 15) were tracked for the accu-
racy verification. The nodes of the Sim-pre-voxel that were

Fig. 15. The nodes A and B for accuracy verification.

Fig. 16. The displacement of the node A Sim−intra
voxel .

the closest to the nodes AMRI-pre and BMRI-pre were chosen
and herein referred to as “node ASim-pre

voxel ” and “node BSim-pre
voxel ,”

respectively, as shown in Fig. 15. The displacement of the node
A Sim-intra

voxel and the fluid depth in the simulation are shown in
Fig. 16. The final convergent value of the displacement was
compared with the intraoperative MRI data.

To examine the displacement from the pre-brain to intra-
brain, it is necessary to locate the nodes corresponding to the
nodes AMRI-pre and BMRI-pre in the MRI-intra-brain. However,
as the surface mesh models for the MRI-pre-brain and MRI-
intra-brain were created from the imaging data obtained from
different MRI scans, there are no nodes in the MRI-intra-
brain that correspond exactly to nodes AMRI-pre and BMRI-pre.
In order to locate the nodes corresponding to AMRI-intra

and BMRI-intra in the intra-brain, we make the following
assumptions.

1) There is no significant error between the actual brain dis-
placement and simulation results. Therefore, the nodes
AMRI-intra and BMRI-intra are in the neighborhood of
ASim-intra

voxel and BSim-intra
voxel , respectively.

2) The node in the most anterior position of the frontal
lobe and the node in the highest position of the parietal
lobe before the brain shift will remain in their respective
positions even after the brain shift.

A concept for locating the node AMRI-intra is illustrated in
Fig. 17. After removing the surface node outliers, an appro-
priate node matching the node AMRI-intra is searched, based on
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Fig. 17. Concept of finding the node AMRI-intra.

the above assumptions, from the most anterior position (high-
est in the z-coordinates) near the node ASim-intra

voxel . Similarly,
an appropriate node matching the node BMRI-intra is searched
from the highest position (lowest in the y-coordinates) near
the node BSim-intra

voxel .
Let pMRI-pre

X , pMRI-intra
X , and pSim-intra

X,brain be the position vectors
of the nodes XMRI-pre, XMRI-intra, and XSim-intra

brain , respectively,
where X = A or B. Note that the node XSim-pre

brain is same as the
node XMRI-pre, hence pSim-pre

X,brain is equal to pMRI-pre
X .

Aforementioned, there are no nodes in the MRI-intra-brain
that exactly correspond to the nodes AMRI-pre and BMRI-pre.
Therefore, regions were defined around the nodes AMRI-j and
BMRI-j (j = pre or intra) as follows:

Region AMRI-j:
√(

x − xMRI-j
A

)2 +
(

y − yMRI-j
A

)2
< 5 (mm)

and zMRI-j
A ≥ z ≥ zMRI-j

A − 5 (mm)

Region BMRI-j:
√(

x − xMRI-j
B

)2 +
(

z − zMRI-j
B

)2
< 5 (mm)

and yMRI-j
B + 5 ≥ y ≥ yMRI-j

B (mm)

Herein, iMRI-j
X is the i-component of pMRI-j

X (i = x, y, or z,
X = A or B, j = pre or intra). The centroid pMRI-j

X of the nodes
that are included in region X is calculated. By considering the
centroid of the nodes around the point of interest, the effect
of registration error is expected to reduce.

The displacements of nodes for the accuracy verification are
defined as follows:

dMRI
X = pMRI-intra

X − pMRI-pre
X , (22)

d
MRI
X = pMRI-intra

X − pMRI-pre
X , (23)

dSim
X = pSim-intra

X,brain − pMRI-pre
X .

(X = A, or B) (24)

The error (%) of the simulated brain shift is defined as

ErrorX,i(%) =
∣∣∣∣∣
dMRI

X,i − dsim
X,i

dMRI
X,i

∣∣∣∣∣ (X = A or B, i = x, y, z). (25)

The simulated brain shifts at the nodes A and B, i.e., dSim
X , are

compared with both dMRI
X and d

MRI
X . The results are presented

in Table III.

TABLE III
THE ACCURACY VERIFICATION OF THE

DISPLACEMENTS OF THE NODES A AND B

The actual brain shift was evaluated by two indices: dMRI
X

and d
MRI
X . As shown in Table III, there is a small difference

between dMRI
X and d

MRI
X for both regions A and B; however,

they are in good agreement.
In region A, brain shifts are seen mainly in the y and z coor-

dinates, whereas in region B, brain shift is seen mainly in the z
coordinate. The gravitational force acted in the negative z-axis
direction. As the brain is supported by the skull in the occipi-
tal region and by the brainstem (see Fig. 13), it is considered
that the brain shifted in the negative direction of the y-axis
in region A. In those coordinates (y and z coordinates in the
region A, and z coordinate in region B), the proposed method
estimated the brain shift reasonably well because the errors
were less than 20%. A relatively large estimation error, larger
than 4 (mm), was seen in the y coordinate in region B. The
arachnoid trabeculae, which loosely supports the real brain,
were not taken into account in the simulation. Figures 18
(a)-(c) show the comparison between the MRI-intra-brain and
Sim-intra-voxel. As shown in Fig. 18, the error between the
actual brain shift and simulation result is relatively large in the
lower part of the brain. The errors may have occurred because
the effects of the arachnoid trabeculae were not accounted for
in the simulation.

D. Surface Error Analysis of the Frontal Lobe

The surface error between the MRI-intra-brain and Sim-
intra-brain at the frontal lobe (around the node A) is analyzed.
Impromptu regions of size 20 ≥ x ≥ 60 and −40 ≥ y ≥ −10
were chosen as the ROI in the frontal lobe, because these
regions were relatively flat. The nodes of the surface meshes
of both MRI-intra-brain and Sim-intra-brain within the ROI
were transformed into grid data using the function griddata()
of MATLAB R2015b, as plotted in Fig. 19, in order to eval-
uate the errors along z-axis at each grid point. The errors of
the Sim-intra-brain with respect to the MRI-intra-brain along
z-axis at each grid (1 mm intervals) are plotted in Fig. 20.
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Fig. 18. The simulated brain shift (Sim-intra-brain) superimposed on the intraoperative MRI (MRI-intra-brain) in the (a) horizontal plane, (b) frontal plane,
and (c) sagittal plane.

Fig. 19. Surfaces of MRI-intra-brain and Sim-intra-brain in the frontal lobe.

Fig. 20. Surface error of the Sim-intra-brain with respect to the MRI-intra-
brain.

It is estimated that the Sim-intra-brain has errors also along
x-axis and y-axis with respect to the MRI-intra-brain as shown
in Table III. Therefore, the errors plotted in Fig. 20 does
not signify the distance between two corresponding points.
The maximum, minimum, average, and median of the dis-
tance along z-axis between the two surfaces are described
in Table IV. Mean absolute error (MAE) is also described
in Table IV. The average error is −2.1 mm and MAE is
3.7 mm. The maximum and minimum errors are relatively
large (7.8 mm and −8.8 mm). As described in Section I, the
surface error will be reduced by real-time registration using
intraoperative images or point clouds.

TABLE IV
SURFACE ERROR OF THE SIM-INTRA-BRAIN WITH RESPECT

TO THE MRI-INTRA-BRAIN IN THE FRONTAL LOBE

V. CONCLUSION

In this paper, a numerical calculation method of the brain
shift caused by CSF leakage and gravity was proposed. The
brain shift is estimated based on hydrostatics and FEM. As
dynamic FEM was employed for the brain shift computa-
tion, the dynamic deformations can be reproduced by other
researchers. In the proposed method, two kind of models are
used: coarse FE model for brain shift estimation and fine sur-
face mesh model for visualization. Each node of the surface
mesh model is deformed by linearly interpolating the defor-
mations of the neighboring nodes of the FE model. As the FE
model is developed by embedding, the size of the FE mesh
can be changed on-line considering the computational cost and
accuracy.

The accuracy of the proposed method was verified by exper-
iments using elastic gelatin cubes. The computation cost was
also evaluated. When an FE model is composed of 5,000
nodes, the computation time for a simulation loop will be
less than 90 (ms). Furthermore, the accuracy of the proposed
method was verified through 3D models developed from
the preoperative and intraoperative MRI images of a real
patient. The registration between the 3D models of preopera-
tive and intraoperative brains were done using a medical image
processing software 3D Slicer. Surface mesh models were gen-
erated from the preoperative and intraoperative brain models.
Two nodes were chosen from the most anterior position of the
frontal lobe and the highest position of the parietal lobe of
the surface mesh preoperative brain model. The correspond-
ing nodes were searched among the nodes of the surface mesh
intraoperative brain model. Considering the distances between
the nodes of the preoperative and intraoperative models as the
base, the simulated brain shift was evaluated. At a node of
the frontal lobe, the brain shift was estimated reasonably well
because the errors were less than 3 (mm). However, in the
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lower parts of the brain, the estimation errors were relatively
large. At a node of the parietal lobe, the maximum error was
4.4 (mm). The effects of arachnoid trabeculae, which loosely
support the real brain, were not accounted for in the simula-
tion, and this may have caused the errors in the lower part of
the brain.

Furthermore, a region of 40 mm × 30 mm in the frontal
lobe was chosen as the ROI, and the surface errors at the
ROI between the intraoperative MRI images and the simulated
shifted brain were analyzed. The mean absolute error (MAE)
between the surfaces along the z-axis (the direction of gravity)
in the ROI was 3.7 mm (maximum absolute error was 8.8 mm).

The future scope of this research will be to develop a real-
time intraoperative registration between the predicted model
and the measured surface of organs.
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