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Automated Polyaxial Screw Placement Using
a Commercial-Robot-Based, Image-Guided

Spine Surgery System
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Abstract—Robotic spine surgery systems, used for placing pedi-
cle screws, have been in clinical use since 2004; however, these
systems act only as a positioner for guide tubes, which the sur-
geon uses to manually advance tools to prepare the site and
place hardware (e.g., pedicle screws). This article presents the
development, operation, and evaluation of a new, commercial-
robot-based, image-guided surgery system that automates the
process of bone preparation and polyaxial screw placement.
The system is based on the KUKA LBR iiwa 7-axis collabo-
rative robot. Fiducial marker and screw locations are defined
on a pre-operative CT image using the 3D Slicer open source
image visualization platform. The system uses the robot’s internal
localization system for registration, by touching fiducial mark-
ers in a hand-guiding mode. A rotary-motor end effector with
exchangeable tools is used for both hole-drilling and screw place-
ment. A novel single-motor based mechanism was developed for
placing polyaxial pedicle screws. An accuracy test was performed
by placing polyaxial screws in synthetic vertebrae which mimic
the mechanical properties of human bone. In placing 10 screws,
the entry point accuracy was 0.49 ± 0.17 mm and the destina-
tion point accuracy was 1.49 ± 0.46 mm. The results compare
favorably to evaluations of commercial robotic spine surgery
systems.

Index Terms—Image guided surgery, medical robotics, pedicle
screw placement, robotic spine surgery.
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I. INTRODUCTION

IMAGE-GUIDED, robotic spine surgery is an expanding
field, with an annual composite growth rate over the next

five years estimated at between 9% and 22% [1], [2], [3].
Currently, the primary application for these systems is the
placement of pedicle screws during spinal fusion and fixa-
tion surgery, a treatment for degenerative spinal disease and
instability [4]. In this procedure, the diseased disc between two
(or more) vertebrae is first removed and replaced by a cage-
like device which is often filled with bone graft material. For
additional support, and to allow the fusion to occur between
immobile bones, screws often are placed on both sides of each
vertebra, in the pedicles. The heads of these screws, known
as tulip-head screws, typically are polyaxial (able to angulate
around the shaft) and also are slotted, such that a rod can be
fit into the slot, connecting two or more screws on a particular
side. The slotted heads are threaded on the inside, such that
the rod may be locked into place with a small set screw. The
cage and pedicle screws form three points of support that lock
the vertebrae together. This is illustrated in Fig. 1. For many
patients, this procedure eliminates or reduces the back pain
caused by a degenerative and unstable spinal segment and can
help radicular pain caused by compression of the spinal nerve
roots. The most common example of this procedure is the
transforaminal lumbar interbody fusion (TLIF) procedure [5].

Image-guided robotic spine surgery systems generally con-
sist of a surgical planning computer, a robotic arm or similar
positioning device, and a means to register the 3D image
coordinate system to the operating field coordinate system
(containing the robot and the patient), such that the robot
can access the screw locations on the patient as defined in
the images. During the procedure, the surgical planning com-
puter first imports preoperative or intraoperative images that
are used by the surgeon to plan the location (entry point and
destination) of the pedicle screws. The images are then reg-
istered to the robot/patient coordinate system. The robot then
positions a guiding tube (its end effector) at the locations and
angles required for placement of each of the screws. At each
of these locations the surgeon manually prepares the site (e.g.,
drills a hole) and manually places the pedicle screws using the
guide positioned by the robot.

There are currently four commercial image-guided spine
surgery robots. Interestingly, each has been acquired by one of
the major medical device companies. The Mazor Renaissance
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Fig. 1. Sagittal (a) and axial (b) view of lumbar vertebra with pedicle screws
inserted.

(Medtronic, Dublin, Ireland) (formerly branded Spine Assist)
was the first device commercialized (2004). The robot is
patient (bone) mounted and is based on a 6-UPS (universal
prismatic spherical) parallel mechanism [6], [7]. A preopera-
tive CT is used for screw placement planning. Registration is
accomplished via two fluoroscopic images, which capture both
the spine and fiducial markers on the robot mount. Once reg-
istration is complete the system determines the location that
the robot is to be positioned on the mount, to guide placement
of a particular screw.

The Mazor-X (Medtronic, Dublin, Ireland) is based on
a more traditional 6 degree-of-freedom (DOF) cart-mounted
robotic arm. The registration mechanism is similar to the
Renaissance, but an optical instrument navigation system [8]
can be added so that the location of the tools inserted in
the tube can be visualized on the surgical planning computer.
Optical navigation systems are already widely used in spine
surgery, on tools held directly by surgeons, to create a virtual
image of screw insertion [9], [10].

The ROSA system (Zimmer Biomet, Warsaw, IN) also uses
a cart-mounted 6 DOF robotic arm, and has an integrated opti-
cal navigation system. It supports both fluoroscopic imaging
and intraoperative cone-beam CT (e.g., O-arm) imaging [11].
Registration of the anatomy to the robot is accomplished by
positioning a radiographic fiducial marker grid, held by the
robot, within the fluoroscopy images (two required) or O-
arm image of the spine. The navigation system is registered
via optical markers placed both on the patient and on the robot.

The most recent system, ExcelsiusGPS (Globus Medical,
Inc., Audubon, PA) also is based on a cart-mounted 6 DOF
robotic arm with an integrated optical navigation system. It
can use preoperative CT, intraoperative CT or fluoroscopy
for planning and end-effector positioning. In one operational
example [12], a fiducial marker array is placed on the patient
prior to an O-arm scan of the spine, which can be identified
both in the image and by the optical navigation system. The
robot is registered to the optical navigation system via active
navigation markers (lights) on the robot.

Over 36,000 robotic spine procedures have been performed
since 2004; the majority by the Mazor systems [13]. There
have been several review articles published recently,
evaluating the potential advantages of this nascent
technology on screw placement accuracy, procedure

TABLE I
ROBOTIC SURGERY SYSTEM CLASSIFICATIONS

(ADAPTED FROM [22] AND [23])

time, radiation dose, safety, recovery time, and cost
effectiveness [14], [15], [16], [17], [18]. Whereas placement
accuracy and radiation exposure to the surgeon are gen-
erally improved when compared to free-hand techniques,
there is a dearth of studies comparing robotic systems to
non-robotic navigation systems. There is no clear trend yet
on improvements in procedure time, recovery time, or cost
effectiveness.

Prior to these commercial systems, several systems were
developed by research intuitions. Examples include a system
based on a predecessor of the KUKA LBR robot, developed by
Ortmaier et al. in 2006 [19], the Biplane Fluoroscopy Guided-
Robot System (BFRS) developed by Kim et al. in 2010 [20],
and the Robotic Spinal Surgical System (RSSS) developed by
Tian et al. in 2014 [21]. While their system details vary, they
share the same basic components and operate in much the
same manner as the commercial systems.

Whereas two of the research systems drill holes in the
spine [19], [21], the commercial robotic systems provide only
a properly positioned and aligned guiding tube, through which
the spine surgeon manually prepares for and/or places the
pedicle screws. It is useful to consider the operation of these
systems in the context of robotic surgery system classifications
and capabilities.

We combined classifications from Taylor and
Stoianovici [22] and from Nathoo et al. [23], which
resulted in the two-level classification system shown in
Table I. Auxiliary Support robots are not directly involved in
the surgical procedure but instead perform support functions
such as endoscope or retractor holding and manipulation.
Surgeon Extender robots are controlled directly, in real-time,
by the surgeon and often augment the surgeon’s ability. The
most prominent example is the daVinci Surgical System
(Intuitive Surgical, Sunnyvale, CA). CAD/CAM or Image-
Guided robots include Shared Control robots and Supervisory
Controlled Autonomous robots. All current commercial
image-guided robotic spine surgery systems are of the Shared
Control variety as the systems provide a properly positioned
and oriented channel through which to insert tools, but the
surgery itself is left to the surgeon.

It is interesting that, in spite of the extraordinary technolo-
gies integrated into commercial robotic spine surgery systems,
the final steps of drilling and screw placement are left to
the surgeon. This is in contrast to other industries, such as
robotic welding, where the robot performs the complete task
automatically.
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Fig. 2. KUKA LBR-based, image-guided robotic spine surgery system block
diagram.

Our goal was to develop a system for spine surgery that was
categorized as a Supervisory Controlled Autonomous robot,
where the entire process of preparing bone, and inserting
spine screws was automated. While a system of this type has
many important specifications and features, the most important
evaluation criterion is screw placement accuracy. Without clin-
ically acceptable placement accuracy, the system is not viable.
Here we describe the design and operation of this new system
and the first ex-vivo accuracy study.

II. SYSTEM ARCHITECTURE

The system consists of four primary components: the robot,
a continuous rotary unit, a set of exchangeable tools, and a sur-
gical planning workstation. A system block diagram is shown
in Fig. 2.

A. Robot

The surgery system is based on a KUKA LBR iiwa 7 R800
7-axis robotic arm (KUKA, Augsburg, Germany). Additional
subsystem components include a robot controller/power sup-
ply unit with an embedded PC running Windows, and a user
interface pendant. The robot has a positional repeatability of
0.1 mm, and a maximum payload of 7 kg. Robot software
is developed in Java on a Windows PC, using a development
environment provided by KUKA. The robot’s internal localiza-
tion system is used for both registration and screw placement,
as there is no integrated external navigation system.

B. Rotary Unit

Continuous rotation, for drilling holes and placing screws,
is provided by a Schunk PRH 060-100-PB-065 rotary unit
end effector (Schunk GmbH & Co. KG, Lauffen am Neckar,
Germany). The unit has a maximum revolution rate of
1 r/s, and a maximum torque of 11 Nm. The unit is con-
trolled programmatically by the robot controller via EtherCAT
and an EtherCAT-to-PROFIBUS interface module (EL 6731,
Beckhoff Automation GmbH & Co. KG, Verl, Germany).

C. Tool Exchanger and Surgical Tools

The tool exchanger, tool kit, tool rack and screw rack are
shown in Fig. 3 and were designed in our lab. The tools were
machined from stainless steel, and the racks were 3D printed
in polylactic acid (PLA).

The exchanger mechanism is permanent-magnet based
(neodymium-iron-boron alloy), with oppositely polarized mag-
nets on the tool exchanger and each of the tools. Tools are
engaged by the end effector (which is attached to the rotary
unit) via magnetic attraction and then slid sideways out of the
tool rack (Fig. 3). A series of posts on the tool and matching
holes on the tool exchanger allow the transfer of torque from
the rotary unit to the tool tip. Tools include the hand-guided
registration tool, a drill bit, and a screwdriver mechanism for
polyaxial screws.

D. Polyaxial Screw Driver End Effector

Polyaxial screws (Figs. 4a and 4c) have a hex (or Torx� ) bit
receptacle in the shaft, used to drive the screw, and a threaded
swiveling head. The threads in the head are used to fix the
fusion rods, once the screw is placed (Fig. 1), but these threads
are also used to align the swivel head to the shaft during screw
placement. A manual polyaxial screw driver (Figs. 4b and 4c)
contains two concentric shafts. The inner shaft has a hex bit,
to engage the screw shaft, and the outer shaft has threads to
engage the head.

A manual polyaxial screwdriver requires two-handed oper-
ation. For screw attachment, the inner shaft is slid distally
through the outer shaft, and rotated, to engage the hex recep-
tacle. The outer shaft is then slid distally and also rotated, to
engage the threads in the head which align the head to the
screw shaft and fix it in place (Fig. 4c). The screw is placed
using the inner shaft to apply torque to the hex receptacle on
the screw shaft. Once placed, the driver is removed by rotat-
ing the outer shaft to disengage the threads in the head, while
keeping the hex bit fixed with the surgeon’s other hand.

Our goal in screwdriver end effector design was to place
commercially available polyaxial screws. We therefore sought
to implement a device that requires two independent con-
trols (both of the surgeon’s hands). A straightforward approach
might involve two independently controlled motors connected
to concentric shafts, with the outer shaft connected via a gear-
ing mechanism. Alternatively, the Schunk motor has a through-
hole along its axis, so a second motor could be added in back
of it to control the inner concentric shaft.

The design presented here obviates the requirement for
a second motor by shifting the application of driving torque
from the inner shaft to the outer shaft. Using this approach, the
only function of the inner shaft, in addition to screw alignment,
is to remain stationary during screw driver disengagement, so
that the screw cannot rotate as the driver disengages.

This end effector was designed and constructed using
a modified manual polyaxial screwdriver and a single Schunk
rotary unit (Fig. 5). In this design the hex bit was milled into
a cylinder, so that the driver tip can engage the screw’s hex
bit receptacle regardless of its angular orientation (i.e., can be
easily engaged by the robot without the requirements to rotate
the tip and sense engagement of the hex bit). The inner shaft
extends through the rotary unit and into an assembly contain-
ing a one-way bearing, such that the inner shaft can rotate
passively during clockwise rotation as the screw is picked up

� Registered trademark.
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Fig. 3. Robot end effector and accessories. (a) Schunk PRH rotary unit. (b) Magnetic tool exchanger. (c) Tool rack. (d) Hand registration tool. (e) Drill bit
tool. (f) Polyaxial screw driver tool. (g) Screw rack.

Fig. 4. (a) Polyaxial spine screw with hex receptacle on the body (blue arrow) and threaded swivel head (green arrow). (b) Manual polyaxial screw driver
with inner (green arrow) and sliding outer (blue arrow) concentric shafts. (c) Screw driver with polyaxial screw affixed.

and placed, but is fixed during counterclockwise rotation as the
screwdriver disengages, holding the screw in place via a pair
of wings that engage the slots on the screw head (Fig. 5 insert).
This mechanism enables the robot to pick up a screw from the
screw rack, place it in the spine, and disengage the screwdriver,
leaving the screw in place.

E. Surgical Planning Workstation

This subsystem is a Linux-based PC running 3D Slicer, an
open-source medical image visualization platform (slicer.org).
Pre-operative images can be imported for the purpose of identi-
fying the locations of fiducial markers, and for planning screw
placement. These locations are transferred to the robot con-
troller over ethernet using the OpenIGTLink protocol [24].
This workstation is also used to measure placement accuracy.

III. SYSTEM OPERATION

Performing automatic screw placement involves user
interaction with both the surgical planning workstation and
the robot. This workflow is shown in Fig. 6. A CT image of
the target bone, which had fiducial markers implanted prior
to scanning, is imported into 3D Slicer. Fiducial markers are
identified, and screw locations planned, using the standard
orthogonal image planes and a volumetric rendering. These
coordinates are sent by the user to the robot upon request.

A. Tool Engagement

At the start of robot program operation, the robot picks
up the fiducial marker registration tool. The robot approaches
the tool from above in a compliant movement mode, while
rotating the tool exchanger. This allows the posts on the tools
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Fig. 5. Polyaxial screw driver end effector attached to
KUKA LBR (a) with (b) one way bearing assembly, (c) Schunk
rotary motor, (d) magnetic tool exchanger, (e) outer shaft, and (f) inner shaft.
The inner shaft goes through the tool exchanger and rotary motor to engage
the one way bearing. The inset image shows the wings of the inner shaft
sitting in the slots of the screw head, which prevent rotation of the screw
head during screwdriver disengagement.

to engage the holes in the tool exchanger, and the magnets on
both to engage, holding the tool in the exchanger. The tool is
then slid out of the rack horizontally. All tools are engaged in
this manner.

B. Coordinate System Registration

In order to translate screw locations defined in the CT image
(via 3D Slicer) to locations in the robot coordinate system,
the coordinate systems must be registered. For this process
the system relies on fiducial markers that have been placed
on the spine which are physically sampled by the robot. The
robot has a built-in hand guiding mode, common to many
collaborative robots, where each of the individual axes can
be manipulated by the user. In this mode, the user navigates
the registration end effector to each of the implanted fiducial
markers, as shown in Fig. 8. Each fiducial marker location is
recorded by the robot controller which uses this data, along
with the fiducial marker locations identified by the user in
the pre-operative image, to register the coordinate systems.
We used a closed-form registration algorithm based on matrix
singular value decomposition, described by Arun et al. [25].

C. End Effector Positioning and Pilot Hole Creation

The screw entry and destination points are sent from the sur-
gical planning workstation to the robot controller where they
are transformed into robot coordinates. The screw insertion
point, the two insertion angles (orthogonal to the end effector
axis), and the screw depth are then computed. The robot then
picks up the drill and moves to a location that is 50 mm away
from the insertion point, along the screw axis. This is done
to avoid any contact between the drill bit tip and the spinous
or transverse processes during navigation. It then orients the
end effector and advances 50 cm along the screw axis to the
insertion point, creating a pilot hole in the bone for the screw.
Due to the low rotation rate of the rotary unit (1.0 r/s), the drill
was advanced at a rate of 0.1 mm/s. The drill bit was custom
manufactured with a tip angle of 50◦. This obviated the need
for an awl, thereby reducing the number of tools required.

D. Screw Placement

After replacing the drill tool the robot picks up the screw
driver, moves to the screw rack, and picks up a polyaxial screw.
The screw rack holds the screw head in a specific orientation
and does not allow rotation, so that the robot can advance
the inner shaft into the hex receptacle while rotating the outer
shaft to engage the screw head threads (Fig. 9a). This step
ends when the robot distal axis torque exceeds a threshold of
0.3 Nm. During this process, the screw distal tip is engaged
in a shallow hole to maintain a vertical orientation. Once
engaged, the screw is lifted slightly and moved horizontally
out of the rack.

The robot then moves to a location above the entry point, as
described above, and orients the tool (Fig. 9b) before advanc-
ing to the entry point. The rotary unit is turned on and the
screw is advanced at a rate to match the screw thread spac-
ing over the computed insertion distance (Fig. 9c). The rotary
unit then reverses direction and the screw driver is retracted
as the threaded outer shaft disengages from the threads in the
screw head. The one-way bearing in the screwdriver mecha-
nism prohibits inner shaft rotation, which holds the screw in
place during disengagement. The process is then repeated for
subsequent screws.

IV. SCREW PLACEMENT ACCURACY EVALUATION

Screw placement accuracy is a gating requirement for any
automated spine surgery system. Accordingly, our initial focus
in system evaluation was a quantitative evaluation of screw
placement accuracy.

A. Methods

A total of ten 50 mm polyaxial pedicle screws (ZealMAX
Innovations LTD, India) were placed in 5 synthetic, L3 or
L4, lumbar vertebrae (Sawbones USA, Vashon Island, WA).
These biomechanical models contain both cortical and can-
cellous bone components designed to mimic the mechanical
properties of those in human vertebrae. Four headless screws
(aka hanger bolts) were placed in each of the vertebrae as
fiducial markers (Fig. 8).
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(a)

(b)

Fig. 6. Workflow block diagrams. (a) Workflow diagram for the surgical planning workstation. (b) Workflow block diagram for the robot.

Fig. 7. Pre-operative C-arm CT image of synthetic vertebra displayed on surgical planning workstation. Reformatted planar views were used to identify both
the fiducial marker tips and the screw path plan (entry and destination points). Point locations were verified using volume renderings. (a) Fiducial markers
shown in a volume rendering. (b) Screw entry (green arrow) and destination (yellow arrow) points shown in a volume rendering (windowed to visualize the
vertebra). (c) Reformatted multiplanar views showing a screw entry (green arrow) and destination points (yellow arrow).

A pre-procedure 8-second C-arm CT scan (Siemens
Healthineers, Erlangen, Germany) was performed on each
vertebra. The reconstructed isotropic image voxel resolution

was 0.46 mm3. The resulting DICOM-format images were
imported into 3D Slicer. After a volume rendering was com-
puted, the fiducial markers were captured in the Markups
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Fig. 8. Example of the process of hand-guiding the robot to a fiducial
marker. At the request of the user, the robot program records the position of
the robot end effector (which is located at a fiducial marker) to use in the
image-to-robot coordinate system registration process.

Module using reformatted planar views and the volume ren-
dering, as shown in Fig. 7. The same technique was then used
to identify the entry and destination points of the desired screw
locations (Fig. 7c). These data were then used to place two
screws in each vertebra, as described above. The bones were
then re-scanned in the same scanner, as shown in Fig. 10.

Screw placement accuracy was measured in 3D Slicer.
The pre-procedure and post-procedure scans for a particu-
lar bone were imported, and their volumes were cropped so
that a higher percentage of the image volume included the
bone, markers, and screws. The General Registration module
was then used to register the post-operative image to the pre-
operative image. This module uses the image content rather
than individual fiducial markers. The percentage of image
volume samples used was set at 2%, and a rigid 6 degree-
of-freedom registration was performed. The screw entry and
destination points were then identified using the Markups mod-
ule (Fig. 10), with the user blinded to the markers used in
planning. The planned and measured screw locations were
exported from 3D Slicer and then imported into a spreadsheet,
were the errors were computed.

The entry point error was computed as the shortest distance
between the measured entry point and the line connecting the
planned entry and destination points. This is a more clinically
relevant measurement than the distance between the two entry
points and is consistent with the measurements made in the
evaluation of other robotic spine surgery systems, e.g., in [26].
The destination point error was computed as the Euclidean
distance between the planned and measured destination points.
Whereas it was not the primary goal of the study, we also
measured the execution time for both registration and screw
placement.

TABLE II
SCREW PLACEMENT ACCURACY RESULTS

B. Results

The error measurement for each of the 10 screws is listed
in Table II. The mean error was 0.49 ± 0.17 mm for the
entry point and 1.49 ± 0.46 mm for the destination point.
The average screw depth was 37.4 ± 3.2 mm. No breach of
the pedicles by the screws was observed.

The average time required for registration of 5 fiducial
markers was 1 minute, 48 seconds, and the average time
required to drill a hole and place a screw was 10 minutes,
39 seconds.

V. DISCUSSION

It is useful to compare the results of this study to those
of the current commercial spine surgery systems. While
many studies report only clinical performance, such as the
extent of pedicle breach as defined by the Gertzbein-Robbins
scale [27], we found several studies where accuracy was
reported in mm. Table III lists the results of the current study
along with six studies of commercial robotic spine surgery
systems, involving either cadavers or patients. The KUKA-
based system performed well by comparison. However, per-
forming this procedure on cadavers and patients is much
more involved and will likely contribute additional error.
For example, the drill and screw driver will need longer
shafts to perform minimally invasive screw placement, which
will increase the error. The registration will be applied to
a larger working volume. Also, there will likely be addi-
tional error introduced by whatever mechanism will be inte-
grated into the system to compensate for patient movement.
Nevertheless, the results reported here represent a reasonable
starting point.

It is also interesting to compare these results to our pre-
liminary experiment, in which 30 desk screws were placed
in a series of bovine femurs. In this previous experiment, the
tools and tool exchanger were 3D printed in PLA, and the
deck screws were free to angulate on the screw head, to fol-
low the path created by the drill. The insertion and destination
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Fig. 9. Polyaxial screw pickup and placement process showing (a) driver picking up screw from rack, (b) robot angulating screw at a distance of 50 cm
from entry point (to avoid facet contact), and (c) robot inserting screw.

Fig. 10. (a) C-arm CT image of synthetic vertebra after robotic screw placement (red) registered with preoperative image (green) showing identification
of destination points (cyan). (b) Volumetric rendering of postoperative C-arm CT image showing both the identified preoperative planned (orange) and
postoperative measured (cyan) screw destination locations.

TABLE III
SCREW PLACEMENT ACCURACY COMPARISON TO COMMERCIAL ROBOT STUDIES

accuracies for this experiment were 0.75 mm and 1.26 mm,
respectively. The improvement in insertion accuracy (0.49 mm
vs 0.75 mm, p = 0.003) over this preliminary test is likely
due to switching from plastic to steel tools. The reduced vol-
ume range of the fiducial marker placement in the vertebrae
could also have been a contributing factor, however most of
these earlier femur experiments used 5 fiducials rather than 4,
which anecdotally resulted in improved insertion accuracy.

The decrease in destination accuracy (1.49 mm vs 1.26 mm,
p = 0.22), while not statistically significant, may be due to
a slight misalignment of the pedicle screw with respect to
the screw driver shaft, combined with the properties of the
vertebra test object. The synthetic vertebra has a thinner cor-
tical bone section than the bovine femur, and a misaligned
but rigidly held pedicle screw is able to move away from the
planned path into softer cancellous bone during the rotation
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and advancement of insertion. A custom designed combination
of driver and screw should yield better destination accuracy.

With regard to execution time, we were extremely conser-
vative in programming the motions of the robot, especially
the tool exchange portions. Also, since we used a low speed
drill, the drilling portion took over 3 minutes. With a higher
speed drill and some further program optimization, we believe
it will be straightforward to bring the procedure time per screw
to less than 5 minutes.

The work presented here enables application of machine
learning algorithms to spine screw insertion. For example, as
the robot inserts the screw, it can measure the force and torque
being applied to the screw and make adjustments in real time.
The robot could also receive imaging information in real time
and incorporate that into its insertion algorithm. Surgeons do
this now, qualitatively, but perhaps not to the extent that would
be possible with a computer algorithm, monitored by the sur-
geon. The goal of the current study was to develop a more
precise and standardized process by which the spine can be
instrumented. One could envision a very tightly integrated
robot and imaging system, where 3D images are captured
in real-time to guide the procedure. Parameters such as pre-
operatively (or even intraoperatively) measured bone density
along with desired degrees of correction in a spinal defor-
mity case, patient age, and length of instrumentation construct
could be inserted into the integrated robot/computer system.
The system then could determine the ideal screw diameter
(which is correlated most closely to pullout strength), screw
length, and thread pitch to allow for the best possible chances
of a successful and lasting instrumentation and ultimately,
fusion [29], [30], [31]. In such a complex system, there would
be an ideal screw trajectory for the robot. In this scenario,
given the precise forces required to place a screw without strip-
ping the bone, the task would need to be left to the accuracy
of a robot instead of a human hand through a guide tube.

There are several potential benefits to automating spine
screw insertion, and other image-guided surgical tasks. Spine
screw placement automation would enable procedures to be
performed remotely, with other medical personnel assisting on-
site. This capability would be beneficial to patients in remote
geographic areas (including outer space), patients in battle
zones, and even patients in need of surgery during a pan-
demic. Remote capability would enable community surgeons
to collaborate with world-class surgeons to offer technically
complex procedures to the local population. Since it has been
shown that surgical outcomes often are correlated directly
with case volume of the particular surgery in a given institu-
tion, it makes sense to have rarely done procedures performed
remotely at the hands of a high-volume surgeon given a par-
ticular technique or surgery [32]. This becomes especially true
as the Centers for Medicare and Medicaid Services is increas-
ingly focused on patient outcomes, which affect both payments
and penalties [33].

Screw placement automation also relieves the surgeon of
many of the physical constraints of the procedure. This
includes both fatigue for long procedures and also the manual
dexterity required to perform spine surgery (some of which
is alleviated by current systems). The physical challenges

involved in performing these procedures cause long-term
health effects for spine surgeons [34], [35]. In one study, 60%
of spine surgeons reported neck-related musculoskeletal disor-
ders (MSD), and 49% reported shoulder-related MSD’s [34].
Spine surgeons are also 10 times more likely to require cer-
vical disk surgery than the general population [34]. While we
found no breakdown of the most harmful repetitive motions
in fusion surgery (what Abshire et al. termed “long duration,
repetitive, forceful tasks [34]), the neurosurgeon author of this
work (Birinyi) estimates that up to 90% of these motions are
related to the drilling and screw placement portions of the
procedure, and that drilling and screw placement constitute
25%-50% of the overall procedure time.

Not only does the current system eliminate the require-
ment to manually apply force and torque during placement,
but it also eliminates many of the challenging and harmful
body positions surgeons must assume during the procedure. In
contrast, the physical challenges of drilling and screw place-
ment are still present in current guide-tube-based spine surgery
robots. The reduction in the physical requirements of the pro-
cedure also enables the surgeon to act as the manager rather
than the mechanic, and to spend more time planning and eval-
uating, rather than executing, the procedure. Finally, aging
surgeons can have difficulty maintaining the stamina required
for long-segment spinal fusion/instrumentation procedures and
can develop a decline in their technical abilities [31]. With
ongoing physician shortages and cognitively-competent but
aging surgeons, a means to provide surgeons with the benefits
of their youth is welcome in the surgical fields [32].

Overall, while automation of the screw placement process
is not necessary to perform spinal surgery, we predict that
automation, once perfected, will become the mainstay in spinal
surgery just as automation has become the mainstay in the
automotive manufacturing industry despite the obvious ability
to build a car by hand. Accuracy and precision along with
objective measurement feedback from a robot like the one we
describe have the potential always to be superior in a machine
compared to these features in a human. Finally, other parts
of the procedure, such as resection [36] and suturing [37] are
also being automated.

The system overall will require further development prior to
human use. Whereas the robot used its own internal localiza-
tion capability for navigation, the system is currently unable to
track patient movement, a critical feature for a clinical system.
While a navigation system could be integrated, a fixed x-ray
system could also be used to detect movement and correct the
registration [38]. It would also be straightforward to obviate
the need to implant and touch fiducial markers by having the
robot hold a radiopaque fiducial marker pattern such that it
was included in an intra-operative image, as is done with the
commercial robotic spine surgery systems.

There are many features inherent to the robot that can be
exploited to enhance the functionality of the system. The robot
can be programmed to detect collisions with humans. The
robot can also measure both force and torque on each axis.
Since axis 7 (the most distal axis) is aligned with the end effec-
tor axis, it can be used to measure the force and torque applied
to the drill or screw driver throughout the procedure, which can
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be used to make decisions based on these values, and which
could be incorporated into machine learning algorithms.

The current system has a rudimentary user interface, with
only the start and end point of the screw being specified, and
no feedback provided to the user during screw insertion. Using
the internal localization capability of the robot, it would be
possible to provide the real-time screw location to the user in
3D Slicer, during the screw insertion process. CAD models of
various screws could be used for planning, as with the current
commercial systems.

The KUKA LBR has been used as the basis for several robotic
surgery systems. Dwyer et al. developed a programmable
robotic endoscope holder, based on the KUKA LBR, for an
imaging application in fetoscopy [39]. Virga et al. integrated
a KUKA LBR into a system designed to perform automated
ultrasound scans in patients, for the purpose of diagnosis
abdominal aortic aneurysms [40]. Augello et al. developed
an image-guided, robotic laser osteotomy system, based on the
KUKA LBR [41]. Kojev et al. developed a KUKA LBR dual-
robot system for ultrasound-guided needle placement [42]. One
could envision a scenario where a hospital would own one robot
that was used for multiple applications, thereby reducing the
overall equipment cost. The system described in this work could
be developed for multiple spine-related applications, including
image-guided laminectomy.

VI. CONCLUSION

To our knowledge, this is the first system that has demon-
strated the potential to automate polyaxial spine screw place-
ment completely as a supervisory controlled autonomous
robot. Furthermore, the accuracy compares favorably to the
current commercially available systems that operate as shared
control robots, although the test conditions were more favor-
able than for those evaluations. Further development and
testing are underway.
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