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Geometry-Based UAV MIMO Channel Modeling
and Pattern Optimization for
Multimode Antennas

Nils Lennart Johannsen

Abstract— Improving safety is of general interest in aviation.
Flight transponders used in collision avoidance systems advise
pilots with information of potential collisions and avoidance
resolutions. Some transponders are capable of transmitting the
instantaneous position of the vehicle which might be turned off.
To prevent autonomous flights from collisions, the transponder
signals shall be used to estimate the direction-of-arrival (DoA).
Recently, multimode antennas have been investigated for commu-
nication and localization purposes. Multimode antennas provide
several orthogonal ports on a single radiator surface. This leads
to a reduction of space and weight, which is of interest in
airborne applications. To perform DoA estimation as well as
communication, a suitable channel model is required. In this
contribution, a channel model fulfilling the requirements for both
multiple-input multiple-output (MIMO) communication and DoA
estimation is proposed. This channel model relies on the manifold
matrix representation of the UAV under consideration. The
derived description of a manifold matrix for the UAV use-case
is used for an optimization to achieve a close to omnidirectional
radiation pattern. Therefore, different optimization functions are
derived and their performance is compared. The results of the
optimization using the calculated manifold matrix are verified by
measurements taken in an antenna measurement chamber.

Index Terms— Antenna diversity, antenna gain, antenna pat-
tern synthesis, antenna radiation patterns, antennas, arrays,
communication channels, direction of arrival (DoA) estimation.

I. INTRODUCTION

NMANNED aerial vehicles (UAVs) are one of the most
Uimportant innovations in the area of aeronautics. Small
UAVs are being capable of package delivery, large UAVs
operate, for instance, as taxis. Safe integration in the airspace
is a major issue in terms of reliability and authorization.
Autonomous flight controls can either help pilots in rough
environments to start and land safely, while ensuring collision
avoidance to other aerial vehicles. Both cooperative as well
as noncooperative vehicles need to be targeted. In [1], both
cooperative as well as noncooperative sensors are discussed,
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while focus is on cooperative collision avoidance based on
Airborne Collision Avoidance System (ACAS) and Auto-
matic Dependent Surveillance (ADS). The system is based
on transponder communication in the 1030/1090 MHz band.
However, if the position of the target is not transmitted,
commonly a primary radar is used by traffic control to identify
the position of the transponder. To make use of as many
information as possible by the transponder communication,
a direction of arrival (DoA) estimation in conjunction with
the transponder communication is of interest.

In [2], different approaches for channel modeling in aer-
ial scenarios are described. A literature survey on channel
models, including polarization, is conducted in [3] and [4].
Generally, however, neither special antenna patterns nor exact
polarizations are treated. In [5], a geometry-based polarization
model is proposed, based on field measurements. A multiple-
input multiple-output (MIMO) channel model for UAVs is
discussed in [6], where random distributions for the model are
determined. However, finally, random distributions are used for
the calculation of a cross-polarization matrix.

Commonly, for DoA estimation an antenna array is used,
which allows to measure time and phase relationship between
the ports of the antenna elements [7]. Most often, just one
antenna type is used for all elements. Hence, the antenna
radiation patterns of all antenna ports of the array are the
same. If linear or square structures are used to form the array,
a uniform linear/planar array (ULA/UPA) is created.

In [8], another attractive technique for DoA estimation
using electromagnetic vector sensors (EMVS) was introduced.
EMVS antennas have the ability to recover the complete infor-
mation available in an electromagnetic wave by sensing both
the electric and magnetic fields. For that purpose, a structure
of orthogonal antenna elements is applied [9]. EMVS antennas
are designed to allow precise DoA estimation, while, on the
other hand, offer communication options.

Another option are multimode antennas. Multimode anten-
nas offer different orthogonal radiation patterns on a single
radiator, providing independent antenna ports. They deploy
the theory of characteristic modes [10] on a single radiator
for designing a compact multiport antenna typically used
for digital communications. Multimode antennas have exten-
sively been investigated both for high-speed massive MIMO
communications as well as IoT applications with massive
connectivity [11]. However, they are also capable of being
used for DoA estimation purposes as demonstrated in [12]

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/


https://orcid.org/0000-0001-9774-2286
https://orcid.org/0000-0002-1533-5175
https://orcid.org/0000-0003-3475-1710

JOHANNSEN et al.: GEOMETRY-BASED UAV MIMO CHANNEL MODELING AND PATTERN OPTIMIZATION

and [13] for the planar multimode antenna design proposed
in [14].

Overall, both multimode and EMVS antennas are alterna-
tives to conventional antenna arrays from different perspec-
tives. We believe that multimode antennas are an attractive
solution for UAV applications because they are useful to
reduce weight and surface area. It is likely that a limited
number of these antennas is spatially distributed in three
dimensions over the surface of the UAV. The resulting array
generally cannot be described by a uniform structure. This
leads to a more complex modeling of the overall antenna array
as shown in [15].

In this article, a novel approach to model the channel for
both DoA estimation as well as transponder-based commu-
nication between UAVs is proposed. To be able to model
arbitrary path geometries, the manifold matrix of the multi-
mode antennas positioned on the UAV is taken into account.
Positioning of multimode antennas given an arbitrary UAV
size is demonstrated. The patterns and array responses of the
individual antenna ports are combined in a matrix representing
all ports of the antenna array. Depending on the rotation of the
UAYV, the response is provided for vertically polarized waves.
For visualization, the resulting gain patterns of the antennas
are shown. The possibility toward MIMO channel modeling by
using manifold matrices is discussed. The manifold matrix is
used for an optimization of the radiation characteristic toward
omnidirectional radiation in the zero-degree elevation plane
and allows DoA estimation as done in [7] and [16]. Different
optimization functions are discussed and an additional opti-
mization for vertically polarized waves is conducted.

II. CALCULATION OF THE UAV MANIFOLD

In this section, the geometry-based channel modeling
approach is described. It is organized by the following sub-
sections. Section II-A, the antenna positioning and orienta-
tion is described and the antenna pattern response is deter-
mined. Section II-B, the array response based on the different
antenna positions is included. Section II-C, the antenna pattern
response to the incident type of wave is determined and the
antenna response given a desired polarization is calculated.

A. Antenna Positioning and Response

To be able to create an arbitrary channel matrix using a
possible arbitrary number of rays and scatterers, a general
representation of the antenna and array response of the UAV
needs to be calculated. This can be done in terms of a
manifold matrix. The manifold matrix for the UAV is a
generalization of the well-known array equation but contains
arbitrary antenna positions, orientations as well as different
antenna patterns, as required for the employed multimode
antennas. The manifold matrix My, = f(My, M) holds the
response of each antenna element and mode for all possible
incident angles. Each element during the generation of the
channel is represented by its position and rotation relative to
the next level of elements. As an example, each UAV has a
3-D position in the airspace, which is described by the position
vector pyay- The positions of the antennas of the UAV defining
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an array are given by the antenna elements position vectors,
P antq- The initial positions are determined by length /, height
h, and width w of the UAV. As a first approximation, a cuboid
is used. The position vectors of the antennas on the UAV are
stored column-wise in a position matrix Py,. Given the UAVs
center at the origin of a global coordinate system, the initial
antenna positions are set to be centered on each axis

12 1)2 0 0 0 0
Paw=| 0 0 —w?2 w2 0 0|
0 0 0 0 —h/2 h)2

Note that the last two columns are only of interest, if not
four but six antennas, also located on the top and at the
bottom of the UAV, are employed. For each antenna at the
UAV additional to the position the orientation of the antenna
is required. The rotation matrix Ry, stores the orientation of
the antenna element compared to the UAV. Any rotation matrix
in the context of this model is defined by, (2), as shown at the
bottom of the next page, where ¢ is the roll angle, ¥ the
pitch angle, and y the yaw angle, respectively. Furthermore,
the orientation of the UAV is stored by means of a rotation
matrix Ryay. This rotation matrix is defined as in (2). If a
rotation is applied to the UAV, the antenna positions P’y can
be calculated by

P, = Ruav Pan. 3)

The employed representation of the rotation corresponds to a
rotation of the order roll, pitch, and yaw, if the rotation matrix
is applied from the left. Hence, the antenna rotation angles are
as follows:

0 0 /2 —rx/2 ® O
Apvy=|—-n/2 n/2 0 0 0 0 &
0 0 0 0 0 0

Given an antenna pattern of a planar multimode antenna as
proposed in [14], the antenna is designed in the x—y-plane,
while the pattern points to the positive z-axis hemisphere. The
antennas under assumption are planar antennas based above a
ground plane as described in [14] and [17]. These antennas
are expected to be mounted on wings and fuselage, which
extend the ground plane. Hence, their normal vectors are
perpendicular to the structure of the UAV. A small impact of
coupling when using an array of multimode antennas is shown
in [14]. Additionally, the impact of coupling between the
elements is further reduced by the large spacing between the
antenna elements on the UAV. Therefore, coupling between
the antenna elements has no significant impact on the beam-
forming behavior.

In Fig. 1, the positions of the antennas on the UAV as well
as the norm vectors of the antennas are depicted. To calculate
the manifold matrix M, an incident planar wavefront from
all angles of the full sphere surrounding the UAV is assumed
iteratively. Subsequently, and without loss of generality, the
UAV is assumed to be located with its center at the origin of
the global coordinate system. The incident angles ¢uyay and
BOuav describe the direction from which the incident wavefront
is impinging. Hence, the corresponding unit vector kyay from
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Fig. 1. Antenna positions on the UAV.

the UAV toward the wavefront ki, is described by

1 oS ¢yav sin Gyay
- Ekinc = kyav = | sin ¢yay sinfyay |. 5)
CcoS HUAV

The factor (1/27) normalizes the wave vector ki, to unit
length, where A is the wavelength. Let

Eqﬁ,m (¢Ama HAnt)
E 6,m (¢Anl > (9Anl)

1
372 ]{2 | E (ants Oand) |2dQ = 1 (7

denote a function which gets the complex electric field compo-
nents of the antenna response vector E ; and E ,. The surface
integral defines the power normalization, with Zg = 120z Q
being the field resistance. When the integral in (7) is solved
for a unit-sphere, a factor of (47 /2Zg) remains. Hence, the
field components of an isotropic radiator have amplitudes of
/60. The angles ¢y and Oay, define the direction of a wave
impinging on the antenna. The index m represents the mth port
of the multimode antenna. For the calculation of the antenna
incident angles, the rotation matrix of the antenna element and,
if required, of the UAV needs to be applied. The rotation of
the antenna can be described by an inverted rotation of the
UAVs wave vector

kan = R{,y R kuav. )

The inversion is achieved by using the transpose of the rotation
matrices, since they are orthogonal. The corresponding inci-
dent angles can then be calculated by the standard calculations
$ane = arctan2 {kan2, kant1} )

(10)

where kan; is the ith component of the vector, and

E((f)Ant, eAm) = [ :| = Fm (¢Ant, 9Am) (6)

Oanc = arccos{kane 3}
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B. Array Response

For the calculation of the phase of the array response of the
UAYV, the well-known array equation

2w

TAnt = TkUAV P ant (11)

is applied. The phase angle y is calculated for each antenna
position p,,, given by the positions in Pay. Depending
on calculating the manifold matrix for a transmit or receive
scenario, the phase y is applied with either negative or positive
sign according to

if Tx

12
if Rx. (12)

)TAnla
YAnt = _
[ - VAnt 5

Finally, the phase needs to be applied to the corresponding
antenna element.

C. Polarization Calculation

If an antenna is assumed to be located without rotation, the
6-component corresponds to a vertically polarized wave and
the ¢-component to the horizontally polarized wave. Since the
UAV employs an arbitrary number of antennas (we assume
four antennas), which are pointing to different directions,
the assumption of the polarization does not hold anymore.
In typical wireless channel models (e.g., [4]), the impact of
polarization is not treated at all (Rayleigh channels, geometry-
based stochastic models [6]), or by the introduction of a
cross-polarization matrix, as in [3] and [18]. There, the cross
polarization coefficients are defined by stochastic processes
given a certain type and variance. Regarding stochastic channel
models with non-line-of-sight (NLOS), polarization misalign-
ment and its consequences are rather of interest in terms of
average channel performance and Monte Carlo simulations
are used. However, in the context of the described airborne
scenario, DoA estimation shall be performed. Since in aerial
applications line-of-sight (LOS) communication is likely in
most cases, the impact of its polarization is expected to
contribute mainly to the receive signal of the UAV. Having the
global incident angles ¢yay and Gyay defined, the vertical and
horizontal field components are represented by the unit sphere
VECtors €4 inc and ey in.. The corresponding vectors in Cartesian
coordinates can be determined by applying the transformation
matrix

sinf cos¢p cosfcos¢p —sing
S(¢p,0) = | sinfsing cos@sing  cos¢ (13)
cosf —siné 0

Hence, the unit Cartesian vectors of the vertical and horizontal
incident wave are defined by

arctan2{y, x} denotes the two-argument arctangent to calculate ey = S(Pinc, Uinc) €p,inc (14)
the correct quadrant in the Euclidean plane. en = S(Pinc, Ginc) €4 inc- (15)
cos(yw)cos(¥) cos(y)sin(d) sin(p) — sin(y) cos(p) cos(y)sin() cos(p) + sin(y) sin(p)
R(p, 9, w) = | sin(y)cos(?) sin(y)sin(¥) sin(p) + cos(y) cos(p)  sin(y) sin(¥) cos(p) — cos(y) sin(p) (2)
—sin(1}) cos() sin(p) cos(1) cos(p)
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Fig. 2. Field components in the projection plane for the definition of a.

The vertically and horizontally polarized unit Cartesian vectors
can be used to describe a projection plane. The unit Cartesian
vectors of each antenna have to be projected to this plane.
Then, the resulting polarization angle can be calculated. Note
that the angles of the incident wave are used, rather than the
incident angles of the UAV. As a result, when aligned perfectly,
the vertical unit vectors of both, antenna and incident wave
point in the same direction, while the horizontal components
point in opposite directions. This is due to the opposite
direction of the wave vectors of the antenna and incident wave.
Fig. 2 shows a general misaligned case. The angles ¢, and
Oane from (9) and (10) can be used as in (13)—(15) to calculate
the projection of the unit Cartesian vectors of the antenna

(16)
a7)

€9 = S(Pant; Oant) €g,inc
€p = S(¢Am, eAnt) €4,inc-

The polarization angle a is defined as depicted in Fig. 2. It is
calculated by using the two scalar products

T
e,e
ay = arccos —2—— (18)
les] - eyl
T
€, én
on = arccos 01 (19)
leg] - |en]

A distinction of cases sets the value of a as

Vs if an > /2
" o if on > 7/ 20)
2r — ay, else.

Given the electric field components of the antenna pattern
by (6), the vertical and horizontal field components can be

calculated by applying

E,,|_|—sina cosa ||E,,

E,,| [—cosa —sinallE,, |
The manifold matrix, e.g., for vertical polarization can be
calculated by merging the intermediate results to

21

Moy ($,0) = E . ($,0) /7@ (22)

where M, ., v(¢p, ) is the element ¢, 8 of the vertical polar-
ization manifold matrix of the mth port and ath antenna.
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D. Application Example

Under the assumption of a typical airborne transponder
scenario, the simplest case is a single-input multiple-output
(SIMO) scenario. Hence, the creation of a SIMO model is
described subsequently, but the same steps can be used to
model an MIMO scenario. Let us assume that one vertically
polarized wave is transmitted from a ground-based air surveil-
lance system or an interrogator positioned in any other aerial
vehicle, which requests the transponder to answer. Given a
high antenna directivity at the air surveillance system and
a sufficient flight altitude, no severe scattering has to be
expected. Since transponder signals are narrowband and verti-
cally polarized, a simple model consists of the manifold matrix
for the vertical polarized wave of the receive antenna mig,
and a correction term including attenuation and normalization
according to
hyos,siMo = Lmv,R elT. (23)
V60
The path attenuation is represented by L, the normalization
factor of /60 is due to the comparison to isotropic radiation
from (7). The vector m, represents the manifold vector for all
ports in LOS direction and Y the phase of the transmission
link. For other polarizations, arbitrary combinations of the two
manifold matrices for vertical and horizontal polarizations can
be employed. If additional propagation paths shall be added,
a cross correlation matrix can be used which represents the
change of polarization due to the impact of scatterers. Then,
the scattering characteristics can be described as for common
channel models as in [18]. If an MIMO system shall be
employed (e.g., consisting of two UAVs), the manifold matrix
for both UAVs needs to be calculated as discussed in (22).
The choice of the incident angles at both UAVs determines
the relative position between them. Once a LOS connection is
defined, arbitrary additional paths can be defined as in [5].

In Fig. 3, the antenna gain patterns mounted at the UAV
in the global x-y-plane are depicted. For this model, the
multimode antenna proposed in [14] is employed. As can be
seen, the patterns of the left/right and front/rear antenna are
different, although the same antenna is used. This is due to the
different orientations. This can be explained by the fact that
for the antennas at the front and back a cut in the x—z-plane
of the antenna is performed, while for the antennas at the left
and right the rotation results in a cut in the y—z-plane of the
antennas. As an example, the initially backward pointing side
of the antenna element is pointing upward for the front antenna
while it is pointing downward for the antenna placed at the
back of the UAV.

III. RADIATION OPTIMIZATION

In classical airborne scenarios, the interrogators use quarter-
wavelength stub-antennas for their transmissions [19]. How-
ever, when the implementation of additional DoA estimation
is desired, these stub-antennas are not sufficient. As shown
in [12], multimode antennas can be used for this task. Opposed
to the stub-antennas, multimode antennas do not provide
an omnidirectional radiation behavior. If several multimode
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180°
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Fig. 3. Gain patterns of the antennas. Note that the patterns depend on the
rotation of the individual antenna. The data needed for a reconstruction of the
patterns are provided in [13]. (a) Front/rear antenna. (b) Left/right antenna.

antennas are located at the different sides of the UAV as dis-
cussed in Section II, an omnidirectional radiation is even more
difficult to achieve due to the array characteristics resulting
from the positions of the antennas. Subsequently, the manifold
matrices calculated in Section II are used to optimize the
overall radiation based on digital beamforming, which allows
arbitrary amplitudes and phases at each port. A pattern-based
beamforming for multimode antennas is described in [20],
where a maximization of the gain toward a certain angle is
targeted.

A. Problem Formulation

In a first approach, the omnidirectional behavior of the
antenna array located on the UAV is targeted. Next, an addi-
tional maximization of gain is of interest. Finally, to improve
the capabilities for transmissions using interrogators, the ver-
tically polarized radiated power is maximized. As described
in [15], the antenna-and-array factor (AAF) can be calculated
by
4 2
AAF($,0) = —

2Zg

Z Z M”:m:V (¢’ 9) Ca,m

a m

Z Z Ma,m,h (¢, (9) Ca,m

2

+ (24)
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which is a generalization of the well-known array equation to
fit multimode antennas. Unlike classic precoding techniques,
when using multimode antennas, the pattern of the antenna
ports have to be taken into account instead of restricting the
optimization to the array factor. For isotropic radiation, the
minimum and the maximum of the AAF

AAFnin = I;lign {AAF(¢,0)} (25)

AAFax = Igaex {AAF(¢9 6)} (26)

should ideally be the same. Therefore, a simple objective
function is

AAI:min

AAFmax —
min o , stle)?<1. 27)
¢ AAFmax
The objective function from (27) can be generalized as
. . (AAFmax - AAFmin)a
Objl := min 5 . (28)
c AAF, .«

The exponents a and b can be used to control the impact
of either difference or maximum AAF, respectively. However,
throughout the simulations conducted in this article, @ and b
are set to be one. A disadvantage of using this objective is the
fact that similar results are achieved when either both values
are small (which is not desired) or both values are large (which
is desired). As an example, for very small radiated powers, the
fraction might become small as well. A different approach to
solve this issue is using logarithmic functions

Obj2 := min {loglo (AAFmay) — 210g10(AAme)}. (29)
c

Using the objective function Obj2 tends to select larger gains
compared to Objl. For both, simulation results are given in
Section III-D.

B. Particle Swarm Optimization Using Norm Ball

Since the input power is defined by the norm of the weight-
ing vector Pr = |¢|> = 1, the positions of the particles can be
described using spherical coordinates in (2 N,)-dimension. N,
denotes the total number of ports in the antenna array. This
allows the reduction of the problem by two dimensions: from
the fact of the constant input power, the radius can be set to be
one and one coefficient can be defined to be real-valued. This
simplification can be proven as follows. Let ¢, be any best
solution to fit the isotropic radiation target. Then, the AAF at
any point is calculated according to (24) by

4z e ’
AAFy($,60) = 55-| | > Myl 0) cpy
p=I

2

Np
+D My n(9.0) cpp

p=1

(30)

The index p of the sum corresponds to the port of the
array. If the first element of the sum is separated and the
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sum is extended by the negative phase of the first weighting
coefficient ¢, (30) can be rewritten as

Az e ’
_ —Jjo
AAF, = 7 My |1 +;Mp,v cppel?
Np 2
+ | Myplersl + D Mpncpne 31)
p=2

where the argument (¢, 0) is omitted for the reason of simplic-
ity. By applying the phase of the first coefficients to the others,
any solution becomes unique and the solution space is reduced
by another dimension. In particle swarm optimization (PSO),
spherical coordinates of dimension 2 Np — 1 can be used to
implement this reduction. These contain 2 Np — 2 angles and
the radius. For a description the PSO algorithm, the reader is
referred to [21]-[23]. As mentioned above, the radius is set to
be 1 by definition. The positions of the particles, which refer
to the chosen set of coefficients ¢ can be calculated by

NR{ci} = cosp
N{cy} = sinp; cos g,

J{cz} = sin ¢ sin @, cos 3

. 2Np—3
Newnp} = ( H sin go,,) COS Panp—2

n=I
2Np—2

Senp} = H sin @,

n=I

(32)

where 9{.} and J{.} denote the real and imaginary parts of
the argument.

C. Optimization of Vertically Polarized Power

As discussed in Section I, for aerial applications vertically
polarized signals are used. Typically, a quarter-wavelength stub
antenna is employed at the top and bottom of an aircraft [19].
Multimode antennas employ several modes and therefore not
only vertically polarized antenna patterns. To improve the
properties of the transmission channel, an optimization of the
vertically polarized power while maintaining an omnidirec-
tional behavior is discussed. To achieve this goal, (29) is
modified as

Obj2, := min {1og10 (AAF )
C
— 10g;o(AAF ) — loglo(AAFV)}. (33)

The power of the vertical field component is represented by
AAF,, where only the portion regarding the vertical field
components in (24) is taken into account.

D. Numerical Results

In this section, the results using different objective functions
are discussed. Further on, the results of different strategies of
optimizing the overall radiation characteristic are provided.
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TABLE I
COMPARISON OF THE OBJECTIVE FUNCTIONS

Optimization | Average fitness (50 Runs) tested by
Function Objl Obj2
Objl 0.29 -1.93
Obj2 0.33 -2.09

Minimum gain ----- Mean gain minus variance Mean gain

- - Maximium gain - - -  Mean gain plus variance

(a) (b)

Fig. 4. Radiation optimization for the right antenna between the angles of
45° and 135°. The 5% providing the worst values are neglected during the
optimization. The graphs show the average performance based on 50 runs.
It can be seen that (29) provides a more stable performance and higher gain
than (28) on average. (a) Optimization using (28). (b) Optimization using (29).

1) Comparison of Objective Functions: As can be seen
in Fig. 4, both objective functions provide a more or less
omnidirectional radiation when applied for an interval of a
single antenna. The optimization is performed for the right
antenna in the region of 45°-135°, which corresponds to
the region toward which the right antenna is pointing. For
each optimization, 50 runs have been performed and the
corresponding mean pattern and variances are plotted. The
5% of angles having the worst performance are neglected,
which allows better focus on the achievable gain. The objec-
tive function Objl provides a flat characteristic, while Obj2
provides a larger gain as well as more stable performance.
Another possibility to compare the performance of an objective
function under test is a cross-check: the resulting precoding
vectors of the first objective function are applied to the
second objective function and vice versa. A comparison is
provided in Table I. As can be found, both objective functions
achieve good results calculating fitness values of the other
objective function. However, objective function Obj2 tends
to first achieve more stable results as well as achieving the
higher gain, which is of interest in communication systems.
Therefore, it is chosen for the optimization of the full plane.
As can be seen in Fig. 5, the achieved gain pattern provides
a gain between —1 and 2 dBi for almost all angles and
realizations. Accordingly, more or less all points are inside
the 3 dB beamwidth. The gain pattern could be flattened by
either using Objl instead of Obj2 at the cost of directivity.
Compared to the radiation pattern in Fig. 4(b), the achieved
gain is reduced. This is due to the normalization of the input



11030

- - Maximum gain - - - Mean gain plus variance Mean gain

- - - Minimum gain ----- Mean gain minus variance - Example gain

Fig. 5. Optimization of the radiation of the full sphere employing the
full antenna array using (29). The lines represent the average result of the
optimization, using 50 runs. Minimal gain, maximal gain (red curves), as well
as mean gain (black curve), and the mean gain plus/minus the variance (blue
curves) are shown as well as an example plot of an achievable pattern (green
curve).

power provided by the constraint in (27), which of course
applies to a single antenna in the same way as for the full
antenna array.

2) Optimization of the Vertically Polarized Component: For
the comparison of the different patterns in terms of vertically
radiated power, the ratio of the power Ry, contributed by the
vertical and horizontal field component is calculated by

AAF,

Rv/h = 1010g10 m (34)

where AAF, and AAF, denote the AAF calculated for either
field component only. As can be seen for Obj2 in Fig. 6(a),
the mean of the power ratio Ry, is lower than for the modified
version Obj2, in Fig. 6(b). The corresponding patterns of the
AAFs are provided in Fig. 7. As can be seen, the pattern can
rarely be regarded as omnidirectional, since the fluctuation of
the gain as a function of the angle is much higher compared
to Fig. 5. However, for most of the angles, a gain of at least
—2 dBi is achieved, which avoids blindness for most angles.
From this weaker performance, it is concluded that a different
design of the multimode antenna allowing vertically polarized
waves is of interest.

IV. REALIZATION OF OMNIDIRECTIONAL BEAMFORMING
In this section, a metrological verification of the proposed

possibilities of the multimode antennas using the optimization
approach given the proposed manifold calculation is provided.

A. Antenna Under Consideration

The antenna under consideration is a six-port ultrawideband
planar patch antenna as described in [17]. The antenna consists
of a planar, square-shaped radiator, arranged in parallel above
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Maximium Ry, - - - Mean R, plus variance

Mean Ry /n -.—-- Mean R,,; minus variance

Minimum Ry e

Average mean R,y

" 1 Loul SR
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Angle in degree Angle in degree

(a) (b)

Fig. 6. Comparison of the power ratio Ryy from (34) for vertically and
horizontally polarized power is shown, using the objective functions Obj2
and Obj2,. The latter provides better power allocation in terms of vertically
polarized power. This can be seen from the achieved average mean of the
power ratio Ryp. (a) Optimized using Obj2. (b) Optimized using Obj2,.

- - Maximum gain - - - Mean gain plus variance Mean gain

- - - Minimum gain ----- Mean gain minus variance - Example gain

Fig. 7.  Optimization of the radiation of the full sphere employing the
full antenna array using (33). The optimization of the portion of vertically
polarized fields jeopardizes the overall performance. The lines represent mean,
variance, minimum, and maximum values of the average result, as well as an
arbitrary example curve, using 50 runs.

a square-shaped ground plane. The ground plane is used to
provide the feeding network of the radiator. Due to hardware
limitations, only four ports can be exploited. For this reason,
four out of six ports need to be selected. Toward this goal,
the following procedure is proposed: first, the PSO algorithm
introduced in Section III-B is run 50 times for all six ports
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TABLE II

AVERAGE POWER |cp|2 SCHEDULED DURING THE OPTIMIZATION
USING 50 RUNS. NOTE THAT THE SUM OF THE AVERAGE POWERS
DOES NOT HAVE TO BE EQUAL TO ONE

Port 1 Port 2 Port 3 Port 4 Port 5 Port 6
0.0133 | 0.0683 | 0.0226 | 0.2760 | 0.4559 | 0.1012
OO

—— Normalized Gain

Fig. 8.  Optimization result using the ports 2, 4-6 of the antenna. The
pattern is normalized to maximum gain. The precoding coefficients are [0.23;
—0.60 — j0.02; 0.77; 0]. As can be seen, the sixth port is not used and the
precoding coefficients are mainly real-valued.

in order to perform a proper power allocation. The average
transmit power per port is listed in Table II.

Second, the two ports with the smallest transmit power are
removed from the set (here: port numbers 1 and 3). Finally, the
PSO algorithm is run again for the remaining four ports 2, 4-6.
In this special case, the transmit power at port 6 turns out to be
zero. Hence, only three ports are required to achieve a nearly
omnidirectional pattern. Still, the resulting performance using
the entries of the codebook promises good results, as seen in
Fig. 8.

B. Measurement Setup

For the realization, an Ettus USRP N310 software defined
radio (SDR) is used to realize the beamforming precoding
based on the precalculated codebook entries. The overall
system setup and calibration procedure is taken and modified
from [24]. The measurement is done using an antenna mea-
surement chamber at Leibniz University Hannover. To achieve
phase-coherency, a signal generator provides a 4 GHz sine
wave to the local oscillator (LO) inputs of the SDR. The
resulting intermediate frequency is 2 GHz. Toward phase
calibration, an initial run is started and the differential phase
and power of the outgoing wave quantities (b,/b;) are mea-
sured using a Rohde & Schwarz ZVA 40 Vector Network
Analyzer. A stage of mixers is applied to shift the signals
to the transmission band at 7.25 GHz. The same calibration
procedure was applied to measure the differential phases and
gains of the mixers and connected coaxial cables. The output
signal of the mixers is taken as input signal for the feeding
network of the antenna. The phases of the feeding network of
the antenna are known from the antenna design and simulation.
The antenna is mounted on a turntable plate, which is rotated
during operation. The antenna under investigation is used as a
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Fig. 9. Normalized plots of the measured gain patterns of the planar antenna.
As mentioned in the previous section, a major portion of the radiated fields is
polarized horizontally. The measurement is performed at 7.25 GHz, employing
the coefficients mentioned in Fig. 8.

transmitter. At the receiver-side, a horn-antenna, and spectrum
analyzer are used for the measurement of either vertical or
horizontal polarization. Two measurements are conducted and
the received powers are added according to (24). Both, rotation
of the antenna and saving of the measurements results are
controlled by a computer running MATLAB.

C. Measurement Results

In Fig. 9, the resulting gain pattern employing the coeffi-
cients calculated for the virtual antenna model are employed.
As can be seen, the resulting gain pattern is similar to the one
given in Fig. 8.

V. CONCLUSION

In this article, a novel approach toward a simply-applicable
physics-based and geometry-based MIMO channel model is
presented. This channel model is employable to multimode
antennas, but also to classical antennas arrays. The channel
model fulfills the requirements for both MIMO communication
as well as DoA estimation. The antennas can be placed on
arbitrary surface positions on a UAV. Random flight attitudes
and their consequences for a given polarization of incident
waves are included. The proposed manifold matrix can be used
to calculate arbitrary LOS/NLOS paths between a UAV and
any other manifold representation. Furthermore, the manifold
matrix has been used for the optimization of an omnidirec-
tional radiation characteristic employing a distributed antenna
array of four multimode antennas. It is found that good perfor-
mance is possible, allowing the implementation of multimode
antennas for omnidirectional radiation in addition to recep-
tion and DoA estimation. However, when vertically polarized
waves are of interest, the optimization of the radiation does
not provide sufficient performance. The simulation results
regarding both the omnidirectional beamforming performance
as well as the weak radiation of vertically polarized fields
have been proven experimentally. Hence, for the proposed
application, conclusions on the design of multimode antenna
patterns can be drawn.
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