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Abstract— This work addresses the issue of volume scattering
effects within the context of the physical optics (PO)
approach. This decreases the modeling and computational effort
to simulate scattering from complex material compositions. It is
shown that there is a natural progression from the classical
PO for perfect electric conductors over the PO for dielectric
scatterers toward the proposed formulation. Four specializations
of the general algorithm are presented to emphasize the versa-
tility of this approach. Details regarding the implementation of
the proposed examples are described. Results for each of the
special cases are shown and compared to commercially available
full-wave solvers of CST and FEKO.

Index Terms— Computational electromagnetics, electro-
magnetic propagation, electromagnetic reflection, numerical
simulation.

I. INTRODUCTION

THE investigation of electromagnetic scattering of com-
plex objects is widely used in many applications. Within

the field of nondestructive testing, electromagnetic waves are
used to inspect radomes [1]–[5] regarding their electric prop-
erties to ensure their quality for aeronautical and automotive
applications. Furthermore, the characterization of materials
with free-space setups [6]–[10] is important for mobile mate-
rial characterization applications, which might be useful in
emergency situations.

An important application is the monitoring of infrastructure
and building conditions [11]–[16] for the early detection of
possibly disastrous cracks that are buried inside the structure
and, therefore, are not visible. Another application is geophys-
ical remote sensing and ground-penetrating radar [17]–[22],
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which is a tool in environmental monitoring, humanitarian
missions, and space applications.

Many of these applications feature rather complicated media
configurations with significant volume scattering.

To understand the scattering mechanisms and provide syn-
thetic data for algorithm evaluation, fast simulation methods
that calculate the scattered fields are extensively studied.
One of the challenging problems is the large-scale nature of
many of these problems while still maintaining an accurate
representation of small-scale volume scattering effects.

Methods such as the finite-difference in time-domain
(FDTD) [23] or the finite-element method (FEM) are
well-suited for the simulation of the volume scattering.
Although there are on-going developments to decrease the
simulation times for large-scale scenarios, the overall time,
memory, and power consumption of the FDTD are still
too high in many cases [24]–[28]. The high computational
complexity is mostly due to the volume discretization of the
entire simulation domain, which is not reasonable for many
propagation channel simulations.

In contrast, integral-based methods, such as the method
of moments (MoM), are well-suited for such large-scale
scattering problems because they discretize only the surface
of the scatterer [29]. Unfortunately, inhomogeneous media
within the simulation domain poses a problem for arbitrary
scattering geometries because inhomogeneities are not covered
by surface discretization. While discretizing the entire volume
is possible, it drastically increases the computational cost and
renders the method unfeasible for such scattering problems.

For special cases, such as planarly layered media,
the free-space Green’s function is replaced by Green’s function
for layered media [26], [30], [31].

A different way to compute the scattered fields is asymptotic
simulation methods, such as the geometrical optics (GO) or
physical optics (PO) approach. These are well-suited for the
simulation of realistic, large-scale scenarios [32], [33]. While
the GO is generally able to simulate volume effects that occur
on scales much larger than the wavelength, it is not well-suited
for small-scale volume scattering effects.

The PO approach is based on discretizing the surface of the
scattering object and formulating equivalent current densities
on each facet. These current densities are used as source terms
within the integral equations to compute the backscattered
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Fig. 1. Examples of complex media that exhibits significant volume
scattering effects that cannot be neglected when simulating back scattered
fields: (a) multilayer medium, (b) two-layer medium with rough interface,
and (c) volume with inhomogeneous spots.

electromagnetic field. Due to the way the current densities are
calculated, neither multiple bounces of the incident wave nor
any volumetric scattering is considered by the PO. Therefore,
each face at the surface of the scatterer can be consid-
ered independent during the computation, which increases
the computational efficiency. On the other hand, it restricts
the suitability of the algorithm for arbitrary scenarios. This
approach has been applied successfully in many applications,
e.g., astrophysical simulations [34]–[36] or in the design of
military airplanes and ships [37]–[39].

One of the disadvantages of the PO compared to the FDTD
or FEM is that it does not address any volume effects, which
can have a significant impact on the overall scattering. There
have been contributions to address this issue [7], [40], [41].
In [7] and [40], the main contribution is with respect to layered
dielectrics, especially in combination with complex-shaped
scattering bodies. Furthermore, Albani et al. [41] focus mostly
on thin layers with arbitrary boundary conditions. Those
approaches are quite useful but do not provide a general
framework for arbitrary volume scattering effects.

Although the abovementioned simulation methods have
many advantages, they are not well-suited for multiscale prob-
lems [29], [31], [42]. In recent years, a lot of work has been
done to combine different methods, leading to so-called hybrid
methods. Examples can be found in the literature [43]–[53].
It is noticeable that the goal of the hybridization is to find two
or more conventional simulation methods that mitigate each
other’s disadvantages. This leads to very application-specific
simulation methods. Their validity needs to be evaluated for
each application.

This work tries to address the issue of hybridization of the
PO method in a rather general way. With this method, it is
straightforward to find new PO-based descriptions of scattering
scenes, including different kinds of volume scattering. Exam-
ples for volume scattering, such as multilayer structures or
materials with inclusions, are depicted in Fig. 1.

The structure of the work is given as follows: 1) we briefly
review the PO approach for perfect electric conductors (PEC)
and for dielectric bodies and 2) the main part of this work
proposes a general way to address volume scattering in terms
of a PO approach. Several examples will be shown, and imple-
mentation details are given. Before concluding, we validate our
approach in a practical scenario.

II. PO AND FRANZ’ FORMULAS

As usual, vectors are boldface letters. Complex-valued
time-harmonic field vectors are capitalized and boldface as
well. Matrices are double-overlined in order to hint at the

rank of the tensor. Complex-valued nonvector quantities are
underlined.

A. Physical Optics

The PO approach is well-known in the literature and will
only be reviewed very briefly. Interested readers are referred
to [33]–[35], [39], [40], [54]–[56].

In general, the PO is based on the formulation of equivalent
current densities based on the total fields at the interface of
two materials. With the boundary conditions evaluated for PEC
and the incident fields Einc and Hinc, this leads to

J(r) = 2n̂(r) × Hinc(r) (1)

M(r) = 0, (2)

where J(r) is the electric and M(r) the magnetic current
density on the surface of the scattering object. The unit normal
vector n̂(r) on the surface is location-dependent. Within the
rest of this article, this location-dependence will be implicit
and not shown in the notation for the sake of conciseness.

The formulation in (1) and (2) only holds for PEC bodies.
In many practical cases, dielectric scatterers are present in
the simulation domain [54], [8], and [18]. Therefore, the PO
has been extended toward penetrable bodies in [36], [57],
and [34]. Different formulations for the electric and magnetic
current densities Jpen and Mpen are available in the previously
mentioned literature. We choose to implement

Jpen = n̂ × [(1 − �⊥)P⊥ + (1 − ��)P�] · Hinc (3)

Mpen = −n̂ × [(1 + �⊥)P⊥ + (1 + ��)P�] · Einc (4)

from [35] due to its straightforward implementation.
The local reflection coefficients �⊥ and �� are introduced

by enforcing the boundary conditions on the surface. They
are equivalent to the Fresnel coefficients. The matrices P�
and P⊥ describe the projection of the electromagnetic field
onto the perpendicular and parallel unit vector, respectively.
Their purpose is to split the impinging wave into its spatially
orthogonal components. The definition is given as follows:

P� = e� ⊗ e� (5)

P⊥ = e⊥ ⊗ e⊥ (6)

P�, P⊥ ∈ R
3×3 (7)

where ⊗ denotes the outer product and e� and e⊥ the parallel
and perpendicular unit vectors, respectively. The advantage of
this formulation is that it allows dealing with sources polarized
in an arbitrary way. Therefore, it is highly suitable for realistic
simulations with realistic antenna models.

B. Franz’ Formulas

Franz’ Formulas, such as the wildly used Stratton–Chu
formulas, are integral equations used to calculate the electric
and magnetic field resulting from the surface current densities
M and J. [58], [59]. However, the Stratton–Chu formulas
cannot cover discontinuities in the surface current densities.

Typically, we are only interested in the far-field approxima-
tions for the scattered fields. Due to the uniqueness theorem
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[33, p. 314], only the tangential components of either the
electric or the magnetic field need to be known on the surface
to uniquely represent the scattered far-field. Then, the far-field
approximations are given as

E(r) � jk
∫∫

S�
g0(r, r�) · r − r�

|r − r�| × MS(r�) dS� (8)

H(r) � −jk
∫∫

S�
g0(r, r�) · r − r�

|r − r�| × JS(r�) dS� (9)

where E and H are the fields only due to the surface current
densities M and J in the source region S�. The scalar free-space
Green’s function is denoted by g0, and k is the complex
wavenumber.

Theoretically, Franz’ formulas are advantageous compared
to Stratton–Chu equations [60] when dealing with discontin-
uous current distributions on a surface, which are typically
encountered in PO computations [58], [59]. In the far-field
formulation, the Stratton–Chu equations are identical to Franz’
formulas.

III. ALGORITHM

The theory reviewed in Section II will now be extended
toward scattering from objects with significant volume scat-
tering. The goal is to find a formulation similar to the
conventional PO, which allows us to include such volume
scattering effects. For the traditional PO approach, surface
current densities are calculated to describe the scattered field.
In this extension, we calculate surface current densities as well;
however, they need to describe the volumetric behavior of the
scattering object.

Therefore, we modify (3) and (4) such that

Jtot = n̂ × [(1 − �0,⊥) · P⊥ + (1 − �0,�) · P�] · Hinc

+ n̂ × [CJ
⊥(P⊥ · Hinc) + CJ

�(P� · Hinc)
]

(10)

Mtot = −n̂ × [(1 + �0,⊥) · P⊥ + (1 + �0,�) · P�] · Einc

− n̂ × [CM
⊥ (P⊥ · Einc) + CM

� (P� · Einc)
]

(11)

where CJ(P⊥ · Hinc), CJ(P� · Hinc), CM(P⊥ · Einc), and CM(P� ·
Einc) describe the additional contributions of the volume
for electric and magnetic current densities, respectively. The
indices ⊥ and � stand for perpendicular and parallel polar-
ization. Compared to the traditional formulation, we intro-
duce CJ

⊥,� and CM
⊥,� to describe the volume scattering of the

medium for perpendicular and parallel polarizations, respec-
tively. These terms can be interpreted as projectors of the
volume scattering to the surface currents. They can be defined
rather freely to describe the medium, which we will see
in Sections III-A–III-C. To demonstrate the versatility and
applicability of the approach, Sections III-A–III-C show three
different choices for CJ

⊥,� and CM
⊥,�.

A. Dielectric Slab With Born Approximation

A dielectric slab is the easiest possible scenario for a
multilayer medium because it consists of only two different
media. The first layer has a finite thickness and is followed
by a dielectric half-space with arbitrary properties. Under the

assumption of the first-order Born approximation, therefore
neglecting multiple reflections within the medium, we find the
terms CJ

⊥, CJ
� , CM

⊥ , and CM
� as

CJ
⊥,�(H

inc) = (1 − �1,⊥,�) · T 10
⊥,� · T 01

⊥,�
· e−2j ·k1·d1 · (P⊥,� · Hinc) , (12)

CM
⊥,�(E

inc) = (1 + �1,⊥,�) · T 10
⊥,� · T 01

⊥,�
· e−2j ·k1·d1 · (P⊥,� · Einc) (13)

where �1,⊥,� is the reflection coefficient at the back surface
and T 10

⊥,� and T 01
⊥,� are the transmission coefficients from free

space into the slab and vice versa for both polarizations. The
distance d1 is the actual path length of the wave traveled within
the slab, which is not to be confused with the slab thickness.

To extend this method toward multilayer structures,
the reflection coefficient �1,⊥,� needs to be adapted to include
the effects of the medium behind the layer as well. Basically,
this allows a recursion to simulate multilayer scenarios.

Since this assumes the first-order Born approximation to
hold, we conclude that this formulation is only valid for rel-
atively weak contrasts or for cases where multiple reflections
are irrelevant for the desired application.

B. Dielectric Slab Including Internal Reflections

The aforementioned considerations do not consider any
multiple reflections within the medium; however, in many
practical cases, e.g., material characterization, this is not a
valid assumption [7], [8]. The following is a straighforward
extension of recent works [7], [61]. For stronger contrasts,
we need to model the nonnegligible multiple reflections within
the medium as well. This changes the terms (12) and (13) to

CJ
⊥,�(H

inc)

=
(
�2

0,⊥,� − 1
) · �1,⊥,� · e−2j ·k1·d1

1 + �0,⊥,� · �1,⊥,� · e−2j ·k1·d1
· (P⊥,� · Hinc) (14)

CM
⊥,�(E

inc)

=
(
1 − �2

0,⊥,�
) · �1,⊥,� · e−2j ·k1·d1

1 + �0,⊥,� · �1,⊥,� · e−2j ·k1·d1
· (P⊥,� · Einc) (15)

where �0,⊥, �1,⊥, �0,�, and �1,� are the reflection coefficients
at the first and second interfaces. For a dielectric slab, they are
equivalent to the local reflection coefficient. When considering
multilayer media, the reflections coefficients �1,⊥ and �1,�
need to describe the multilayer behavior as well. The expo-
nential in (14) and (15) describes the phase shift, which is due
to the thickness of the layer. For oblique incidence, the length
d1 describes the actual distance the wave travels within the
medium. Technically, this is the reflection coefficient of a
slab, including all multiple reflections; however, the surface
reflection is not included because this is already covered in
the regular PO part of (10) and (11).

Contrary to the model before, this approach will also be
valid for stronger contrasts because multiple reflections within
the medium are considered. This example already shows how
different aspects of the scattering mechanism can be included
in the model in a consistent manner. This emphasizes the
flexibility of the proposed algorithm.
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Fig. 2. Model for the algorithm to simulate backscattering from dielectric
media with inclusions. Einc is the incident wave on the volume V , which
contains a region V1 that has a permittivity different from the background
medium with an impinging wave E(rv). The vector rv describes the entire
volume; however, the volumetric integration only contributes for rv ∈ V1.
This results in the electric field Esub on the inside of the dielectric bodies
bounding surface S� described by r� .

C. Dielectric Medium With Inclusions

This part shows how an existing method described in [54]
can be expressed in terms of the newly proposed algorithm.
The algorithm [54] deals with arbitrarily shaped weak inho-
mogeneities in the volume V , which is bounded by its surface
S�. The problem formulation is depicted in Fig. 2 where the
inhomogeneity is denoted by V1. Note that, for arbitrary cases,
the inhomogeneous regions can be disjoint, e.g., as depicted
in Fig. 1(c).

Generally, the operators CM
⊥,� and CJ

⊥,� describe the contri-
bution of the volume scattering to the overall scattered field.
In the following, we will derive CM

⊥,� in terms of the incident
electric field. A graphical representation of the following quan-
tities is shown in Fig. 2. The volumetric scattering contribution
can be expressed by

CM
⊥,�(E

inc) = (
1 + �01

⊥,�
)
Esub(F⊥,�(Einc)) (16)

where �i j determines the Fresnel reflection coefficient for
wave incidence in medium j , Esub

⊥,� is the electric field imping-
ing on the inside of S� from within the volume, and Einc is the
primary incident field. F⊥,� describes the perpendicular and
parallel components of the incident electric field

F⊥,�(Einc) = P⊥,� · Einc. (17)

Next, the electric field Esub
⊥,� needs to be computed. Note

that the scattered field is dependent on the incident field at
the surface, the constitutive parameters of the background
material, and the contrast function

χ(rv) = εr,s(rv) − εr,bg (18)

which describes the inhomogeneity of the volume in terms of
the relative permittivities of the background and the inclusions.
This follows the notation in [62]. Furthermore, within the
medium, we assume that the first-order Born approximation
holds, and therefore, the electric field due to scattering within
the volume can be computed by

Esub(F⊥,�) =
∫∫∫

V
g0(rv, r�) · χ(rv) · E(rv, F⊥,�) dV (19)

where g0 is the Greens function of a point source in the
background medium. The integration domain V spans the
entire volume; however, only regions where χ �= 0 contribute

to the scattered field. Using (19) results in the following
consequences.

1) Multiple reflections within the medium are not consid-
ered.

2) Large inclusions will contribute to the scattered field at
all points even though, realistically, only the boundary
will add to the scattered field.

For media with weak inhomogeneities, these two limitations
do not invalidate the method.

Finally, the incident electric field E⊥,�(rv, F) at the inclusion
is calculated with Franz’ formula

E(rv, F⊥,�) = jk
∫∫

S�
g0(r�, rv) · r� − rv

|r� − rv|
× [

n̂ × (
1 + �10

⊥,�
)
F⊥,�(r�)

]
dS�. (20)

The term n̂ × (1 + �10
⊥,�)F describes the source current of

the electric field and is equivalent to −MS(r�). Analogously,
this can be done with the magnetic field, as well by changing
1 + �⊥,� to 1 − �⊥,�.

The formulation derived in Section III-C is rather com-
plicated and computationally expensive due to the fact that
multiple integrals have to be solved; however, compared to
the formulations in Sections III-A and III-B, this method is
rather general.

IV. IMPLEMENTATION

The implementation of the method is done within a
ray-based simulation framework, which is based on Intel’s
Embree library [63] for efficient ray tracing, which provides
efficient ray tracing kernels (e.g., ray-surface-intersection test-
ing). For the PO, rays are traced until they reach the first
surface where the surface current densities are calculated.
Essentially, ray tracing is used to discriminate between lit
and nonlit areas of the scatterer’s surface and to discretize
the surface of scatterers.

The rays are launched in an equiangular manner around the
source location, and they are used to discretize the scattering
object generating N surface facets. This has the advantage that
each ray has the same share of the spherical surface around the
source, which leads to a surface element within the integration
steps that are only dependent on the distance from the source.

Next, the equations in Section III are applied to each
surface facet on the scattering object. The computation of
the integrals is done by applying zeroth-order approximations,
hence using point-matching and stationary-phase assumptions
for each facet.

For each launched ray, we define a matrix T, which
describes the projection of the source field Einc onto the
observed field Eobs [54]

Eobs = T · Einc. (21)

All cross products during the computation are substituted
by their equivalent matrix representations, which leads to an
overall transmission matrix T, as shown in (21).

This approach has the advantage that the antenna pattern
does not have to be known during the simulation and can
be added in an additional postprocessing step [64]. This is



4802 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 69, NO. 8, AUGUST 2021

especially useful in practical applications, e.g., when designing
and optimizing experiments regarding the antenna.

The general simulation procedure is shown in Algorithm 1.
First, intersections of all launched rays with the scattering
scene are calculated via path tracing. Frequency-independent
data, such as geometric path lengths, are stored during this
phase. Next, for each frequency of interest, we loop over
all launched rays and calculate the transmission from the
source to the surface facet, then calculate the corresponding
frequency-dependent electric and magnetic current densities,
and, finally, compute the observed field at the receiver accord-
ing to (8) and (9). Eventually, we calculate S11, as pro-
posed in [64], for each frequency. To obtain the time-domain
response, we Fourier transform the frequency response.

Algorithm 1 General Algorithm to Simulate Scattered Fields
for all rays do

calculate intersections with geometry
save frequency independent data

end for
for all frequencies do 	 (*)

for all rays do 	 (#)
calculate transmission to this surface facet
calculate current densities with (10) and (11) 	 (+)
calculate observed field Eobs with (21)

end for
calculate S11 as proposed in [64]

end for

To decrease the simulation time, we can parallelize the
algorithm for the frequency loop (∗) or for the loop traversing
the rays (#). Most straightforward is the parallelization of the
inner loop (#) because no elaborate data access needs to be
implemented.

The novelty, compared to other approaches, lies in step (+)
when the volume effects are computed.

V. RESULTS

A. Reference Results

For the validation of the three algorithms given in
Section III, reference simulations have been made. We show
examples of a one-layer dielectric, a two-layer dielectric, and
a medium with inhomogeneous inclusion.

For the first two examples of layered dielectrics, we have
simulated realistic scenarios, including the excitation via a
lens antenna similar to [65] with the finite integration tech-
nique (FIT) of CST Microwave Studio 2019 [66].

Unfortunately, the FIT suffers from discretization effects,
which can lead to a small time shift of the peaks in the
time-domain responses even for very fine meshing. Numerical
experiments have shown that a discretization of about ζ/18
needs to be chosen for the cell size of the FIT grid for our
case; however, this leads to very time- and memory-consuming
simulations that can only be computed on a dedicated server.
The reference results for the case III-C have been simulated
with plane wave excitation in FEKO [67]. This plane wave
assumption is valid for scenarios where the scatterer is far

Fig. 3. Setup for the simulations according to Sections III-A and III-B.
For the two-layer setup, the slab is replaced by two dielectric slabs. The
simulations are done with a realistic antenna model, which is located at a
distance d0 from the slab.

away from the antenna and the effect of the variations in the
medium is locally confined. Technically, this assumption is
stronger than a simple far-field assumption because the wave
needs to be considered a plane wave over the entire simulation
domain.

FEKO implements the method of moments (MoM), an inte-
gral solver, to compute the scattered field. Since the free
space does not need to be meshed, this is rather efficient
for large-scale scattering problems if the scatterer is homoge-
neous. In our scenario, the scatterer is modeled as a dielectric
half-space, which can be dealt with efficiently in the MoM
via the Sommerfeld integral. The inclusions are modeled as
spheres within this half-space.

B. Simulation Results

1) Dielectric Slab: The first reference scenario is a dielec-
tric slab embedded in a free-space environment, which is a
rather simple scattering scenario. The slab has a thickness of
tslab = 30 mm, which is roughly equivalent to seven free-space
wavelengths ζc at the center frequency fc = 80 GHz.

Because the slab is embedded in free space, the relative
background permittivity is εr,bg = 1. The permittivity of the
slab is varied and is chosen to be εr,s ∈ {1.2; 3.2} to verify
the behavior with a small and stronger contrast. The general
setup of the simulation is shown in Fig. 3. The primary source
is the precomputed field of a lens antenna, which is located
at a distance d0/ζc = 106 from the slab.

The simulation results for both contrasts are depicted
in Fig. 4. It includes the PO without internal multiple reflec-
tions according to III-A and the PO modeling the multi-
ple reflections according to III-B. The reference simulation
method is the FIT in CST. The abscissae are normalized on
the free-space center wavelength ζc. This leads to the fact that
the reflections from inside the medium appear to be farther
away because the distance calculation assumes that the wave
travels with c0, the speed of light in free space

d �

ζc
= fc · t

2
∀t (22)

where t is the round-trip time from the source to a point in
distance d and back to the source. If a material is present,
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Fig. 4. Time-domain response of the CST and PO Simulations for a one-layer
dielectric. Two main peaks are clearly visible in both plots. For a difference
of χ = 0.2, all methods match quite well. For a stronger contrast, the PO that
does not model multiple reflections shows different behaviors in the gray area.
The PO (III-B) matches the full-wave CST simulation quite well. (a) χ = 0.2.
(b) χ = 2.2.

the propagation velocity of the wave is a factor 1/
√

ε smaller
than in free space. Therefore, the peak on the axis appears
to be later than expected and needs to corrected for when
evaluating this distance by subtracting

�d

ζc
= fc√

εr,2

· �t

2
(23)

from the distance on the abcissae. In (23), εr,2 is the relative
permittivity of the medium and �t the round trip time of the
wave within the medium.

The time-domain response in Fig. 4 exhibits two main peaks
that are equal in all three methods; however, the first peak is
slightly later than expected from the theory. This is due to
the fact that the speed of light within the antenna is not equal
to the vacuum speed of light, which is used to calculate the
values on the abscissae.

It can clearly be seen that the time-domain response
in Fig. 4(a) of all three methods matches quite well for a
relatively small contrast of χ = 0.2 because multiple reflec-
tions are negligible for weak contrasts. However, amplitude
deviations are visible for the peaks at d/ζc = 135 and
d/ζc = 145. These peaks are due to the multiple reflections
within the lens antenna [65], which are underestimated in the
approach of [64]. In Fig. 4(b), strong differences are visible in
the grayly marked area. These differences are mainly due to

Fig. 5. Time-domain response of the CST and PO simulations for a two-layer
medium. The three main reflections resulting from the three material interfaces
agree quite well between all methods. The PO (III-A) method does not model
the multiple reflections occurring in the gray overlay. Nevertheless, the PO
(III.B) agrees well with the CST simulation, and it is clearly shown how
multiple reflections are considered as well.

the multiple reflections within the medium. This is the result
we expected from the theory in III-A and III-B.

2) Two-Layer Dielectric Medium: The reference simula-
tion for the two-layer dielectric is done equivalently to the
simulations for the dielectric slab. The setup in Fig. 3 is
still valid; however, the slab is replaced by a medium with
two layers with the relative permittivities εr,1 = 1.5 and
εr,2 = 2.5. The simulation results are shown in Fig. 5. The
graph denoted as PO (III.A) depicts the simulation without
internal multiple reflections, which is a direct continuation
of III-A toward two-layer media [7]. The simulation including
internal multiple reflections within the medium is labeled as
PO (III.B).

Three distinct peaks are visible in the time-domain response
that corresponds to the three material interfaces. The first
peak appears slightly later than expected, which is due to the
above-mentioned reasoning. The area with the gray overlay
in Fig. 5 corresponds to the internal reflections in the two-layer
medium. Again, the PO (III.A) did not model these reflections.
The small amplitude difference between the reference simula-
tion and PO (III.B) is again due to the underestimation of the
multiple reflections in the antenna itself. This effect can also
be seen in the last major peak at d/ζc ≈ 155.

3) Inclusions in Dielectric Half-Space: The reference data
for the third example were generated using FEKO. Instead of a
realistic antenna model, we use a plane wave excitation in free
space. The background material is considered to be a dielectric
half-space with a relative permittivity of εr = 2. The inclusion
used in this example is a dielectric sphere. Results for two
different contrasts χ to the background medium are shown:
first, a relatively weak contrast χ = 0.01; second, a stronger
contrast with χ = 0.2. The input scattering parameter is
calculated by using the approach in [64], assuming perfect
input and output matching. This corresponds to a perfectly
matched antenna where the scattering object is located far
away from the antenna.

A schematic of the simulation scenario is shown in Fig. 6.
Since the plane wave excitation fulfills the far-field assumption
by definition, we only use a small distance between the
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Fig. 6. Simulation model for the extension proposed in Section III-C. A plane
wave excitation of the scene is chosen to minimize the calculation time of
the full-wave commercial solver. A dielectric sphere is included within a
background medium, which is modeled as a dielectric half-space.

imaginary plane wave source point and the surface of the
scatterer of d0/ζc = 9.1. The distance between the surface
and the spherical scatterer is d1/ζc = 4.55. The radius of
the sphere is rs/ζc = 1. The background permittivity of the
half-space is εr,bg = 2.

Fig. 7 shows the part of the time-domain response for two
different contrasts χ , which is relevant to the reflection from
the inclusion in the dielectric material. For both simulations,
only the scattering due to the volume effects is presented since
this is the relevant part for this work. The distance axis of the
time-domain response is normalized on the wavelength of the
center frequency. As a result of the dimensions of the problem,
we expect reflections originating from the sphere at

d �

ζc
= d0

ζc
+

(
d1

ζc
− rs

ζc

)
· √εr,bg = 14.12 (24)

d ��

ζc
= d0

ζc
+

(
d1

ζc
− rs

ζc

)
· √εr,bg

+ 2 · rs

ζc
· √εr,s

∈ {16.96; 17.09}. (25)

The first reflections in Fig. 7(a) and (b) match the theoretical
values quite well; however, the location of the second reflec-
tion shows some deviations, especially for χ = 0.2. This is
explained by the fact that the first-order Born approximation
assumes that the wave traverses the sphere almost undisturbed.
However, this assumption does not hold for stronger contrasts.
Therefore, we expect a reflection at

d̃ ��

ζc
= d0

ζc
+

(
d1

ζc
+ rs

ζc

)
· √εr,bg = 16.95 (26)

which is close to the location shown in Fig. 7(b). It is also
noticeable that (26) is almost identical to the first result in (25).

Fig. 7. Relevant section of the time-domain response showing the volume
scattering effects only. For a very weak contrast of χ = 0.01, the responses
match quite well for the interface reflections. Within the gray overlay, there
are some differences. For a stronger contrast of χ = 0.2, the differences for
the region within the sphere are stronger. Furthermore, the reflection from
the bottom of the sphere is different, and there are some differences. For a
stronger contrast of χ = 0.2, the differences for the region within the sphere
are stronger. Furthermore, the reflection from the bottom of the sphere is
different as well. (a) χ = 0.01. (b) χ = 0.2.

This demonstrates the suitability of this method for weak
contrasts.

The gray areas in Fig. 7(a) and (b) mark the regions of
the time-domain response where the deviations between the
reference simulation and the PO simulation are strong.

The advantage of this approach is its flexibility in modeling
small inclusions within the material when the contrast between
the background medium and the inclusions is small. For
media where the Born approximation does not hold, different
approaches, e.g., a more generalized Born approximation, such
as [68], can be used; however, the computational effort will
increase as well.

VI. CONCLUSION

Starting at the classical PO formulation, this article presents
a novel general formulation to include rather arbitrary volume
scattering effects within a PO framework. This is highly
advantageous due to the fact that a PO method is faster than
a full-wave simulation, such as the FIT or MoM. Therefore,
this approach will decrease the time of planning experiments
and systems based on such simulations. Moreover, it will
allow algorithm evaluation with very well-defined volumetric
scattering effects. This allows designers to study the behavior
of their algorithms in a detailed way. Furthermore, high
comparability between different models is given because only
the calculation kernel for the volume scattering differs, while
the rest of the calculation does not change.
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Furthermore, we have shown that this step is a logical
progression of the well-known PO formulations for PEC and
homogeneous dielectric scatterers. The usefulness is illustrated
with examples of varying complexity:

1) dielectric slab (Born approximation & multiple reflec-
tions);

2) two-layer medium;
3) arbitrarily shaped inhomogeneity.

These special cases are validated against full-wave reference
simulations. It has been shown that each of the methods
works well for the assumptions that were covered during
the modeling phase. The PO is computationally much more
efficient than the FIT of CST and MoM of FEKO, which
both need to run on dedicated computing servers with many
cores. Contrary to that, the proposed PO method runs on
commercial laptop computers with only one core used for
the computation. The limitation for the PO arises from the
availability of enough random access memory (RAM) in order
to store all the information needed for the simulations.

This work has also shown how such hybrid methods are
application-specific and need to be evaluated for each case.
Generally, it is possible to model all occurring effects when
increasing computational cost is acceptable.

Concluding, this work offers a framework to address volume
scattering issues of different complexity in the context of a PO
approach.
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