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Abstract— The issue of asset tracking in dense environments
where the performance of the global positioning system (GPS)
becomes unavailable or unreliable is addressed. The proposed
solution uses a low-profile array of antenna elements (sensors)
mounted on a finite conducting ground. A compact-size sensor
array of six electrically small dual-band omnidirectional spiral
antenna elements was designed as a front end of a tracker
to operate in the 402 and 837 MHz spectrum bands. For the
lower band, a three-element superposition method is applied
to support estimation of the angle of arrival (AOA), whereas
all six sensors are employed for the higher band. A low com-
plexity and accurate AOA determination algorithm is proposed,
the projection vector (PV), and this is combined with the array
mentioned. Orthogonal frequency division multiplexing (OFDM)
is integrated with the PV technique to increase the estimation
resolution. The system was found to be suitable for installation on
the roof of vehicles to localize the position of assets. The proposed
system was tested for the tracking of nonstationary sources, and
then two scenarios were investigated using propagation modeling
software: outdoor to outdoor and outdoor to indoor. The results
confirm that the proposed tracking system works efficiently with
a single snapshot.

Index Terms— Angle of arrival (AOA) estimation, dual-band
sensor array, multipath propagation, orthogonal frequency divi-
sion multiplexing (OFDM), vehicle tracking, wideband localiza-
tion system.

I. INTRODUCTION

POSITION awareness is an active research topic, and plays
an essential role in various fields, for instance, localiza-

tion applications, search-and-rescue operations, and tracking
systems [1]–[4]. In addition, the Federal Communications
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Commission (FCC) requires wireless network operators to
determine the location of mobile subscribers within a few
meters for emergency 911 call tracing [5]. In a tracking
system, it is very desirable that both the transmitter and
receiver sensor arrays are small and discrete. In practice,
tracking systems might employ more than one localization
solution such as a combination of radio frequency (RF) [6]
and the global positioning system (GPS) [7], the antenna for
the latter competing for available space with the sensor array.
Although GPS is an effective technology that can give precise
position-awareness around the world, its effectiveness drops in
harsh environments, for example, in caves, in “urban canyons”
under tree canopies and inside buildings [8]. This is because
most GPS signals cannot penetrate such obstructions [9]. Thus,
new approaches to position determination are required for
use in such environments. A wideband localization system
is an alternative solution to provide an accurate location in
GPS-denied environments [10], [11].

In general, position-aware networks are made up of two
categories, namely, anchors and agents. The location of the
former can be obtained from the GPS or operator network,
while the locations of the latter are mostly unidentified and
their locations need to be found. To find their locations and
directions under multipath propagation conditions, every node
requires a wideband transceiver; thus, a positioning system
could be accomplished using radio signaling between agents
and their neighboring anchors. Localizing a target requires
many signals to be sent from its transponder antennas and the
associated position of the tracked object can then be identified
from these signals using the variability of waveform matrices.
As a result of potential physical obstacles in the line-of-sight
(LOS) path, a non-LOS (NLOS) circumstance can result: in
this situation, multipath and fading issues arise, and the attenu-
ated signal is also more likely to suffer interference. However,
location parameters can still be obtained, based on the nature
of wave propagation, utilizing received signal strength (RSS),
time of arrival/difference of arrival (TOA/TDOA), and angle
of arrival (AOA) approaches [12]–[15]. Due to the properties
of the propagation medium, the TOA approach requires a
knowledge of the nature and dielectric properties of various
penetrable building materials to estimate the Euclidean dis-
tance properly [16]. It has been analytically proven in [17] that
neither TOA/TDOA nor RSS ranging techniques can achieve
a positioning resolution with the required accuracy needed for
safety applications. More notably, TOA/TDOA methods suffer
from inaccurate synchronization, whereas RSS is very sensi-
tive to shadowing and multipath effects since signal strength
is attenuated with distance and by urban structures [18], [19].
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AOA is an approach that estimates the arrival angles of
the agents’ signals arriving at the anchors (base stations) to
determine their locations [20], [21]. To estimate AOA, only
two elements are needed in a 2-D estimation, whereas three
or more elements are required in a 3-D estimation. Due to the
impinging signals being affected by random phenomena, for
example, shadowing, scattering, and fading, the localization
of a user’s position can be uncertain. However, a wideband
AOA system can determine not only the direction of the direct
path from the emitter but also the angles of multiple paths,
thus providing further information to use in determining the
angles and the locations of targets. In the current state of the
art, relatively few studies have investigated localization and
tracking system accuracy under NLOS and multipath propa-
gation conditions [22]–[24]. In [24], the information of the first
arrival path was only exploited to estimate the arrival angle and
neglected the other path coefficients. However, the direction of
the first arrival path cannot always give the correct estimation
direction of the tracked object. Other work in the literature uses
a narrowband model, which basically utilizes averaging of the
received paths and hence is not appropriate to wide bandwidth
AOA systems [25]. In particular, the wideband AOA system
provides precise and reliable direction estimation due to its
robustness and fine delay precision in shadowing and harsh
environments [26].

The traditional approaches to sensor antenna element
design for very/ultra high-frequency (VHF/UHF) systems
result in large physical structures, which are not suitable
for tracking applications: they are also difficult to deploy.
However, recently, the design of electrically small anten-
nas for these frequencies has found increasing interest from
researchers [27], [28]: these could be applied to reduce the
sensor array size, which is crucial in many applications,
typically needing to be as small as possible. One possible
approach is to decrease the separation space between the
elements of the sensor array. However, mutual coupling (MC)
effects will increase and a decoupling approach would be
required [29]. For tracking applications or in situations where
random deployments are required, antennas with omnidirec-
tional radiation patterns are more suitable [30], and this
correlates with the use of electrically small elements. However,
such elements (with small size relative to the wavelength)
typically have high Q values and thus very narrow bandwidth.
Therefore, applications such as the one presented in this article
require improved designs of electrically small sensors for
low-frequency use.

This article presents an efficient low-complexity localization
system for tracking objects. A geometrically small omnidi-
rectional dual-band array of spiral sensors for low-frequency
applications is proposed: an array of six spiral sensors was
designed and fabricated to work on both frequency bands.
The distance between elements is made as small as possible
and decoupling is applied. The advantage of proposing a
dual-band array sensor in this work is to provide a strong
judgment on the AOA over two spectrum bandwidths having
different propagation characteristics. Thus, the AOA algorithm
can obtain the directions of received signals based on two
different frequencies simultaneously, or it can switch between
them depending on which link provides a stronger connection
in the tracking area.

The proposed sensor array is combined with a new-efficient
direction-finding algorithm to determine the angles of the
arriving paths. The orthogonal frequency division multiplex-
ing (OFDM) scheme is integrated with the AOA method and

used to combat multipath phenomena, with the received sig-
nals split into many small narrowband subcarriers to improve
the estimation accuracy. The proposed system is planned to be
deployed on the roof of cars for tracking and localization pur-
poses. The system is first implemented to track a nonstationary
object by utilizing a single snapshot to estimate its direction.
The performance of the projection vector (PV) technique is
compared with several AOA techniques and, subsequently, two
scenarios are implemented: outdoor-to-outdoor and outdoor-
to-indoor localization applications, each with multipath prop-
agation. These scenarios are modeled using the Wireless-InSite
software [31], in which multipath propagation and NLOS are
considered and used to localize and track an agents’ positions.
The final decision on a target location considers the strongest
signal strength, least TOA, and the average of all or some
arriving subcarriers.

Throughout the rest of the paper, we have used boldface
uppercase and lowercase symbols indicate matrixes and vec-
tors, respectively, while lowercase symbols refer to scalar
quantities. For superscripts, (·)T refers to transpose, (·)H repre-
sents transpose conjugate, (·)−1 denote inverse, while E{.} is
the expected value. (.̄) and (.̃) denote the real and imaginary
parts of such a parameter. The remainder of this article is
structured as follows. The AOA model with the proposed
sensor array configuration is given in Section II. Section III
provides the design and implementation of a dual-band spiral
sensor element. The OFDM scheme model is presented in
Section IV. Section V summarizes the principal working and
modeling of the PV method and analyzes its complexity. The
computer simulations, experimental results, and discussions
are presented in Section VI. Section VII reviews the findings
and gives the conclusion.

II. PROPOSED SENSOR ARRAY GEOMETRY FOR AOA

For omnidirectional coverage, the appropriate choice is a
uniform ring array [32]. In several applications, the dimension
of the antenna array should be as small as possible to suit the
requirements of practicality and convenience. Typically, for
tracking systems and localization purposes, it is most desirable
to combine a small compact omnidirectional sensor array with
an efficient AOA technique. Thus, a dual-band miniaturized
sensor array having multiple spiral arms was proposed, having
a maximum electrical size of λ/3 at the lower frequency band,
as shown in Fig. 1: this array configuration is capable of
working in dual-band mode. The separation distance between
the three sensors (i.e., either 1, 3, 5 or 2, 4, 6) operated in
the lower band (402 MHz) was set to be d1 = λlower/3 =
24.88 cm. It should be noted that all six-sensor elements are
used with the higher frequency band (837 MHz) in the signal
processing stage, whereas only three elements (two different
triangles) are used for the lower frequency band (402 MHz).
The first triangle comprises sensors 1, 3, and 5, and the second
one sensors 2, 4, and 6. The radius of the ring array (r)
is r = (0.5d1/cos30◦) = 14.36 cm. For the higher band,
d2 = 2rsin30◦, is also 14.36 cm.

From an array dimension point of view, the proposed dual-
band sensor array occupies less space than if its elements were
arranged in a circle for every single band. Thus, the higher
band can use double the number of elements in the lower
band with the same array size to provide better estimation
accuracy and to track several targets simultaneously. Con-
versely, the lower band can be used for longer distances or
environments that suffer from high penetration losses and thick
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Fig. 1. AOA modeling based on the proposed antenna array geometry.

obstacles. The array in Fig. 1 receives K signals from different
directions and thus the measured data, x(t), which includes
the incident signal, s(t) = [s1(t)s2(t) . . . . . . sK (t)]T , and the
additive noise, n(t), is expressed by the formula below

xC(t) = C R A(θ,φ)s(t)+ n(t) t= 1, 2, . . . . . .L (1)

where C R is the coupling matrix between sensor elements
when the array is in use for a real measurement environment.
This matrix has dimensions of (M × M), where M is the
number of sensors. The steering vector matrix is :A(θ,φ) =[
a(θ1,φ1) . . . . . . a(θK ,φK )

]
. The steering vector for the pro-

posed array geometry is needed to compute the elevation angle
(θk) and azimuth angle (φk); to achieve this, we define unit
vectors that include θk and φk angles as follows:

uk = cosφksinθk âx + sinφksinθk ây + cosθk âz (2)

where âx, ây , and âz are unit vectors.
The vector, v i , that represents the distance from the central

point to the rest of the sensors can be defined as follows:
v i = ri cosϕi âx + ri sinϕi ây, i= 1, 2, . . . ,M. (3)

where ϕi = (2π/M)(i − 1) is the angular separation. By uti-
lizing the dot product between the vi and uk vectors, the angle,
αik can be determined as follows:

αik = cos−1(sinθkcos(φk−ϕi)). (4)

The plane wave time delay can be computed using the differ-
ence in distance (τik) as presented below

τik = rcosαik = rsinθkcos(φk−ϕi). (5)

Now, one can calculate the phase difference (ψik) as follows:
ψik = β.τik = 2π

λ
rsinθkcos(φk−ϕi). (6)

Then, the steering vector of the proposed array is given by

a(θk,φk) = [ e− jψ1k e− jψ2k . . . . . . e− jψMk
]
. (7)

III. SENSOR DESIGN AND IMPLEMENTATION

Multielement low-profile antennas were first proposed
in [33]: the height reduction in comparison with the traditional
monopole antenna was achieved using four structures similar
to the inverted F antenna (IFA) employing folded horizon-
tal elements; the design produced a monopole-like radiation
pattern. In this article, the idea presented in [33] was further
extended using a logarithmic spiral design to maintain the low

Fig. 2. Model design of the proposed logarithmic spiral antenna. (a) Log-
arithmic spiral top layout. (b) Zoomed-in view of the stub with dimensional
design details. (c) Bottom layout. (d) 3-D view of the spiral antenna. (e) One
matching stub with dimensional design details.

profile and vertical polarization but with enhanced antenna
bandwidth and dual-band ability. The Chu limit states that the
fractional bandwidth depends on the size of the sensor and for
applications requiring VHF/UHF bands; this presents a sub-
stantial challenge in terms of sensor design, in that it requires
sufficient impedance bandwidth without increasing the overall
sensor size. The proposed sensor was designed using a circular
double-sided printed circuit board with a logarithmic layout
on the top surface, as shown in Fig. 2(a), to obtain the best
possible bandwidth under small size conditions.

The logarithmic spiral is preferred as this geometry usually
provides better bandwidth than thin strip square spirals. The
physical realization of the sensor structure used a Rogers
Corp. FR-4 substrate with a thickness of 1.16 mm, a dielectric
constant εr of 4.3, and a loss tangent of 0.02. The multiarm
log-spiral had four spirals and they were printed on the top of
the substrate with a radius of 6 mm. Each spiral has 1.12 turns
and the progression factor is 0.26 with a 5◦ increment angle.
These spirals serve as the horizontal elements, analogous to
those of the folded monopole. The other parameters of the
design of the top layout are shown in Fig. 2(b) while their val-
ues are given in Table I. Due to the small size of the antenna,
a matching circuit was added on the underside of the substrate
of the log-spirals, designed to give an adequate bandwidth. The
matching stubs and feeding point are illustrated in Fig. 2(c).
There are four shorting vias and four shorting pins, as depicted
in Fig. 2(d).
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TABLE I

SHOWING THE DESIGNED PARAMETERS OF THE STUB CIRCUIT

TABLE II

SHOWING THE DESIGNED PARAMETERS OF THE MATCHING CIRCUIT

Fig. 3. Fabricated log-spiral antenna of (a) top layer, (b) bottom layer, and
(c) 3-D printed antenna.

Fig. 4. Testing the proposed antenna array. (a) Measurement setup.
(b) Zoomed-in view of the prototype receiver antenna array.

The shorting vias are used to connect the logarithmic spirals
to the matching circuit through the upper substrate: they
have a cylindrical shape with a length 1.6 mm and radius
1 mm. The shorting pins are used to connect the matching
circuit to the ground plane through wire cylinders with height
16.4 mm (i.e., the height from the radiating layer to the
ground plane). The structure of the matching stubs is depicted
in Fig. 2(e). The dimensional parameters are given in Table II,
and were computed and optimized to perform appropriately at
the required resonant frequencies. Based on these optimized
design parameters, six examples of the multiarm logarithmic
spiral antenna were fabricated, as illustrated in Fig. 3. The
sensor array geometry proposed in Fig. 1 was installed and
tested in an anechoic chamber, as shown in Fig. 4. The
simulated and measured return loss (i.e., S11) for one of these
sensors over the two bands, with the other sensors matched at
50 �, is shown in Fig. 5.

Fig. 5. Input reflection coefficient. Simulated, solid line; measured, dashed
line.

Fig. 6. Measured received signal (dBm) of (a) 402 and (b) 837 MHz.

For the lower band, the spectrum bandwidth at −10 dB
reflection coefficient is 5 MHz, which is equivalent to 1.24%
fractional bandwidth. For the higher band, the obtained band-
width is 12 MHz, equivalent to 1.43% fractional bandwidth.
Generally, there is a good agreement between the simulated
and measured reflection coefficients over the lower band.
Across the upper band, the agreement is less good, but the
measured result shows somewhat wider bandwidth, possibly
due to losses.

Looking carefully at the received power distribution, it is
seen that the antenna is vertically polarized in the H-plane
(i.e., the xy principal plane cut) as shown in Fig. 6, whereas
the E-plane corresponds to the xz or yz planes. The asymmetry
of the E-plane pattern is probably due to some imperfection of
alignment during the measurement. Additionally, the appear-
ance of a weak null could be due to the ground plane not
being large enough. Clearly, the antenna element exhibits
omnidirectional radiation in both frequency bands. Due to the
small size of the element, the design concept of the proposed
antenna array is appropriate for integration with an RF front
end for tracking-system applications.

A. Decoupling Method

MC represents self-interferences between the antenna array
elements in which undesired addition of magnitude and phase
errors of the independent received signals for a given antenna
element will occur. This will deteriorate the performance of the
direction-finding method. Depending on the MC strength, its
effect sometimes influences the performance of the receiving
array critically because the MC between the antenna array
elements will invalidate the initial calibration of the array
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steering vector. The impact of MC can be analyzed by calcu-
lating the mutual impedances between the array radiators [34].
To remove such effects, the mutual impedances in receiving
mode under an external plane-wave excitation condition have
been computed. To this end, consider the antenna elements
terminated with a known load impedance (Z L). Also, consider
an antenna array consisting of M sensors, each one of them
terminated with an identical Z L . The mutual interaction matrix
can be measured as follows.

The voltage induced in one of the antenna elements, based
on its coupling with other antenna elements, can be defined
as follows:
Vk = I1 Z k,1

t + I2 Z k,2
t

+ · · · + Ik−1 Z k,k−1
t + Ik+1 Z k,k+1

t + · · ·+IM Z k,M
t (8)

where Ii is the induced current at the antenna element terminal
while Z k,i

t is the receiving mutual impedance between antenna
elements k and i . The subscript t refers to the impedance of
receiving mutual mode at the antenna’s terminals. It should
be noted that for k = i , the impedance coupling is equal
to Z L . It is obvious that the computation of the receiving
mutual impedances depends only on the terminal voltages or
currents. Since the proposed antenna has an omnidirectional
radiation pattern, it may be presumed that the distribution of
current remains constant regardless of the direction of the
impinging signal and, consequently, the impedance of the
receiving element should remain unchanged [35]. To compute
the mutual impedances, two antenna elements of the array need
to be considered at each time while the other elements remain
loaded. The following steps have been applied to obtain the
corresponding Cik parameters:

Step 1: Measure the mutual impedance at the first end
“C12_1” under the condition that the second element is con-
nected to the load.

Step 2: Measure the mutual impedance at second terminal
“C12_2” while the first element is connected to the load.

Step 3: Measure the mutual impedance at the first end
“C ′

12__1,” subject to removal of the second sensor from the
array.

Step 4: Measure the mutual impedance at the second termi-
nal “C ′

12__2,” under the condition that the first sensor is taken
out of the array.

After measuring the above parameters, the receiving mutual
impedances can be obtained as follows:

Z 12
t = C12__1 − C

′
12__1

C12__2
Z0 (9)

Z 21
t = C12__2 − C

′
12__2

C12__1
Z0. (10)

The above steps need to be repeated for all pairs of sensors
in the antenna array to measure the total MC matrix C M as
follows:

C M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − Z 12
t

Z L

− Z 21
t

Z L
1

· · · − Z 1M
t

Z L

· · · − Z 2M
t

Z L
...

...

− Z M1
t

Z L
− Z M2

t

Z L

. . .
...

· · · 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(11)

Fig. 7. Assumed bandwidth range.

where C M represents the total measured MC with M × M
size. Now, the uncoupled voltage vector x(t) can be achieved
as follows:

x(t) =

⎡
⎢⎢⎣

x1(t)
x2(t)
...

xM(t)

⎤
⎥⎥⎦ = C−1

M xC(t)
T=C−1

M

⎡
⎢⎢⎣

xC1(t)
xC2(t)
...

xCM (t)

⎤
⎥⎥⎦. (12)

IV. OFDM SCHEME MODELING

The OFDM scheme can provide many more suitable solu-
tions than a single-carrier modulation scheme. Thus, it is
used here to enhance the flat fading of narrow multicarrier
modulation over a broadband spectrum and to overcome the
problems associated with multipath effects within the propa-
gation channel. The narrower time resolution and the higher
number of array elements make it easier to estimate the true
angles of arrival [36]. To describe the methodology of the
multicarrier system, consider the impulse response channel
defined as follows:

h(τ ) =
n∑

k=1

bke jkδ(t − τk) (13)

where bk is the amplitude of the path signal, k represents the
phase of the incident path, τk is the time delay in receiving
each path, and n is the total number of received paths. An input
signal f (t, ω) = e jωt is then applied to this and the output
can be simplified to the following:

s(t, ω) = e jωt
n∑

k=1

bke jk e jωτk =e jωt U(ω). (14)

Extending U(ω) over a suitable bandwidth, B (as depicted
in Fig. 7) for N subcarrier frequencies, the i th frequency
sample can be expressed by

f i = − B

2
+ (i − 1)

B

N − 1
for i = 1, 2 . . . . . . .N. (15)

Here

� f = B

N − 1
. (16)

The sampling interval may be stated as follows:
1

2�t
= B

2
�⇒ �t = 1

B
. (17)

Therefore, the minimum frequency of sampling should be

fs ≥ 2 × B

2
. (18)

The ith uniform frequency sample of U(ω) can be given by

U(2π fi ) =
n∑

k=1

bke jk e− jωτk e− j2π fiτk . (19)
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It should be noted that the above frequency-domain equation
will represent the received signal at the output port of the mth
sensor and this is simply equivalent to

xm( f ) = Sm(ω).Hm(ω) = {U(2π fi )} . (20)

If thermal noise is added to the received signal, then by
applying the inverse fast Fourier transform (IFFT), the signal
in the time domain, xm(t), can be expressed as follows:

xm(t) = I F FT (S(ω).H (ω))+ n(t). (21)

This signal will be used in Section V to extract the AOAs.
The average delay spread for each received element was
computed over several scenarios of multiple carriers and found
to be between 0.5 and 1.5 μs. Thus, the coherence bandwidth
utilized for such values is between 0.66 and 2 MHz. The
OFDM signal was implemented over a wide bandwidth of
5 MHz and therefore, it can be assumed that a frequency
selective channel has been created, based on the values of
the coherence bandwidth. Further, based on the range of the
OFDM signal bandwidth, AOA estimation can be applied
using several criteria, for example, greatest carrier strength
(i.e., the highest power level of the subcarrier in the OFDM),
least TOA (i.e., the TOA of the first subcarrier), and the
averaging of all, or a small number, of received paths to
estimate the AOA (for example, the average over the first ten
subcarriers).

V. PV ALGORITHM BASED ON THE OFDM SCHEME

For a wide bandwidth wireless transmission, the spectral
response of the channel is not flat. The spectral response could
be affected by fading and may contain nulls that are caused
by the characteristics of the propagation channel. This might
mean that certain frequencies could be strongly attenuated at
the receiver and may present deep fades in the RSS if they
arrive at the receiver with the same power as that of the direct
LOS path and then destructively interfere [36], [37]. With a
narrowband transmission system, the signal can be entirely lost
if a null is present in the frequency response at the transmit
frequency.

However, with a wideband AOA system, a complete loss
of the received signal can be avoided through splitting the
transmission bandwidth into many small narrowband carriers
using OFDM [38]. In such a transmission scheme, multiple
carrier frequencies can be used to encode the data digitally.
This results in the transformation of the frequency-selective
channel into several flat-fading channels. Any loss of data
can be prevented using coded OFDM in which forward error
correction (FEC) codes can be applied to the signal before
transmission [38], [39]. Another challenge arises as a result
of the received signal paths arriving at the receiver with
associated delays due to the difference in the path length
traveled and the received energy spreads in time: this is
referred to as channel delay spread. The channel delay spread
can be described as the time between the first and the last
significant multipath signals arriving at the receiver [38]. This
delay spread is responsible for intersymbol interference (ISI)
in digital wireless communications: this occurs when a delayed
multipath signal overlaps the following symbols. One method
to reduce ISI is to divide the bandwidth into several subchan-
nels using OFDM.

To overcome the challenges mentioned above, a low com-
plexity and high-accuracy AOA estimation algorithm based on
a single snapshot is proposed and integrated with the OFDM

modulation scheme to localize an unknown object. This algo-
rithm computes the cross correlation vector (CCV) between
the measured signal in the first antenna element and the rest
of the elements. Consequently, the PV method can directly
find the directions of the incident paths from the observation
matrix, avoiding the correlation matrix calculations. To model
this algorithm, suppose a single snapshot of data is collected at
M receivers; the measured data vector is passed to the OFDM
modulation scheme. The observed data can be described below

xm(t) = [ x1(t) x2(t) · · · · · · xM(t)
]
. (22)

Divide xm(t) into two subvectors as follows:
q1 = [x1(t)] (23)

q2 = [ x2(t) x3(t) · · · · · · xM(t)
]

(24)

where q1 represents the measured data at the first sensor
element while q2 contains the data obtained from the rest of
the elements. Now, compute the propagator vector as follows:

p = q1q2 (25)

here,p denotes the CCV of the time series from the first
antenna element with the rest of the antenna elements. This
has the effect of normalizing to the first antenna’s phase
and eliminating the dependence on the time series of the
signal. Consequently, p assimilates all the data about how the
phasors of the incoming signals from different angles sum
at every antenna element. It also reduces the dependence on
the steering vectors and hence extracts the incoming angles
efficiently. This, in turn, enhances immunity to noise, and
therefore, the AOAs can be found efficiently with a single
(or small number of) data measurement/s and/or poor signal-
to-noise ratios (SNRs). The autocorrelation of the first element
with itself, = x1(t)x1(t) was added since the size of p is
1 × (M − 1); this yields

v = [ p
]
. (26)

It is essential to compute p based on the measured signal
in the first antenna element and the rest of the elements
since any reduction in the number of the “rest elements”
will minimize the effective aperture size of the antenna array
and consequently decrease the AOA estimation accuracy. The
pseudospectrum can be constructed as follows:

P(θk,φk) = ∣∣vaH
∣∣2. (27)

For simplicity, A(θ,φ) and a(θ,θ) will be written in the rest
of the manuscript as A and a, respectively.

To eliminate the sidelobes and extract the real peaks effi-
ciently, first the spatial spectrum of the above formula is
normalized thus

P N or m(θk,φk) = P(θk,φk)/max(P(θk,φk)). (28)

Next, subtract P N or m(θk,φk) from unity as follows:
P S(θk,φk) = 1−P N or m(θk,φk). (29)

The final equation that is used to determine the arrival angles
then becomes

P PV (θk,φk) = 1

P S(θk,φk)+ ε
. (30)

Here, ε is a small scalar value inserted to overcome
the potential singularities that may occur due to the sub-
traction and inversion processes in the pseudospectrum
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construction stage. It is set as ε = 0.01 so that genuine
peaks can be exaggerated: these indicate the actual AOAs
and suppress the side lobes and false peaks. It can be seen
that the PV algorithm can find the arrival angles with a
low-computational burden. The computational complexity of
this method is analyzed and compared with several popular
direction-finding techniques in Section V-B.

A. Cramer–Rao Lower Boundary of the PV Method

Typically, Cramer–Rao lower boundary (CRLB) is an effi-
cient tool that can be used to measure the performance
of any unbiased DOA estimator: it computes the physical
impossibility of the variance being less than the bound [40].
In other words, the CRLB represents the statistical lower
bound of the mean-square error between an estimator and
its actual value [41], [42]. Thus, the CRLB of the PV
method is derived and used as an optimality criterion for
the parameter estimation problem. It is calculated from the
probability-likelihood function of the received signal, where
the received signal is modeled as a complex Gaussian random
variable with a deterministic mean to include both weak
and strong scattering [43], [44]. From (26), the PV can be
presented here as follows:

v(t) = [ p
] = [x1(t) x1(t) x1(t) {x2(t) · · ·xM(t)}]

v(t) = x1(t)
[

x1(t) · · · · · · xM(t)
] = x1(t)x(t).

By assuming the received signal, x(t), contains both addi-
tive white Gaussian noise (AWGN) and color noises, v(t)
becomes as follows:

v(t) = x1(t){As(t)+ e(t)}
e(t) = (t)− As(t) (31)

where (t) = (v(t)/x1(t)), e(t) = n(t)+m(t), and m(t) is the
non-Gaussian or color noise. The probability density function
(PDF) of the Gaussian and non-Gaussian noise can be given
as follows:

f (ni (t)) = f (n̄i (t)) f (ñi (t)) (32)

f (mi (t)) = f (m̄i (t)) f (m̃i (t)). (33)

Parametric techniques are used to evaluate the Gaussian
noise distributions. One can use a kernel or Laplace method to
estimate the PDF of non-Gaussian noise [45], [46]. The CRLB
matrix is defined as the inverse of the Fisher information
matrix (FIM) [47]

CRLB = J−1. (34)

The FIM is given as follows [48]:

J = E

[
∂ln f (v|ψ)

∂ψ

(
∂ln f (v|ψ)

∂ψ

)T
]
. (35)

Here, ψ is a vector of the unknown parameters and defined
as follows [49]:

ψ = [σ 2 s̄(1)T s̃(1)T · · · · · ·s̄(L)T s̃(L)T θT ]T
. (36)

For an unbiased AOA estimator, the following condition
needs to be satisfied:

E
[(
ψ̂−ψ)(ψ̂−ψ)T ] ≥ CRLB (37)

where ψ̂ is an estimate of ψ . It can be seen from (37) that
the CRLB gives the best achievable estimation resolution for
an unbiased AOA estimator. The PDF of the real part of the
Gaussian noise can be written as follows:

fn̄i (n̄i(t)) = 1√
2πσ/2

e
−
(

n̄i(t)2

σ2

)
. (38)

While the PDF of the real part of the non-Gaussian noise
can be defined as follows:

fm̄i (m̄i(t)) = 1√
2πT �̄2

T∑
j=1

e
−
(
(m̄i (t)−m̄ j)

2

2�̄2

)
. (39)

Then, the PDF of the real part of the mixed noise n̄i(t) and
m̄i(t) is given below

fēi (ēi (t)) =
∑T

j=1 e

−

⎛
⎜⎜⎜⎜⎝
(ēi (t)−m̄ j)

2

2

⎛
⎜⎝σ 2

/2+�̄2

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎠

T

√
2π
(
σ 2
/2 + �̄2

) . (40)

The PDF of the total mixed noise, including the real and
imaginary parts is given as follows:

fei (ei(t)) = fēi (ēi (t)) fẽi (ẽi(t))

= M

T∑
j=1

e−
T∑

j=1

e− (41)

where M = (1/2πT 2

√(
σ 2
/2 + �̄2

)(
σ 2
/2 + �̃2

)
),

T denotes the number of survey set, =
(
(
ēi (t)−m̄ j

)2
)/(2
(
σ 2
/2 + �̄2

)
), and =

(
(
ẽi (t)−m̃ j

)2
)/(2
(
σ 2
/2 + �̃2

)
).

The PDF of the f (ei(t)) can be obtained by substituting (31)
in (41), yielding

f (vi (t)) = M

T∑
j=1

e

−

⎛
⎜⎜⎜⎜⎝
(

i (t)−
∑K

k=1(Āik s̄k (t)−Ãik s̃k (t))−m̄ j

)2

2

⎛
⎜⎝σ 2

/2+�̄2

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎠

×
T∑

j=1

e

−

⎛
⎜⎜⎜⎜⎝
(

i (t)−
∑K

k=1( Āik s̄k (t)+Ãik s̃k (t))−m̄ j

)2

2

⎛
⎜⎝σ 2

/2+�̃2

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎠
. (42)

The joint PDF f (v|ψ) can be given as follows:

f (v|ψ) =
L∏

t=1

M∏
i=1

f (vi (t)). (43)

By taking the partial derivative of (43), this yields

∂ ln f (v|ψ)
∂ψ

=
L∑

t=1

M∑
i=1

1

f (vi (t))

∂ ln f (vi (t))

∂ψ
. (44)
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Now, we substitute (44) into (35), giving

J mn = E

{∑L
t1=1

∑M
i1=1

∑L
t2=1

∑M
i2=1

1
f (vi1(t1))

1
f (vi2(t2))

∂ f (vi1(t1))
∂ψm

∂ f (vi2(t2))
∂ψn

}
. (45)

It should be noted that all the terms for t1 �= t2 and i1 �= i2
are equal to zero [43] and, thus (45) becomes

J mn = E

{
L∑

t=1

M∑
i=1

1

f (vi (t))
2

∂ f (vi (t))

∂ψm

∂ f (vi (t))

∂ψn

}
. (46)

By substituting (46) into (35), we obtain

J =

⎡
⎢⎢⎢⎢⎣
ξ 0 · · · 0 0
0 G · · · 0 �1
...

...
. . .

...
...

0 0 · · · G �L

0 �1
T · · · �T

L ϒ

⎤
⎥⎥⎥⎥⎦. (47)

Here, ξ = (σ 2/M L) [43], whereas the other parameters of
the J matrix are derived and defined as given in Appendix A.
Now, the CRLB can be found by substituting (47) into (34),
yielding

C RL B(θ)=

⎧⎪⎨
⎪⎩ϒ−[�T

1 . . .�
T
L

]⎡⎢⎣
G−1 · · · 0
...

. . .
...

0 · · · G−1

⎤
⎥⎦
⎡
⎢⎣
�1
...
�L

⎤
⎥⎦
⎫⎪⎬
⎪⎭

−1

.

The above equation can be simplified as follows:

C RL B(θ) =
(
ϒ−

L∑
t=1

�T
t G−1�t

)−1

. (48)

Then, the lowest estimation error of the PV method under
the CRLB criterion can be obtained as follows:

PV C RL B = 1

K
trace{C RL B(θ)}. (49)

B. Complexity Analysis

The complexity of localization systems describes the com-
plexity of the software, hardware, and operating components
that are needed to establish any localization system and thus
it is important to consider them. The execution time is also
an essential factor in any application: this should desirably
be as small as possible. Typically, three main stages can be
considered to measure the complexity of the AOA method,
as follows:

1) Construction of the covariance matrix.
2) Applying eigenvalue decomposition (EVD), computing

matrix inversion, or the projection matrix/vector.
3) Decide the scanning angle step to form a pseudo

spectrum.
In addition, some AOA methods need to know the number

of arriving signals in advance, which is not possible in the
practical applications. Consequently, one needs to apply a
preprocessing signal stage to determine the arrival signals’
number. The computational operations required to construct
the covariance matrix are O(M2L), where M is the number of
antenna elements and L is the number of snapshots. In contrast,
the arithmetic operations needed to compute the propagator
vector (v) are O(M). Further, if applying EVD or computing
the inversion of the covariance matrix, the required operations

TABLE III

COMPUTATIONAL OPERATIONS COMPARISON BETWEEN THE PV
AND OTHER AOA ALGORITHMS

are approximately O(M3). However, there is no need for these
operations with the PV method.

Finally, the computational operations required to form a
spatial spectrum are dependent on two factors, namely: the
dimension of the matrix used and the scanning angle step.
The former is based on the value of M and the applied
AOA method. The latter can be determined in the following
way: suppose δθ and δ∅ represent the scanning angle steps
for the elevation and azimuth planes, respectively, then the
total operation numbers for these planes are Jθ = 90◦/δθ and
J∅ = 360◦/δ∅, respectively. Based on the above arguments,
the computational complexity of this method may be compared
with several common AOA algorithms, as shown in Table III.

As can be seen from this table, the PV algorithm can find the
arrival angles with the lowest complexity, making processing
more efficient than with the other methods.

VI. NUMERICAL SIMULATIONS AND DISCUSSION

Localization and tracking of unknown objects based on
a single snapshot/measurement is a vital consideration since
large numbers of measurements are not continuously obtain-
able in wireless communication systems, especially when the
tracked objectives are changing rapidly. To justify the theoret-
ical claims of the proposed system, three main scenarios were
implemented. The first scenario was to track a nonstationary
object for public security applications. The second was an
outdoor-to-outdoor tracking scenario, and outdoor-to-indoor
localization was investigated in the last scenario, as would
be relevant for search-and-rescue operations. The MATLAB
software was used to evaluate the performance of the PV
method and compare it with other AOA algorithms; multipath
propagation and NLOS data of the agents’ positions and
vehicle movements were established using the Wireless-InSite
software, while CST Microwave Studio software was used to
design and model the spiral sensor.

A. Tracking a Nonstationary Object

In this test, the performance of the proposed system was
evaluated when estimating the direction of a movable object
for tracking applications. As the tracked object moves from
one place to another, its corresponding direction changes as
well. Therefore, it is necessary to estimate the direction of this
object adaptively. The tracked object was assumed to travel
in a zigzag route; the total travel distance being 6 km. The
proposed six-element spiral antenna array was considered as
used to find the direction of this object using only a single
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Fig. 8. Tracking performance comparison with various AOA methods.

Fig. 9. Estimation error comparison during the tracking process.

snapshot with an SNR of 3 dB. At each 200 m, a measurement
was taken to determine the direction of the movement toward
the tracked object.

The performance of the PV method within the proposed
scheme was compared with several well-known AOA methods,
as shown in Fig. 8. It can be clearly seen that the Capon
and ESPRIT algorithms mostly failed to track the moveable
object, whereas the MUltiple SIgnal Classification (MUSIC)
and Root sparse Bayesian learning (SBL) methods gave better
performance estimation. Although the off-grid sparse Bayesian
inference (OGSBI) algorithm provided good tracking estima-
tion, it failed during some points of the tracking process,
namely at the 4.4 and 5 km points, with an error up to 50◦.
It is clear that the PV method gave the best tracking accuracy
among the methods considered and it made the receiver travel
in the correct path during the whole tracking route. In addition,
it has low-computational complexity, as presented in Table III.

To provide an intensive and robust comparison, the same
scenario was repeated with a total traveled distance of 40 km.
The same AOA methods, plus additionally the minimum
norm method, were used to track the wanted object. At each
movement step, the direction of the movable transmitter was
estimated and then the absolute estimation error calculated: the
results are shown in Fig. 9. The results obtained confirm that

Fig. 10. Performance of the PV method before and after removing the MC
effect.

the PV method provides the best tracking estimation accuracy
when compared with the other AOA methods under a single
snapshot condition. It can be observed from this figure that the
PV estimation error does not exceed 10◦ through the whole
tracking scenario. The CRLB of the PV method shows the
lowest estimation error that can be achieved using the PV
method under this scenario conditions.

B. Impact of MC Within the Antenna Array on the AOA
Estimation Accuracy

To show the MC effect on the estimation accuracy, the pro-
posed spiral array combined with the PV method was assumed
to be receiving two signals from different directions. The
performance of the PV method under the MC effect is shown
by the black line in Fig. 10, where the PV method has been
applied to (1).

Although the PV method detected the directions of these
two signal sources under MC influences, the two peaks pro-
duced are quite wide, with some deviation from the actual
angles. However, the performance of the PV method after
applying the decoupling approach to the measured data is
shown by the blue line in Fig. 10. As illustrated, the PV
method produced two sharp and accurate peaks in the direc-
tions of the arriving signals after applying the decoupling
method [i.e., using (12)].

C. Outdoor-to-Outdoor Localization Scenario

This tracking scenario considered an urban environment in
the city of Ottawa, Canada, as a model to test the tracking
system performance. The six-element spiral antenna array was
placed on top of a car, the height of the vehicle set to 1.5 m,
and the car model available in the Wireless-InSite software
was used, represented by conducting material only. The ground
plane of the antenna array was separated from the top of the
vehicle by 4 mm. In this scenario, only the lower frequency
(f = 402 MHz) was considered, and therefore two triangles
of elements were implemented as described in Section II.
An urban area consists of many buildings of different materials
and height levels: a maximum height of 50 m was used for the
evaluation process, as shown in Fig. 11. An omnidirectional
transmitting antenna was located at a height of 1.5 m and the
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Fig. 11. Showing outdoor-to-outdoor tracking scenario; 1 is the starting point
of the tracking process and 2 is the location of the hidden object.

transmitting power level was set to 0.3 W (i.e., 24.78 dBm).
With a single snapshot during the whole tracking process,
the proposed sensor array was assumed to receive ten paths
at each element, each having different power, TOA, and
phase. However, due to obstructions, shadowing, and fading
phenomena, the number of received paths could be less than
ten.

A superposition theory approach was applied using the
first and second triangular sets of elements, Tr1 and Tr2 and
hence two different received data matrices were constructed,
based on these triangles. To remove the coupling effects that
can influence the estimation accuracy, a decoupling method
was applied to compensate for such effects. In the urban
area illustrated in Fig. 11, the received signal consists of
multiple NLOS paths caused by reflections from the scatterers
present in the propagation path between the transmitter and the
receiver. Even when the LOS signal is available, a difficulty
lies in the separation of the true LOS path from the delayed
and overlapped replicas arriving at the receiver: the addition
of noise further complicates the process. In addition, the mul-
tipath fading effects of the environment, such as Doppler shift
signal attenuation, scattering, and low SNR make the process
of detection of the signal source extremely difficult. All of
these problems make it difficult to detect the LOS signal with
absolute certainty.

To improve the signal source detection and obtain bet-
ter resolution of the channel response in the time domain,
a coded OFDM scheme was integrated with the proposed
tracking system to mitigate the negative effects of multipath
and improve the ability of the PV algorithm to resolve the
received paths successfully. Therefore, the compensated data
were passed to the OFDM scheme, where the modulation
bandwidth was set to 5 MHz. This bandwidth was divided into
32 subcarriers, as illustrated in Fig. 12. The IFFT was then
applied to the channel transfer function that was obtained to
acquire the impulse response with arriving paths. After this,
the impulse response data for each triangular set was passed
to the PV method, where the decision of the movement from
one place to another considered the computed angle based
on four strategies. These strategies are the least TOA OFDM
subcarrier, the strongest OFDM subcarrier, and the average of
all (or some) of a selected number of OFDM subcarriers.

The ultimate decision on the movement takes into account
all the strategies mentioned above by computing the mean

Fig. 12. OFDM scheme using 32 subcarriers of the Tr1 element set at the
Rx1-1 point. (a), (c), and (e) Normalized power of the Tr1 sensors while (b),
(d), and (f) represent the corresponding phases for each element.

estimated angle (φ̂m), defined in the equation below

φ̂m =
(
φ̂1 + φ̂2 + φ̂3 + φ̂4

)
T r1 + (φ̂1 + φ̂2 + φ̂3 + φ̂4

)
T r2

8
.

Here, φ̂1 is the estimated angle based on the least TOA
OFDM subcarrier, φ̂2 is the estimated angle based on the
strongest OFDM subcarrier, φ̂3 is the estimated angle based
on the average of the strongest five OFDM subcarriers, and
φ̂4 is the estimated angle based on the average of all OFDM
subcarriers. The scanning angle step was set at δ∅ = 0.5◦
and ε = 0.01. The RSS method can be implemented on any
wireless communication system without the need to change
the hardware significantly. It can measure the average strength
of incident signals from different paths at any given location.
Thus, the RSS method was used as an extra tool to ensure
that tracking was on the correct route, by reading the strength
of the received paths at each move. The first measurement
in the tracking process was taken at point Rx1-1 and then at
point Rx2-1 and so on until the last point at Rx8-1. The car’s
position measurements at these points and the location of the
hidden object are given in Table IV. At each measurement
point, the estimated angles φ̂1, φ̂2, φ̂3, and φ̂4 based on both
the Tr1 and Tr2 sets were computed, the results being presented
in Table V. The mean estimated angle, φ̂m , was calculated and
presented in Table VI and then it was used as a final decision
on the movement from one location to the other.

The RSS was measured at each position as presented
in Table VI and compared with the previous reading just
to ensure that the vehicle moved in the correct tracked
route. At the Rx1-1 and Rx2-1 points, φ̂m is 186.24◦ and
203.62◦, respectively, and therefore, the car moved toward
the left direction, and another measurement was taken at the
Rx3-1 point, as shown in Fig. 11. The measured RSS at
this point compared to the previous two readings confirmed
that the tracking process was proceeding in the correct route.
The measured angle at Rx3-1, φ̂m , was 271.74◦, and thus,
the direction of the car’s movement was changed by 90◦ (i.e.,
it turned left), and it continued in the same direction until it
reached point Rx5-1 since the measured angle at Rx4-1 was
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TABLE IV

SHOWING THE SEQUENCE AND LOCATION OF THE RECEIVER AT
EACH POINT IN THE TRACKING PROCESS IN ADDITION TO THE

TRANSMITTER LOCATION

TABLE V

SHOWING THE ESTIMATED DIRECTION AT EACH MOVEMENT USING

TR1 AND TR2 WITH SEVERAL CRITERIA

269.12◦. The mean estimated angle at the Rx5-1 point was
206.18◦ and, hence, the direction of movement was turned
right, as shown in Fig. 11. A new measurement was taken
at the point Rx6-1 and the measured angles indicate that
the movement direction needed to be turned left, as given
in Fig. 13 and Table VI.

The reasons for the deviation of the results at the measured
points Rx5-1 and Rx6-1 are that the arrival paths come from
two different main routes (φ = 180◦ and 270◦) while the
receiver subarrays consist of only three elements. Moreover,
by assuming one element from each subarray as a reference,
then, only two elements are left to compute the time delay.
Consequently, due to the size of the subarrays being small,
relatively high deviations in the obtained results can occur at
those two measured points. To overcome this issue, we need to
increase the number of antenna elements, for example, use 8,
10, or 12 elements, where two squares, pentagons, or hexagons
are constructed, respectively, for the lower band.

However, size, hardware implementation, and computational
complexity will increase significantly. Another new measure-
ment was taken at point Rx7-1, where the direction was
slightly changed toward the right to find the hidden object.
Lastly, all the measured angles at the point Rx8-1, based on
several strategies, indicated the location of the hidden object
accurately, as given in Table V. It is also clear from this table
that the measured RSS during the tracking steps showed that

Fig. 13. Estimated AOA at each movement using the PV method. (a) Direc-
tion estimation using Tr1. (b) Direction estimation using Tr2.

TABLE VI

SHOWING THE RSS, φ̂m, THE MEAN ACTUAL DIRECTION (φm), AND

THE ABSOLUTE ESTIMATION ERROR AT EACH MOVEMENT

the vehicle was traveling in the correct direction toward the
object.

The performance of the PV method using both Tr1 and Tr2
through these positions is depicted in Fig. 13. As illustrated,
this method provides sharp peaks and accurate estimation
using only three sensors. The overall performance of the
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Fig. 14. Overall tracking system performance.

Fig. 15. University of Bradford campus (eastern half).

system can be presented based on the locations of the receiver
at all the measurement points, indicated by red circles, and
the corresponding mean estimated directions at these points,
as shown in Fig. 14. The blue arrows represent the route of the
vehicle movement during the tracking process. This system is
suitable to be placed above a mobile vehicle to work as a base
station for tracking and search applications. Therefore, it is a
powerful tool to adopt for such applications.

D. Outdoor-to-Indoor Localization Scenario

This scenario investigates the performance of the localiza-
tion system to deduce, for emergency or security applications,
the position of an agent located inside a building. Since the
tracking process, typically starts from outside and most of
the buildings consist of many floors, the estimation of both
azimuth and elevation angles was required to ensure accurate
localization. In this scenario, the eastern half of the campus
of the University of Bradford (U.K.), illustrated in Fig. 15,
was considered. The campus was modeled using the Wireless-
InSite software, as shown in Fig. 16. All the relevant building
materials, for instance, brick, concrete, glass, wood, and
other materials were taken into account in the testbed model.
Further to this, the permittivity and conductivity of these

Fig. 16. Showing outdoor–indoor tracking scenario; 1 is the starting point of
the tracking process, 2 is the Horton Building, 3 is the location of the hidden
object at the fifth floor inside the Chesham B Block, and 4 is the fitness and
lifestyle building.

materials were calculated and inserted in the Wireless InSite
software to ensure an accurate simulation process.

It is noteworthy that, as the number of paths increased,
and the differences in power between these paths decreased,
the decisions about direction became more difficult. The higher
frequency (f = 837 MHz) band was chosen and therefore
all six elements of the spiral sensor array could be exploited
in the signal processing stage. An omnidirectional transmitter
antenna was placed at point 3, as shown in Fig. 16, whereas
the receiver was assumed located 1.5 m above the ground,
as illustrated at point 1 in Fig. 16.

As this type of environment suffers from intensive multiple
propagation paths, the tracking process in this scenario uses
the same criteria to support the direction of the movement such
as the earliest TOA path, the strongest path, and so on. The
mean estimated angles (θ̂m , φ̂m) =

(
(
∑4

i=1 θ̂i/4), (
∑4

i φ̂i/4)
)

were used as the ultimate decision to move from one place
to another. The tracking process started by receiving the
channel response and this was then processed using the OFDM
modulation scheme over 5 MHz bandwidth: this was divided
into 32 subcarriers. After this, the IFFT technique was applied
to the received channel transfer function to acquire the impulse
response with ten paths. Next, the received data matrix was
constructed and a decoupling method applied. Finally, the PV
method was used to determine the direction of the received
signal paths. The RSS was also measured in this scenario for
the same reason as in the previous scenario.

The first measurement in the tracking process was at point
Rx1.1 (i.e., No. 1 in Fig. 16). The estimated AOA based
on the least TOA subcarrier criteria indicated a line in the
direction of the hidden transmitter appearing to be inside
the Horton block, No. 2 in Fig. 16. However, the estimated
angles at this point, taking account of all the other criteria,
showed the received paths coming from different directions,
as given in Table VII and Fig. 17(a). Hence, the movement
decision based on the mean estimated angles was to move
forward and another measurement was then taken at point
Rx1.2. At this point, the measured directions were used to
determine the next movement forward in the direction of
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TABLE VII

ESTIMATED ANGLES AT EACH MOVE BASED ON SEVERAL SCENARIOS

Fig. 17. 3-D estimated AOAs with the outdoor–indoor scenario. (a) First
move at Rx1.1 point. (b) Second move at Rx1.2 point. (c) Third move at
Rx1.3 point. (d) Fourth move at Rx1.4 point. (e) Fifth move at Rx1.5 point.
(f) Sixth move at Rx1.6 point.

the transmitter. The estimation performance of the scheme
is depicted in Fig. 17(b): the movement decision was also
to move forward and the third measurement was considered
at point Rx1.3. The performance estimation at this point
is depicted in Fig. 17(c), while the estimated angles based
on each criterion are presented in Table VII. Based on the
mean estimated angles in Table VIII, the direction of the
movement has been changed by 90◦. The measured RSS at
this point, −58 dBm, when compared to the previous readings
(−72.5 and −67.6 dBm, respectively), verified that the receiver
is approaching the location of the hidden object.

At Rx1.4, the computed angles based on the least TOA
subcarrier, the strongest subcarrier, and averaging all of the
subcarriers indicated that the tracked object existed inside the
Chesham B block (No. 3 in Fig. 16) as shown in Fig. 17(d)
and Table VII. However, the computed angles, based on the
averaging of the five strongest subcarriers, indicated the hidden

TABLE VIII

SHOWING THE RSS AND MEAN ESTIMATED ANGLES (θ̂m , φ̂m )

object to be inside the Horton building. As it was clear
that the test environment suffered from extensive multipath
propagation effects, another new measurement was required
to ensure accurate localization. Hence, based on the obtained
values of θ̂m and φ̂m at this point, the movement direction was
altered by 20◦. The next reading was taken at point Rx1.5.

The obtained direction at this point confirmed that the
hidden object was indeed located inside the Chesham building,
as given in Fig. 17(e). To make sure that the estimation
was correct, another movement was added, namely, at the
Rx1.6 point. The direction now obtained confirmed the hidden
object to be inside the Chesham building. This can be seen
clearly from Fig. 17(f) and the recorded results in Tables VII
and VIII. Based on the above argument and according to
the results given in Fig. 17 and Table VIII, the scheme has
determined the location of the hidden object, overcoming
multipath effects. The proposed scheme roughly determined
the position of the tracked object at the fourth move [see
Fig. 17(d)] and then finally confirmed that at points Rx1.5 and
Rx1.6 [see Fig. 17(e) and (f)].

VII. CONCLUSION

In this article, a dual-band compact-size and low complex-
ity localization system has been proposed for outdoor and
outdoor–indoor tracking applications, based on an efficient
AOA method and using small omnidirectional spiral antennas
suitable for possible integration on top of vehicles. A sensor
array geometry, which is capable of working in dual-band
mode simultaneously, was modeled, and a superposition theory
for two different triangular subarrays was applied to enhance
the performance of the proposed tracking system at the lower
frequency. An OFDM modulation scheme over a wideband
spectrum was used to improve the performance of the tracking
system. Decoupling was applied to compensate for MC and
hence to improve the estimation accuracy. The proposed
system, based on the PV algorithm, was used to track a
moveable object in a realistic simulation and compared with
many popular existing AOA techniques. The obtained results
verified the effectiveness and strength of the PV technique
for such applications. Two localization scenarios were imple-
mented: outdoor to outdoor and outdoor to indoor, using
single measurements under multipath propagation conditions
to evaluate and test the proposed tracking system performance.
Decisions on the movement of the tracker from one position
to another considered the earliest TOA subcarrier, the highest
subcarrier power, and the average of some and all of the
arrival subcarriers to support the estimated direction for the
tracking process. The RSS was read and used as an extra tool
to make sure the receiver movement was on the correct route.
The results demonstrated that the proposed scheme worked
efficiently, with far lower processing requirements (and hence
greater speed) than alternative strategies.
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APPENDIX A

DEVIATION OF (47)

The parameters of (47) have been derived and the results
can be given as follows:

G =
[

G1 G2

GT
2 G3

]
(A.1)

G1, G2, and G3 can be obtained as follows:

G1 = c1

M∑
i=1

ĀT
i Āi + c2

M∑
i=1

Ã
T
i Ãi (A.2)

G2 = −c1

M∑
i=1

ĀT
i Ãi + c2

M∑
i=1

Ã
T
i Āi (A.3)

G3 = c1

M∑
i=1

Ã
T
i Ãi + c2

M∑
i=1

ĀT
i Āi (A.4)

c1 and c2 can be calculated using the formulas below

c1 =
∫ −∞

+∞

∫ +∞

−∞
y2

1

f (e)
dēdẽ (A.5)

c2 =
∫ −∞

+∞

∫ +∞

−∞
y2

2

f (e)
dēdẽ (A.6)

y1 and y2 can be defined as follows:

y1 = M

T∑
j=1

e−
T∑

j=1

e− (A.7)

y2 = M

T∑
j=1

e−
T∑

j=1

e− (A.8)

�t =
[
�t1
�t2

]
(A.9)

�t1 and �t2 can be computed as given below:

�t1 = c1

M∑
i=1

(
ĀT
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where

Q(t) = (t)
H
(t)

Di = [ DT
1 DT

2 · · · · · · DT
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Finally, ϒ can be given as described below:
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When m̄(t) and m̃(t) have the same distribution, then

c1 = c2 =
∫ −∞

+∞

∫ +∞

−∞
y2

1

f (e)
dēdẽ (A.13)

G =
[

Ḡ −G̃
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(A.14)
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(A.15)

G = c1 AH A (A.16)

�(t) = c1 AHQ(t)D. (A.17)

Many numerical methods can be used to solve c1; however,
one can exploit the MATLAB function “dblquad” to obtain c1.
When nonGaussian noise goes to zero [i.e., m(t)], then, m →
0, �̄ → 0, �̃ → 0 and therefore, the limit of (41) becomes as
follows:

lim
m(t)→0
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The limit of (A.7) is
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By substituting (A.18) and (A.19) into (A.13) and taking
the limit yields

lim
m(t)→0

c1 = lim
m(t)→0
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Under these conditions, (48) becomes as follows:

C RL B(θ) = σ 2

2L

(
L∑

t=1

Re
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DH WQ(t)D
})−1

(A.21)

where W = I − A
(

AH A
)−1

AH .
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