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Abstract— Antenna array beamforming (BF) refers to a
real-time procedure that aims at calculating the proper feeding
weights applied to the array elements in order to create a
main lobe and a number of nulls toward respective preassigned
directions. Most of the research performed on BF has been
based on a simplified mathematical model, which ignores the
nonisotropic radiation pattern of the array elements and the
element mutual coupling. This article introduces an innovative
way to incorporate the actual radiation pattern of the array
elements and the element coupling into two popular deterministic
BF methods, thus making these methods applicable to realistic
antenna arrays. These two modified methods are applied in
several scenarios, where a desired signal and several interference
signals with various directions of arrival are received by a
realistic microstrip linear antenna array. The statistical analysis
performed in every scenario demonstrates the validity and
effectiveness of the proposed modification.

Index Terms— Antenna array beamforming (BF), direction
of arrival (DoA), microstrip arrays, minimum variance dis-
tortionless response (MVDR), mutual coupling, null steering
beamforming (NSB).

I. INTRODUCTION

ANTENNA array beamforming (BF) is related to a particu-
lar problem that has to be solved in real time. It concerns

the calculation of feeding weights applied by a proper feeding
network to the elements of the antenna array in order to
make the array create a main lobe and a number of radiation
nulls toward respective preassigned directions [1]–[19]. In fact,
the main lobe direction must coincide with the direction of
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arrival (DoA) of a desired incoming signal (DIS), while the
directions of the nulls must coincide with DoAs of the respec-
tive undesired incoming signals (UISs). Usually, a UIS is an
interference signal received by the antenna array at the same
time as DIS. Therefore, the null creation helps the array to
suppress every UIS and ameliorate the reception of DIS, thus
improving the signal-to-interference-plus-noise ratio (SINR).

The great difficulty in solving this problem is that the
feeding weights must be calculated again and again in real
time and every time when changes occur in DoA of a DIS or
in DoA of a UIS. In such ever-changing environments, evo-
lutionary optimization methods [20]–[28] are not practically
useful, because they need much time to give a solution due to
their iterative structure. Of course, there is always the option of
using neural networks (NNs) [29]–[32], which are capable of
keeping the performance of a beamformer at sufficient levels,
while providing an instant response. In fact, the efficiency
of the NNs is due to the use of the data derived from
deterministic or evolutionary methods. These data are used
for NN training, which takes place before the NNs come
into operation. By applying training as a preliminary process,
an NN improves its efficiency and due to its structure it also
provides immediate response. Nevertheless, the NN training is
a time-consuming process, not to mention the time required
if an evolutionary method is employed to extract all these
training data. In addition, the training process may ensure
the efficiency and functionality of an NN only in stable
electromagnetic environments. Changes in DoA of a DIS
or in DoA of a UIS create an ever-changing environment,
which means that new training data must continuously be
extracted and an NN training process utilizing these new data
must continuously be performed, thereby converting these two
time-consuming processes (data extraction and NN training)
into real-time processes. Thus, it becomes evident that time
response and efficiency of NN are two conflicting issues in
such an environment.

On the other hand, deterministic methods are mostly
suitable, because the absence (or the small number) of
iterations and the lack of need for training provide incredibly
fast solution to the problem, and for this reason several such
methods have been proposed so far [4]–[19]. Nevertheless,
most of the research performed so far on deterministic
methods of antenna array BF has been based on a simplified
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mathematical model, because the antenna array factor is
treated as the total radiation pattern, without taking into
account the particular nonisotropic radiation pattern that the
array elements may produce and without considering the
mutual coupling between the array elements.

This article introduces a novel idea to incorporate the actual
nonisotropic radiation pattern produced by the array elements
and the mutual coupling between these elements into deter-
ministic BF methods, thus making these methods applicable to
realistic antenna arrays. Two popular BF methods, namely the
minimum variance distortionless response (MVDR) method
and the null steering BF (NSB) method [1], [2], are properly
modified according to this new idea in order to be applied
on a realistic microstrip linear antenna array. To the best of
the authors’ knowledge, such a modification has never been
applied to BF methods.

The validity and the effectiveness of the proposed modifica-
tion are thoroughly examined in Section VI, by implementing
several scenarios of signal reception and by applying a detailed
statistical analysis in every scenario. The results prove that
the proposed modification makes the BF methods capable
of responding accurately, despite the nonisotropic radiation
pattern of the array elements and the mutual coupling between
these elements.

II. PRIOR ART

A lot of research related to BF can be found in the
literature. A big part of this research concerns determinis-
tic BF methods [4]–[19]. The numerical pattern synthesis
technique, proposed in [4], can be used for BF and, due
to its iterative structure, it can additionally be employed
for sidelobe level (SLL) control. A combination of BF and
multiple-input multiple-output (MIMO) techniques is studied
in [5] and [6]. Efficient broadcasting through joint network
coding and BF is proposed in [7], while BF is employed
in [8] to implement virtual MIMO broadcasting. An interesting
comparison between analog and digital BF is performed in [9].
Adaptive BF methods are proposed in [10] and [11], while
an MVDR beamformer for null level control via quadratic
programming is proposed in [12]. BF methods with sidelobe
suppression are proposed in [13]–[16], while optimal BF meth-
ods implemented through convex optimization are proposed
in [17] and [18]. Finally, the method proposed in [19] for
pattern synthesis with low SLL takes into account the mutual
coupling between the elements of a linear antenna array and
could potentially be used to perform BF. All the methods
proposed in these literature seem to be really innovative.
However, they deal with the BF problem from a theoretical
aspect because, unlike the modified BF methods proposed in
this article, they ignore the nonisotropic radiation pattern of
the array elements and the element mutual coupling. The only
exception is the pattern synthesis method proposed in [19].
However, the iterative fast Fourier transform (FFT) algorithm
employed in this method may induce a time response issue
if the method is used to perform BF in a rapidly changing
environment.

Another part of the research related to BF concerns evolu-
tionary optimization methods [20]–[28]. A BF method is pro-

posed in [20] by using an evolutionary method called invasive
weed optimization (IWO). A binary version of particle swarm
optimization (PSO), which applies mutation to the velocities of
the particles, is proposed in [21] to implement a BF method,
while a differential evolution algorithm is employed for BF
in [22]. Various evolutionary methods, such as PSO in [23],
IWO in [24], and genetic algorithms in [25], are employed to
perform BF and also to achieve a low SLL. A hybrid method
that integrates interval analysis and PSO is applied in [26]
and [27] to implement BF in linear antenna arrays. Finally,
a combination of the ant colony optimization and the least
mean squares algorithm is proposed in [28] to perform BF and
also to achieve a low SLL in thinned fractal antenna arrays. All
these evolutionary methods are really effective in a stable or
slowly changing electromagnetic environment. Nevertheless,
they may become ineffective in fast-changing environments,
because they need a considerable amount of time to give
a solution due to their iterative structure, as mentioned in
Section I. It is therefore apparent that a real-time process, such
as the BF, requires primarily noniterative algorithms, because
such algorithms usually have instant response, as is the case
with the modified BF methods proposed in this article.

NNs have also been used for BF [29]–[32]. In [29] and [30],
three-layer radial basis function NNs trained by data derived
from deterministic BF methods are employed for BF. In [31]
and [32], four-layer feed-forward NNs trained by data derived
from evolutionary methods (i.e., a binary PSO variant in [31]
and an IWO variant in [32]) are employed to perform BF
and also to achieve a low SLL. As explicitly explained in
Section I, an NN has the ability to work efficiently only after
the accomplishment of two time-consuming processes, that is,
the extraction of training data and the NN training. It is evident
that time-consuming processes can be implemented only in
stable or slowly changing electromagnetic environments. In an
ever-changing environment where states change rapidly, these
two processes (data extraction and NN training) usually fail to
complete before every subsequent state change, thus resulting
in NN’s inability to work efficiently. Therefore, the modified
BF methods proposed here are preferable, because no training
process is required prior to their usage.

In addition, a lot of applications related to BF can be found
in the literature [17], [18], [33]–[42]. Optimal BF methods
suitable for airborne radars are proposed in [17] and [18],
while in [33] an intelligent BF system is proposed for the
reception of direct broadcast satellite signals. A monolithic
integration of a modified Butler matrix BF network and a
four-arm spiral antenna is implemented in [34] for efficient
operation from 50 to 75 GHz. A BF system is proposed
in [35] for the reception of digital video broadcasting second
generation terrestrial signals in high-speed train environments.
A linearly constrained minimum variance BF method is
presented in [36] as a technique to improve the calibration
efficiency of an array-fed reflector antenna. In [37], various
BF strategies that utilize the available excitation modes are
applied to a quad-mode antenna in order to maximize the
gain, the signal-to-noise ratio (SNR), and the polarization
discrimination, while maintaining a minimum noise over the
field of view. In [38], efficient BF solutions are proposed to
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Fig. 1. Microstrip linear array used in receiving mode by a beamformer.

improve the quality of service in the 60 GHz band covered by
the IEEE 802.11ad wireless networking standard. An optimal
BF algorithm, suitable for antenna arrays used in future
multibeam radiometers, is introduced and evaluated in [39],
while novel digital BF array feeds are proposed in [40] to
improve the performance of the microwave radiometers used
in future ocean observation missions. In [41], a holistic design
procedure together with a dedicated optimal BF process has
been developed for the next generation multibeam radiometer
systems. Finally, a novel reconfigurable antenna, operating
from 3.5 to 5.5 GHz, is proposed in [42] for beam-steering,
which is achieved by a proper control of p-i-n diodes. The BF
methods proposed here have properly been modified in order
to be applicable to realistic antenna arrays. Consequently,
these methods are expected to be utilized in a considerable
number of real-life applications related to BF.

III. CONVENTIONAL BF METHODS

According to the theoretical aspect of the BF problem,
a DIS s0 and N UISs sn (n = 1, . . . , N) are received at
frequency f (that corresponds to wavelength λ) by a linear
array of M ideal point sources (M > N) [1], [2]. The DoA
of every signal sn (n = 0, 1, . . . , N) is defined by a respective
polar angle θn (n = 0, 1, . . . , N), which actually is the angle
between DoA of the signal and the z-axis (see Fig. 1) and
therefore it can be called as “angle of arrival” (AoA). The point
sources are arranged along the z-axis and are uniformly spaced
at distance d . It is easy to realize that each source produces an
omnidirectional radiation pattern and that no coupling exists
between any two sources. The radiation pattern of such an
array is expressed by the antenna array factor as follows:

AF(θ) =
M∑

m=1

Im exp( jβzm cos θ) (1)

where Im (m = 1, . . . , M) are the currents applied to the
point sources, β is the free space wavenumber (β = 2π /λ),
zm (m = 1, . . . , M) are the positions of the sources along the
z-axis and θ is the polar angle that determines the observation

direction. It must be noted that, when the array is in receiving
mode, the currents Im (m = 1, . . . , M) act as multipliers of the
signals xm (m = 1, . . . , M) created by the point sources due
to the reception of DIS and N UISs. Since the use of matrix
notation is more convenient for calculations in the complex
frequency domain, we may consider that Im = w∗

m , where
wm is a weight that expresses the conjugate value of the mth
current. Then, (1) is transformed into the form

AF(θ) =
M∑

m=1

w∗
m exp( jβzm cos θ) = wH a(θ) (2)

where

w = [w1 · · · wM ]T (3)

is the weight vector, and

a(θ) = [ exp( jβz1 cos θ) · · · exp( jβzM cos θ) ]T (4)

is the “steering vector” that corresponds to the observation
angle θ , while the superscripts T and H indicate the transpose
operation and the Hermitian transpose operation, respectively.

The MVDR method aims at minimizing the mean power of
the beamformer output signal component created by UISs and
noise, while keeping the output signal component created by
DIS undistorted [1], [2]. To achieve these goals, the weight
vector must be calculated according to the expression

wMV = R−1
xx a(θ0)

aH (θ0)R−1
xx a(θ0)

(5)

where a(θ0) is the steering vector that corresponds to AoA θ0

of DIS, and Rxx is the correlation matrix of the signals
xm (m = 1, . . . , M).

The MVDR method can also be applied as a DoA estimation
method, that is, a method that calculates the values of AoAs
of all the received signals [1], [2]. In fact, these values
correspond to the local maxima of the “spatial spectrum” of
the beamformer output mean power, which is given by the
following formula:

Pout(θ) = 1

aH (θ)R−1
xx a(θ)

(6)

where Pout(θ) expresses the mean power of the beamformer
output signal as a function of the observation angle θ and is
maximized when θ coincides with AoA of an incoming signal.
It is evident from (6) that the calculation of this spectrum is
based upon matrix Rxx . Changes in AoAs of the incoming
signals create changes in xm (m = 1, . . . , M) and therefore
changes in Rxx , resulting finally in a spatial spectrum with
new local maxima that correspond to the new values of AoAs
θn (n = 0, 1, . . . , N).

The NSB method aims at nullifying the beamformer out-
put signal component created by UISs, while keeping the
output signal component created by DIS undistorted [1], [2].
To achieve these goals, the weight vector must be calculated
according to the expression

wN S = A(AH A)−1u1 (7)
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where

A = [a(θ0) a(θ1) · · · a(θN )] (8)

is an M ×(N +1) matrix, called as the “total steering matrix,”
constructed by the steering vectors that correspond to AoAs
of all the received signals (i.e., DIS and N UISs), and

u1 = [1 0 · · · 0]T (9)

is a unit vector composed of N + 1 elements.
The theoretical BF model is based upon specific assump-

tions, which are given next.

1) There is no correlation between DIS s0 and any UIS si

(i = 1, . . . , N).
2) There is no correlation between any two noise signals ni

and n j (i , j = 1, . . . , M) created at the positions of the
array elements, which means that the noise correlation
matrix Rnn is well approximated as

Rnn = Pn IM×M (10)

where Pn is the noise mean power and IM×M is the
M × M identity matrix.

3) There is no correlation between any incoming signal
si (i = 0, 1, . . . , N) and any noise signal n j ( j =
1, . . . , M).

It is considered that these three assumptions apply to the
realistic BF model as well. Due to these assumptions, the SINR
is calculated by the following formula:

SINR[dB] = 10 log

(
Ps0 wH a(θ0) aH (θ0) w

wH Au Ruu AH
u w + Pn wH w

)
(11)

where Ps0 is the mean power of DIS, Ruu is the correlation
matrix of UISs, and

Au = [a(θ1) · · · a(θN )] (12)

is the steering matrix of UISs (M × N matrix), also called
as the “UISs steering matrix.” Furthermore, due to the third
assumption, Rxx can be expressed as follows:

Rxx = A Rss AH + Rnn (13)

where Rss is the correlation matrix of all the received signals
(i.e., DIS and N UISs). Finally, due to (10) (i.e., the second
assumption), (13) is transformed into the form

Rxx = A Rss AH + Pn IM×M . (14)

IV. MODIFIED BF METHODS

In reality, an antenna array is not composed of ideal point
sources but consists of elements, which produce a particular
nonisotropic radiation pattern and interact with each other
due to mutual coupling. So, let us consider an antenna array
composed of M rectangular microstrip elements (M > N),
which are parallel to the yz-plane, are arranged along the
z-axis and are uniformly spaced at distance d , as shown
in Fig. 1. The microstrip elements are constructed according to
the inset-feeding technique [43], [44], because they can easily
achieve an input impedance equal to 50 � without the need for
any additional matching network. The input of every element

is located in the middle of the element side, which is parallel
to the z-axis. Consequently, the electric theta-component Eθ

is negligible on the xz-plane at directions around the x-axis
compared to the electric phi-component Eϕ (Eθ � Eϕ). To
validate this assumption, several trials were carried out, where
Eθ and Eϕ were calculated by performing a full-wave analysis
on the microstrip array with the CST software package [45].
All the comparisons between Eθ and Eϕ validated the above
assumption at least for values of θ within the angular sector
[30◦, 150◦]. So, the total radiation pattern of the realistic array
on the xz-plane can be represented only by Eϕ , which in turn
is a function of angle θ .

Furthermore, Eϕ can be expressed in the form

Eϕ(θ) =
M∑

m=1

Im eϕm(θ) (15)

where eϕm(θ) is the electric phi-component produced by the
whole array when only a unitary current is considered at the
input of the mth microstrip element and all the other currents
are equal to zero. It is apparent that the actual radiation pattern
of the microstrip elements and the mutual coupling between
them are incorporated in every eϕm(θ). All these components
(eϕm(θ), m = 1, . . . , M) can be extracted by performing
a full-wave analysis on the microstrip array with the CST.
To validate (15), several comparisons were carried out between
the radiation pattern Eϕ(θ) of the array derived directly by the
CST and Eϕ(θ) derived by (15). All the comparisons exhibited
absolute similarity.

By considering that Im = w∗
m and by applying the matrix

notation as in the case of the theoretical antenna array model,
(15) is transformed into the form

Eϕ(θ) =
M∑

m=1

w∗
m eϕm(θ) = wH eϕ(θ) (16)

where

eϕ(θ) = [eϕ1(θ) · · · eφM(θ)]T (17)

is a vector constructed by all the electric phi-components
eϕm(θ) (m = 1, . . . , M) that correspond to a certain polar
angle θ , and therefore it can be called as the “electric phi-
vector.” By comparing (2) and (16), which express the total
radiation patterns of the theoretical and the realistic array,
respectively, on the xz-plane, we see that they are both
produced by the dot product of the weight vector w and
another vector, which is the steering vector in the case of the
theoretical array or the electric phi-vector in the case of the
realistic array. In other words, if a(θ) is replaced by eϕ(θ),
then a transition is made from the radiation pattern of the
theoretical array to the radiation pattern of the realistic array.
Furthermore, if this replacement is made in any expression that
applies to the theoretical array, then the modified expression
will apply to the realistic array. Such replacements are going to
be made in the expressions of the MVDR and NSB methods,
as given in the following.

By replacing every a(θn) with eϕ(θn) in (7) and (14), we,
respectively, get

wN S = Eϕ

(
EH

ϕ Eϕ

)−1
u1 (18)
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and

Rxx = Eϕ Rss EH
ϕ + Pn IM×M (19)

where

Eϕ = [eϕ(θ0) eϕ(θ1) · · · eϕ(θN )] (20)

is an M× (N +1) matrix, similar to A in structure, constructed
by the electric phi-vectors that correspond to AoAs of all
the incoming signals, and therefore it can be called as the
“total electric phi-matrix.” Furthermore, due to (19) and by
replacing a(θ0) with eϕ(θ0) in (5), we get

wMV =
(
Eϕ Rss EH

ϕ + Pn IM×M
)−1

eϕ(θ0)

eH
ϕ (θ0)

(
Eϕ Rss EH

ϕ + Pn IM×M
)−1

eϕ(θ0)
. (21)

Finally, by replacing every a(θn) with eϕ(θn) in (11), we get

SINR [dB] = 10 log

(
Ps0 wH eϕ(θ0) eH

ϕ (θ0) w

wH Eϕu Ruu EH
ϕu w + Pn wH w

)
(22)

where

Eϕu = [eϕ(θ1) · · · eϕ(θN )] (23)

is an M × N matrix, similar to Au in structure, constructed
by the electric phi-vectors that correspond to AoAs of UISs.
So, Eϕu can be called as the “UISs electric phi-matrix.” It is
apparent that (18), (19), (21), and (22) apply to the realistic
BF model.

What is really important is to have a beamformer capable of
providing reliable results with the least possible information.
A beamformer based on the NSB method needs to know only
AoAs of the received signals. From these angles, the beam-
former constructs Eϕ using (20) and finally calculates the
weight vector using (18). The MVDR method seems to be
more demanding than the NSB method, because it needs to
know the matrix Rss besides AoAs of the received signals.
Thus, it would be really noteworthy if the MVDR method
could work effectively using only the values of AoAs θn

(n = 0, 1, . . . , N) and without the knowledge of the matrix
Rss , as happens with the NSB method. For this purpose,
we decided to assume that Psn = 1 (n = 0, 1, . . . , N) and
also that there is no correlation between any two incoming
signals. Under these two assumptions, Rss and Ruu can be
well approximated as identity matrices. Then, (21) and (22)
are replaced, respectively, by the expressions

wMV =
(
EϕEH

ϕ + PnIM×M
)−1

eϕ(θ0)

eH
ϕ (θ0)

(
EϕEH

ϕ + PnIM×M
)−1

eϕ(θ0)
(24)

and

SINR[dB] = 10 log

(
wH eϕ(θ0) eH

ϕ (θ0) w

wH Eϕu EH
ϕu w + PnwH w

)
(25)

where Pn may be extracted from the SNR as follows:
Pn = 10−SNR/10. (26)

By replacing a(θ) with eϕ(θ) in (6), we derive the
expression

Pout(θ) = 1

eH
ϕ (θ) R−1

xx eϕ(θ)
(27)

which is used for DoA estimation in the realistic case. It is
obvious that the only information used by (27) to perform DoA
estimation is provided by Rxx . Since, in our article, Rxx is not
constructed from experimental data but is simulated through
Rss using (19), we must not consider Rss as an identity matrix,
because if we do so, we will lose useful information about
the incoming signals and finally (27) will wrongly estimate
the spatial spectrum. For good agreement with the reality,
it is better to calculate Rss from samples of the incoming
signals.

V. OPTIMIZATION OF REALISTIC

MICROSTRIP LINEAR ARRAY

The linear antenna array employed by the beamformer
is intended for operation at 800 MHz and consists
of 16 microstrip rectangular patches (M = 16) uniformly
spaced at a fixed distance d = λ/2 (λ is the wavelength
at 800 MHz). The patches are considered to be developed
on a Rogers RT/duroid 5880 substrate that has a thickness
h = 1.575 mm and an electric permittivity εr = 2.2 [46].
The thickness of the copper cladding, used in the CST for the
modeling of the microstrip patches and the ground plane at
both sides of the substrate, is considered to be equal to 35 μm.

In real life, an antenna array usually satisfies requirements
that have a practical value, like impedance matching. There-
fore, it would be of great interest to compose the array with
microstrip elements matched to 50 � sources (like a commer-
cial microstrip array). To do so, the microstrip elements are
designed by applying the inset-feeding technique [43], [44].
This technique helps the array elements to easily achieve
impedance matching. The parameters (W , L, q , g, δ, t) used
to describe the microstrip geometry that implements the inset-
feeding technique are shown in Fig. 1.

Since the mutual coupling between the microstrip elements
affects their input impedance, the impedance matching con-
dition can be satisfied by optimizing the whole array under
a requirement for S-parameters, which is Sm,m ≤ –20 dB
(m = 1, . . . , 16) at the input points of the 16 microstrip
elements. The optimization is performed by applying a PSO
variant called “PSO with velocity mutation” (PSOvm) [47].
In fact, the PSOvm algorithm employs the CST to perform a
full-wave analysis on the whole microstrip array and extract
the values of Sm,m (m = 1, . . . , 16) at the input points of the
16 microstrip elements. These values are gradually minimized
through the iterative procedure of the PSOvm algorithm and
finally become equal to or less than –20 dB. The optimization
is performed considering that all the array elements have equal
currents at their inputs (i.e., all the input currents are equal
to 1 + j0).

The optimized array geometry and the respective values of
Sm,m (m = 1, . . . , 16) at the inputs of the microstrip elements
are shown in Table I. It seems that the impedance matching
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TABLE I

GEOMETRY PARAMETERS AND Sm,m VALUES OF THE OPTIMIZED ARRAY

condition is fairly approximated by the two elements at the
ends of the array (1st and 16th) but is fully satisfied by the
rest of the array elements (m = 2, . . . , 15). Since the purpose
of this article is not the optimization of the microstrip array,
we decided to keep this geometry and to use it in the modified
BF methods. The only information needed by this geometry
to be incorporated in the modified BF methods is the electric
phi-components eϕm(θ), m = 1, . . . , 16. These components
are extracted for all the values of angle θ between 0◦ and
180◦ with step 0.01◦, by performing a full-wave analysis on
the optimized array with the CST.

VI. RESULTS

To demonstrate the validity and the effectiveness of the
proposed modification, both expressions (18) and (24) are
used to calculate the weight vectors in ten different scenarios
of signal reception. Each scenario concerns a DIS and a
predefined number N of UISs, all received by the antenna
array at the same time from different DoAs. It is noted that the
number N of UISs coincides with the sequential number (N th)
of the scenario. All AoAs must be chosen within the angular
sector [30◦, 150◦], because the assumption Eθ � Eϕ comes
true for polar angles within this sector (as explained in the
first paragraph of Section IV). To be able to extract conclusions
with respect to the spatial distribution of the incoming signals,
the angular distance �θ between any two adjacent signals (i.e.,
either between any two UISs or between DIS and any UIS)
is not defined at random but is considered to have a certain
value, that is, 6◦, 8◦, or 10◦. So, in every N th scenario, a large
number of combinations of N + 1 AoAs can be created as
follows.

1) Starting from the lower boundary (30◦) of the above
sector, we define a set of N + 1 equidistant angles
with an angular spacing �θ , that is, 30◦, 30◦ + �θ ,
30◦ + 2�θ, . . . , 30◦ + N�θ .

2) We define N + 1 combinations of angles, consider-
ing, each time, a different angle from the above set
as AoA θ0 of DIS and the other angles as AoAs
of UISs, that is, θ0 = 30◦ in the first combination,
θ0 = 30◦ + �θ in the second combination, . . . ,
θ0 = 30◦ + N�θ in the (N + 1)th combination.

TABLE II

MEAN VALUE AND STANDARD DEVIATION OF THE MAIN LOBE
DIVERGENCE, THE NULLS DIVERGENCE, AND THE SINR,

FOR �θ = 6◦ AND SNR = 0 dB

3) We increase all the angles of the previous set by a slight
step, for example, 0.1◦, thus creating a new set of N +1
equidistant angles with an angular spacing �θ (that is,
30.1◦, 30.1◦ + �θ , 30.1◦ + 2�θ, . . . , 30.1◦ + N�θ).

4) We define additional N + 1 combinations of angles,
considering, each time, a different angle from the above
set as AoA θ0 of DIS and the other angles as AoAs of
UISs.

5) We repeat steps 3 and 4, until the biggest angle of the
created set becomes greater than 150◦, that is, outside
the sector [30◦, 150◦].

In total, all ten scenarios are implemented for two different
values of SNR, that is, 0 and 10 dB, and for three different
values of �θ , that is, 6◦, 8◦, and 10◦. Then, a statistical
analysis is performed per value of �θ , per value of SNR, and
per scenario, thus calculating the mean values and standard
deviations (std’s) of 1) the divergence of the main lobe
direction from DoA of DIS, 2) the direction divergence of
the nulls from DoAs of the respective UISs, and 3) the SINR.
The statistical results are presented in Tables II–VII.

Tables II–VII reveal a causality between the results. Looking
at Tables IV–VII, we observe a slight increase in the diver-
gence of the main lobe direction, that is, an increase of about
0.1◦ in the mean value and up to 0.1◦ in the standard deviation,
and practically no divergence in the positions of the nulls,
as we move from the first to the tenth scenario. The slight
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TABLE III

MEAN VALUE AND STANDARD DEVIATION OF THE MAIN LOBE
DIVERGENCE, THE NULLS DIVERGENCE, AND THE SINR,

FOR �θ = 6◦ AND SNR = 10 dB

increase in the divergence of the main lobe direction can be
explained by the fact that the increase in the number of UISs
creates difficulty in finding DoA of DIS. However, both the
modified methods demonstrate a remarkable accuracy in the
positions of the nulls, regardless of the number of UISs or the
SNR value. This is because null steering is the first priority
task for both the methods.

A comparison between Tables IV and V or between
Tables VI and VII shows that the SNR does not affect the
divergence of the main lobe. Also, the mean values and
standard deviations of the SINR are almost the same in
Tables IV and VI, where SNR = 0 dB, while an increase
by 10 dB is observed in the SINR values in Tables V and VII,
where SNR = 10 dB. As we move from Table IV or V (where
�θ = 8◦) to Table VI or VII (where �θ = 10◦), respectively,
we observe a slight decrease of about 0.1◦ in the mean value
of the main lobe divergence and practically no change in the
standard deviation of the main lobe divergence. This slight
decrease is due to the increase in �θ , which makes the closest
nulls at both sides of the main lobe move away from the main
lobe peak and therefore the main lobe has less difficulty in
finding DoA of DIS.

The main lobe half-width of every antenna array has a
lower boundary, which depends on the array geometry (i.e., the
distances between the array elements and the element type).
This boundary, expressed as �θmin, is the minimum possible

TABLE IV

MEAN VALUE AND STANDARD DEVIATION OF THE MAIN LOBE
DIVERGENCE, THE NULLS DIVERGENCE, AND THE SINR,

FOR �θ = 8◦ AND SNR = 0 dB

distance between the main lobe peak and a null, and is the
actual parameter that affects the ability of the beamformer to
steer not only the main lobe toward DoA of DIS but also the
nulls toward DoAs of the respective UISs. When �θ is greater
than �θmin, the main lobe fits more easily between any two
consecutive nulls and can therefore be steered toward DoA of
DIS with better accuracy, while the nulls are steered exactly
toward DoAs of the respective UISs, and all these take place
regardless of the value of the SNR as previously mentioned.
All these happen for �θ = 8◦ and even more for �θ = 10◦.

On the contrary, when �θ = 6◦ (see Tables II and III),
the beamformer is forced to put at least a null very close
to the main lobe peak, that is, at a distance less than �θmin.
Therefore, either the main lobe peak or a null or both will
diverge from their respective preassigned directions. For this
reason, the mean value and standard deviation of the main
lobe divergence are greater than the respective values derived
for the same SNR and for �θ = 8◦ or 10◦.

By comparing the results of the modified NSB algorithm
derived for �θ = 6◦ and for any scenario, we observe no
change in any divergence value (either mean value or standard
deviation of either the main lobe or the nulls) when increasing
the SNR from 0 (Table II) to 10 dB (Table III). This can be
explained by the fact that (18) does not take into account the
SNR to calculate the weight vector. The zero divergence of the
nulls is due to the fact that null steering is the first priority
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TABLE V

MEAN VALUE AND STANDARD DEVIATION OF THE MAIN LOBE
DIVERGENCE, THE NULLS DIVERGENCE, AND THE SINR,

FOR �θ = 8◦ AND SNR = 10 dB

task for the NSB algorithm. So, if the distance between a null
and the main lobe peak is less than �θmin, then consequences
may exist only for the main lobe steering.

Contrary to the NSB, the modified MVDR algorithm makes
use of noise information to calculate the weight vector as
shown in (24). In particular, the noise mean power Pn is
added to the elements of the main diagonal of the matrix
EϕEH

ϕ before the matrix is inverted according to (24). This
process is similar to the diagonal loading technique used in
singular or ill-conditioned matrices prior to their inversion.
In this way, the matrix inversion performed in (24) is always
possible. However, the value of Pn affects the accuracy of
the result. If Pn has a low value (when the SNR is high),
the elements of the main diagonal of the matrix EϕEH

ϕ are not
significantly modified and therefore the nulls are placed to the
right directions, that is, with low divergence. This behavior
is observed in Table III where SNR = 10 dB, is similar to
that of the modified NSB algorithm, and is explained in the
same way (i.e., because null steering is the first priority task for
both the methods). Due to this behavior, divergence is induced
only in the main lobe steering for both the methods. On the
contrary, if Pn is high (when the SNR is low), the elements
of the main diagonal of the matrix EϕEH

ϕ are significantly
modified, and this creates difficulty in placing the nulls to the
right directions, meaning that a divergence is induced in the
directions of the nulls. This is observed in Table II where

TABLE VI

MEAN VALUE AND STANDARD DEVIATION OF THE MAIN LOBE
DIVERGENCE, THE NULLS DIVERGENCE, AND THE SINR,

FOR �θ = 10◦ AND SNR = 0 dB

SNR = 0 dB. Nevertheless, the existence of divergence in the
directions of the nulls decreases the difficulty in steering the
main lobe to the right direction, thus reducing the main lobe
divergence. We could say that the increased value of Pn helps
the modified MVDR algorithm to create a balance between
the main lobe divergence and the divergence of the nulls.

As shown in Tables II and III, the main lobe divergence
and the divergence of the nulls affect the SINR, which is
dramatically reduced with increasing the number of UISs.
Therefore, when �θ is less than �θmin (i.e., when �θ = 6◦),
the only way to reduce the main lobe divergence together
with the divergence of the nulls is to increase the number
of elements that compose the antenna array. This can be
explained by the fact that an increase in the number of
array elements causes a decrease in �θmin (because the main
lobe becomes narrower). In this way, �θ becomes greater
than �θmin, and therefore the main lobe peak and a null can
come very close to each other without diverging from their
respective preassigned directions.

To have a perception of the radiation patterns produced by
the modified BF methods, four typical patterns of the tenth
scenario (1 DIS and 10 UISs) produced by the two methods
for SNR equal to 0 and 10 dB and for �θ equal to 10◦ are
shown in Figs. 2–5. Deep drops in the directional gain are
observed at DoAs of UISs, while the peak of the main lobe
is steered exactly toward DoA of DIS. This accuracy in the
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TABLE VII

MEAN VALUE AND STANDARD DEVIATION OF THE MAIN LOBE
DIVERGENCE, THE NULLS DIVERGENCE, AND THE SINR,

FOR �θ = 10◦ AND SNR = 10 dB

Fig. 2. Radiation pattern produced by the modified MVDR algorithm for a
case of the tenth scenario with �θ = 10◦ , where a DIS is received at 80◦ and
10 UISs are received at respective angles equal to 30◦ , 40◦ , 50◦ , 60◦ , 70◦ ,
90◦, 100◦ , 110◦ , 120◦, and 130◦ , in the presence of noise with SNR = 0 dB.

positions of the nulls and the position of the main lobe is
verified by the statistical results of Tables VI and VII.

The validity and effectiveness of the proposed modification
are also examined, when the modified BF methods are applied
in combination with a DoA estimation algorithm modified in a
similar way to incorporate realistic conditions that take place
in an antenna array. Such conditions have already been consid-
ered in (27), which expresses the spatial spectrum produced
by the MVDR-based DoA estimation algorithm in the case
of a realistic antenna array model. The previously described
ten scenarios are repeated in the same way for two different
values of SNR, that is, 0 and 10 dB. For every incoming signal,

Fig. 3. Radiation pattern produced by the modified NSB algorithm for a case
of the tenth scenario with �θ = 10◦ , where a DIS is received at 110◦ and
10 UISs are received at respective angles equal to 30◦ , 40◦, 50◦, 60◦, 70◦,
80◦, 90◦ , 100◦ , 120◦ , and 130◦, in the presence of noise with SNR = 0 dB.

Fig. 4. Radiation pattern produced by the modified MVDR algorithm for a
case of the tenth scenario with �θ = 10◦ , where a DIS is received at 120◦
and 10 UISs are received at respective angles equal to 50◦ , 60◦ , 70◦ , 80◦, 90◦,
100◦, 110◦, 130◦, 140◦, and 150◦ , in the presence of noise with SNR = 10 dB.

Fig. 5. Radiation pattern produced by the modified NSB algorithm for a
case of the tenth scenario with �θ = 10◦ , where a DIS is received at 60◦ and
10 UISs are received at respective angles equal to 50◦ , 70◦ , 80◦, 90◦ , 100◦,
110◦, 120◦, 130◦, 140◦, and 150◦ , in the presence of noise with SNR = 10 dB.

100 simulated samples are produced by a random number
generator function following a normal distribution with a mean
of 0 and a standard deviation of 1 (the standard deviation of
the samples of an incoming signal is expressed by

√
Psn , while

Psn = 1, where n = 0, 1, . . . , N). These samples are utilized
to create the matrix Rss , which is used in (19) to construct the
matrix Rxx , which in turn is used in (27) to estimate the values
of AoAs of the incoming signals. Then, the values of AoAs
are sent as an input to the modified BF methods, which in turn
calculate the weight vector using (18) or (24). The statistical
analysis performed per value of SNR and per scenario, in the
same way as before, shows that the involvement of the DoA
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estimation algorithm does not perceptibly affect the efficiency
of the modified BF methods.

VII. CONCLUSION

By applying a proper modification as proposed in this
article, the particular nonisotropic radiation pattern produced
by the specific element type used to compose the antenna array
and the mutual coupling between the array elements can be
incorporated as information into conventional beamformers,
making them capable of working effectively in practice, that is,
when the beamformers are applied to realistic antenna arrays.
In this way, the above modification brings the BF algorithms
closer to real-life applications. The thorough statistical analysis
performed on the modified versions of the MVDR and NSB
algorithms reveals that the algorithms have an excellent ability
to create nulls extremely close to DoAs of respective UISs as
well as a main lobe very close to DoA of DIS, and all these
regardless of the noise level, but provided that the angular
distance between the main lobe peak and a null does not
become less than a lower boundary, which depends on the
geometry of the antenna array employed by the beamformer.
An additional statistical analysis shows that the involvement of
an MVDR-based DoA estimation algorithm properly modified
for the realistic model does not perceptibly downgrade the
efficiency of the modified BF methods. The modified beam-
formers are able to work effectively when using not only
microstrip linear arrays but also any type of antenna array,
provided that characteristic electric field components, like
those (eϕm) used in this article, will be given as information
to the beamformers.
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